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Abstract—We focus on the problem of streaming over a
blockage channel with long feedback delay, as arises in real
time satellite communication from a comm-on-the-move (COM)
terminal. For this problem, we introduce a definition of delay that
captures the real-time nature of the problem, which we show
grows at least as fast asO(log(k)) for memoryless channels,
where k corresponds to the number of packets in the transmis-
sion. Moreover, we show that a tradeoff exists between thisafay
and a natural notion of throughput that captures the bandwidth
requirements of the communication. We develop and analyzera
efficient “multi-burst” transmission (MBT) protocol for ac hieving
good delay-throughput tradeoffs within this framework, which
we show to be robust and near-optimal within the class of
retransmission protocols with fixed schedules. The MBT pratcol
can be augmented with coding for additional performance gais.
Simulations validate the new protocols, as well as when are
bandwidth and delay constraints.

Index Terms—real-time communication; communications-on-
the-move (COTM); ARQ; incremental redundancy; scheduling
packet-loss channel

|I. INTRODUCTION

In particular, an arbitrarily long sequence of coded bits is
sent through the erasure channel until sufficiently mang bit
are received to enable decoding. The number of bits required
for decoding is only slightly greater than the number of data
bits, so that the code operates close to capacity. With such
protocols, a single bit of feedback suffices to terminate the
transmission. Moreover, provided the message size is,large
the inefficiency due to feedback delay is small.

For real-time traffic consisting of a stream of (ordered)
packets that are both generated and consumed in real time—
such as arises when watching a real-time surveillance video
or having a voice conversation—ARQ methods can be used.
The retransmission protocol ensures reliable deliveryhef t
ordered packets. However, existing ARQ methods typically
do not work well for severely-blocked, long-delay channels
nor when very low delay is required.

Basic types of ARQ protocols include stop-and-wait ARQ,
go-backN ARQ, and selective repeat (SR) ARQ, with the
SR-ARQ generally considered the most efficient of these.
In all three variants, a packet is retransmitted only if the

N recent years, military satellite communication capabitransmitter knows that the previous transmission is lokis T
ities are being extended to communications-on-the-mo&eoids any unnecessary retransmissions. However, when the

(COTM) terminals at the tactical edge. One challenge fahannel loss rate is high, there is a non-negligible prdibgbi
on-the-move communication is channel blockage caused tmat it would take several retransmissions for a packet to ge
foliage or buildings as terminals traverse rural or urban ethrough. For example, for a channel that is blocked half of
vironments. These channels can be modeled as packet ¢he- time, with probabilityl/4 a packet would suffer two
sure channels with certain channel statistics. In additmn failed retransmissions and would thus take at least two RTT
blockage, satellite communication suffers from long roundo be received. Furthermore, when ordered packet delivery i
trip time (RTT). Hence, after a packet is transmitted, theequired, one packet that is not received delays all patkats
transmitter has to wait a significant fraction of a seconai®ef come after. For a long stream, the probability of at least one
an acknowledgment (ACK) is received indicating that thpacket requiring many retransmissions, which implies gdar
transmission was successful. delay for the whole stream, is high.

For non-real-time traffic such as bulk data transfers, fodwa Hybrid ARQ (HARQ) schemes that utilize FEC reduce the
error correction (FEC) provides a natural solution. Morgv number of retransmissions by lowering the effective chinne
rateless schemes allow optimality even when there is huss rate [4]-[6]. However, existing HARQ schemes do not
statistical model for the channel. Indeed, examples such Eaform well when the blockage probability is not low: in [7]
digital fountain codes [1], [2] and Raptor codes [3] are able HARQ technique was applied to interactive voice over a
to achieve near-optimal delay and throughput simultarilgousnoderately blocked satellite channel as a COTM terminal was

_ ' _ ' driven in a city environment, resulting in poor user expeci
Sp’(‘)"rfsn(;zg'g; ;ﬁ‘;eggga’r\:%"een”:%‘?rDi%r?ééeJ’r'fa‘z‘: Mfijgilém;ﬁg;"zaf_ In order to be effective in more severe conditions, the kinids
05-C-0002. Opinions, interpretations, conclusions, a@bmmendations are FEC traditionally used would have to span many independent
those of the authors and are not necessarily endorsed by riiedWStates channel realizations lasting many RTT, and inducing large
e e o o, S St ey, delays. For some real-ime applications, it may be desrabl
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incur. This kind of tradeoff is not offered by traditional AR data bandwidth, allowing messages to have variable size

In this paper, we explicitly consider the above tradeoff anfl, = N R, where N, > 0 is arbitrary, though in this work
propose a class of multi-burst transmission (MBT) scheme® will generally restrictVy, to integer values.
that achieve lower delay at the expense of throughput byTraditionally, a streaming session would be allocatdicted
allowing preemptive retransmission, the amount of whichmount of data bandwidth enough to support the flow and the
can be adjusted between two extremes. One extreme haserpected retransmissions. However, this fixed allocatias h
preemptive retransmission, corresponding to ARQ. Therothigefficiencies when the channel is dynamic. During periods
extreme uses as much preemptive retransmission as is needwn the channel happens to be blocked less than average,
sary to achieve the minimum delay allowed by the physicabme data bandwidth are wasted; when the channel happens
channel. Between the two extremes our MBT schemes achiégebe blocked more often, there may not be enough data
an efficient throughput-delay tradeoff. Given a target gelabandwidth to perform all the retransmissions needed, thus
MBT starts with relatively little preemptive retransmissj incurring additional delay. Incorporating dynamic datandba
then increases the amount as a packet's delivery deadlimeth in the model allows for the possibility of adapting to
approaches, corresponding to changing the strategy fraam ahannel variations in real time. This is possible when the flo
extreme to the other in time. This allows more efficiemf interest shares a physical channel (fixed bandwidth) with
bandwidth utilization when there is a low risk of missing thenany other traffic flows from the same transmitter, and it
target delay. has relatively lower rate but higher priority, so that it can

This paper builds on our initial results in [8], [9], furthertransmit at higher instantaneous rates when needed. While
developing, analyzing and optimizing the scheme. Amorgur analytical study puts no limit oV, for simplicity, in
other results, we show that such schemes can be designegrastical systems, there would be a limit. This is addregsed
be robust to mismatch in the channel model, and that the MBEction VI-A.
delay-throughput tradeoff achieved is nearly optimal ita The blockage channel is governed by a state sequence
rather natural class of retransmission strategies, eveenwhvhere the message, is either received after a fixed delay
practical considerations are taken into account. To develd. if sy = 1, or blocked ifs; = 0. The transmitter learns the
the key insights, our analysis in this paper largely focusefannel state through an error-free packet acknowledgiaent
on memoryless channels; a more detailed development of traek after a further delay af., so the transmitter function is
case of channels with memory is contained in [10]. given bycy = g(p1,- -, Pks 515+ -+ Sk—2d.—1)-

There have been a variety of other delay-focused investi-When the receiver is able to determine a source packet,
gations, under different feedback assumptions. For exampt forwards it to a playback buffer. The playback buffer can
in [11], [12], an efficient approach is described for achigvi only playback one packet per time unit, all later packets are
the minimum possible delay at maximum possible throughpbiffered. Due to the real-time nature of the transmissibe, t
in such streaming scenarios, when no feedback is availaRceiver is required to reproduce packets at the output in
Additional examples of work beyond individual links inclid sequential order—if packe, is not received, all later packets
[13], which studies methods for achieving low delay vi@j, j > k, must wait. For analysis, we assume an infinite
network coding and immediate feedback with zero delay. buffer. In practice, users would stop waiting for a packett th

An outline of the paper is as follows. Section Il introducels delayed excessively. This is addressed in Section VI-B.
the system model of interest and defines natural throughpufor such real-time streaming systems, a natural definition
and delay performance metrics. Section Ill discusses soffethe delay experienced by packet is
key baseline retransmission protocols: two extreme sfiede Dp 2 My — k @
and a conceptual genie-assisted system for lower bounding ’
delay in our analysis. Section IV develops the MBT schemegherelM;, denotes the timg, is played back and is the time
analyzing and optimizing their delay and throughput peps is generatedD), is nondecreasing as there is no mechanism
formance, and Section V, introduces coded extensions tef‘catch up.”

MBT, the performance benefits of which are developed via Consider an example withd. = 3. Packetp; is generated
simulations. Section VI investigates practical consitlers, at timel and transmitted right away. Assurag = 1 (channel
including the impact of peak bandwidth constraints, maximuopen), therp, is received at timel. + 1 = 4 and played back
delay constraints, and having both simultaneously. Rmalgt time M; = d. +2 =5,s0D; = My —1 =d. +1 = 4.
Section VII contains some concluding remarks. If s; =0 (blocked), then the transmitter finds out about it at
time 2d. + 1 = 7. If it choosescg to be the concatenation of
p1 andpg (thus Ng = 2), andsg = 1, thenp, is received at
time 11 and played back at tim&2, thus D; = 11.

The model of interest is depicted in Fig. 1. A source We would like to keep the delay low, while also keeping the
generates a stream of mutually independent pagkeis,... number of channel uses (utilized bandwidth) small. However
of fixed size R at the rate of 1 packet per time unit (TU)there is tension between these two goals: while the tratemit
starting at time 1, such that theth packetp, is generated still does not know if a message was blocked or not, for
at time k. A transmitter sends channel messaggst time the sake of minimizing delay it should assume that it was
k, which are a causal function of the source packets, dxe., blocked, thus repeat whatever information it contained itnt
is only a function ofpy,...,ps. The channel haslynamic is acknowledged. For low throughput the opposite holds: the

Il. SYSTEM MODEL AND PERFORMANCEMETRICS
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Fig. 1. Streaming system block diagram.
transmitter should assume that the message was receiusd, th
avoid the danger of unnecessarily repeating information.
H : P G | Generate packet A\ >Propagate through
Equipped W!th a _statlst|cal mod_el for the state sequence Buffer packet / Wait channel with delay d.
we can quantify this tradeoff achieved by a specific scher [P] Playback packet X Channel Blocked
using partlculgr delay and throughputﬁgures qf m_entl..Spec 012345678 91011121314 15 16 17 18 19
cally, we consider an independent identically-distriloiia.d.) Time  ——————+——+—+—+—+—+—+—+—+—+++
sequence witlPr{s, = 1} = p in our analysis. Channel 1 g9 0 1 1 1101 . . . ...
P S
. . . .. . tats
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rather than the sent ones, thus it does not reflect the f 12 [EhA/SE[s]s]r]e 7
bandwidth utilization. However, for an i.i.d. channel mgde Time 012345678 91011121314 15 16 17 18 19

the expected number of retransmissions performed is simj.,

TM/p, thus minimizingTM indeed optimizes the usage of

transmit bandwidth. Our choice of definition is such that,

regardless of the channel parameterl/TM is the excess Fig. 2. Example of genie-assisted system operation dith= 3.
bandwidth factor of the scheme, relative to that of a genie-

assisted system that knows the entire state sequende framework to derive an achievable delay-throughput tréfdeo
advance (see Section IlI-A). in the presence of feedback delay.

We define thedelay metricDM as the delay in excess of  Given channel knowledge, the optimal strategy (even with-
the best delayD;*" achievable when the channel realizatiogyt the restriction to simple repetition protocols) is tansmit
is known in advance (Wthh is a fundamental limit of th%ach source packprC exact|y once at the first instaﬂE k the
channel), i.e.DM = limj_,oc DM}, where channel is open. This achieves the minimum delay possible, s
DM, 2 E [Dk _ D}Cnin} _ 3) DM = 0. Each packgt is received exactly once, Bul = 1.
No scheme can achieve lower values for these metrics.
Fig. 2 gives an example. Packgt is sent and played
) ) ) ] ~_ back immediately. Packet, is not sent at time and 3
This section analyzes three relatively simple retransoniss 4 e to channel blockages. However, ps, p. are successfully
(pure repetition) protocols. In such protocols, the traitteth .5nsmitted together at timd. Packetp, is played back
packetc, is the concatenation of the source packgtwith immediately, butp; andp, are buffered.
Ni — 1 previously transmitted source packets. With such . .
protocols, the throughput metriEM is the expected number Examining the delay experienced by each packet,_ note that
of times that each source packet is received. Dy, depengls on the longest burst of zeros experienced so
far. Each time the longest burst of zeros lengthens, pldybac
is interrupted and the delay for all subsequent packets is
A. ldeal Genie-Assisted System Performance increased, such as at timésand 7, and again at time 2.

As a performance bound on delay and throughput, we firshese interruptions will generally happen with decreasing
examine a genie-assisted system in which the channel stat§g§quency. This is because, as we show next, the longesttstre
revealed in advance to the transmiftéile later use the same©f blockage, as well as the delay experienced by the genie-

) assisted scheme, grows lik&log(k)).
Note that after the transmitter is sure that the receiverdeasded all the . .
information, transmission stops and from that momentfyn= N; = 0, so Denoting by B, the longest stretch of continuous blockage

that the sum in the numerator of (2) is typically finite. that startsat a time up tok, we have
2Equivalently, one may assume that the state become knowmettrans-

mitter immediately after each message is sent, correspgridiinstantaneous .
feedback. D" =d. + 1+ Byg.

IIl. SIMPLE RETRANSMISSIONPROTOCOLS



. - TABLE |
In the example of Fig. 2B, = 3 for 6 < k < 12. Defining SLACK IN DELAY BOUND , A(p), EVALUATED NUMERICALLY
D A
= >
Pp, (b) = Pr{By, > b}, ) o 01102 03[ 04]05]06]07] 0809
we have A(p) | 25.88] 9.126| 4.591] 2.664] 1.668| 1.095] 0.746] 0.534 0.425

E[DP™ = Pr{Dp" >t} =d.+ 1+ > Pp,(b), (5) B. Optimizing Throughput
=1 _ _ b=1 In a traditional ARQ protocol, after the transmitter sends a

where the sum is due to computing expected values frqsacket, it waits for a full RTT, and only retransmits the petck
cumulative density functions for nonnegative integer @Nd when it is certain that the previous transmission was last, s
variables. We now develop an upper bound on this sum for thg packet can be received twice. Such a scheme achieves the
ii.d. channel model, which is tight in the logarithmic sens minimal TM of 1, but suffers a large delay due to the long

Proposition 1: For an i.i.d. blockage channel sequence witlajt time between the retransmissions.
Pr{s; = 1} = p, we havePp, (b) < min(1, (1 — p)°k). We consider an ideal selective-repeat ARQ scheme with

Proof: The first term in the minimization], is trivial. - ynlimited transmit and receive window size. A packgthat is
For the second term, in order to haveonsecutive zeros, thepjockedh times, i.e., at timeg, k+RTT, - - -, k-+(b—1)-RTT,

channel sequence must take the form suffers a delay of at least +1+b-RTT instead ofl.+1+bas
ke ok0---0k---% fori=0.1.--- . k—1. in the genie-assisted case. The factoRafT leads toE[Dk]
\ 7\ ; ) 3 ) )

v v growing asRTT - log, ;) k. [cf. (7)], whenceDM = oc.

For eachi, the probability of having a particular pattern o )
of this form is (1 — p)®. The probability of the union of C- Optimizing Delay: Send-Until-ACK (SUA)
i=0,1,--- ,k—1is at most(1 — p)°k. [ | As an alternative to ARQ, the send-until-ACK (SUA) pro-
Although this method double counts some channel pattertasol minimizes delay without regard to the cost in througthp
with multiple bursts of zeros, together with the upper bouray repeatedly transmitting all packets generated so far at
of 1, it provides an upper bound sufficient for our analysis. every time unit until each such packet is acknowledged. SUA
shows thatPg, (b) decays exponentially ih for a fixedk.2  achieves the lowest possible delay, as each source pagket
Using Proposition 1 in (5), we obtain the upper bound is successfully transmitted at the first instant charingbens
oo up on or after timek, which is the same as in the genie-
E[DPM™ <d.+1+ Zmin(l, (1—p)°k) (6) assisted case, sbM = 0. However, SUA is very wasteful
b=1 of bandwidth. The average number of times each packet is
1-p received iSTM = 1 + 2d.p. There are alway&d. additional
Sdetltloga kit o (1) ransmissions after the first successful one due to the &b

Eq. (7) is obtained by breaking the summation to two partd€lay; among those, on averagé.p are received.

the portion corresponding tb < log; ;_,) k in which the

summand is 1, and the remaining valuesbdbr which the IV. EFFICIENT TRADEOFFS MULTI-BURST

summand decays &4 — p). To improve the bound, care is TRANSMISSION (MBT)

taken in handling the fractional part dbg; ,;_ k- 4tis We now propose a multi-burst transmission (MBT) protocol

easy to check that (7) holds with equality thtgl/(l,p) k as abalance between the extremes of ARQ and SUA. It differs

is integer. from ARQ as follows. First, instead of transmitting a packet

The bound (7) is tight up to a constant with respeckto only once and waiting a full RTT, a packet is repeatedly

Specifically, first using numerical evaluation, and themgsi transmitted one or more times in a burst of consecutive time

the inequality in (7), we obtain units. After each burst, the transmitter waits a full RTT to

see whether any of the transmissions made it through. Each

burst should be no longer than a full RTT. If not successful,
o additional bursts are attempted, up to a total\afg, where

>d.+1+ Z min(1, (1 — p)°k) — A(p), (9) Nrg is adesign parameter. If all the bursts fail, the transmitte
b=1 goes into SUA mode, i.e., repeatedly transmitting that pack

where the constani\(p) represents the slack in the bounduntil it is acknowledged. The motivation is to prevent oyerl

It generally decreases with, and has the values shown inlong delays. Since the overall delay is determined by the

Table . fate of the most unfortunate packet, once a packet suffers
As we will see, the logarithmic behavior if;, holds not repeated blockages, extra resources are spent to expedite i

only in this genie-assisted case, but in our general casedgfivery. This incurs minimal degradation ifiM, however,

interest involving delayed feedback of state information. ~ Since relatively few packets enter SUA mode.
Each MBT scheme is fully characterized by the vector of
‘ 3qu other channel types of interes®g, (b) likely also decays exponen- pyrst lengthsy = [v1, v2, -+ ,vN.]- FOr exampley = [2,4]
tally in b for sufficiently largeb. andd, = 10 means packaei, is transmitted at timek, k+1 in
4Let 0 < ¢q < 1 be the fractional part o]fogl/u,p) k. The second part of _C k !
the summation in (6) sums td — p)'=9p=1. 0 < p<1= (1—p)—1 > thefirstburst. If both are lost, then a flI'T = 2d.+1 = 21

1= (1—p)~9is convex. So1 — p)~9 <1+ p(1 —p)~1q. later,py is transmitted ak+22, k423, k+24, k+25. If all four

. 1—
E[Di™] > de + 1+ log 1k + Tp — Alp) (8)



are lost, therp;, is transmitted continuously starting at timeat a time starting fromvy..,, working backwards:
k446 until an ACK is received. This retransmission schedule
is carried out for all packets independently and simultaisgo
For example, at time&6, p1, p2, p3, p4, P25, P2 May all be
(re)transmitted.

To evaluate the delay, see that in the above example, after = log/(1-p) (v | + 1. (14)
the first transmission is lost, it delays the receptioppfby
1. After the second transmission is lost, however, it in@irs
delay of a full RTT, i.e., 21. We define; as the time between burstlengths aréy,, = 4, Unzp—1 = 2, aNduNg, 2 = - - =
the bth and(b + 1)st transmission. In the above example, witfi* ~ 1. This solution suggests that when the allowabiel

w denoting the vector of such inter-transmission times, we sufficiently large, we should first do ARQ. Afté¥rp — 2

havew = [1,21,1,1,1,21,1,1,---]. (For SUA,w, = 1; for transmissions, we get close to the allowable delay, we shoul

ARQ, w, = RTT.) Using techniques similar to those used t(t)hen do a longer bursF @ and then an even Ionger_ burst c_)f

obtain (6), the average delay can be bounded by 4. Should all those fail, we send continuously until ACK is
’ received. When channel blockage is less frequent, i.getar

cnd)

v, = argmin 7(v;,
U

= argmin pv,, + (1 — p)*r - 7(vi})
Un

In the case ofl. = 10 and0.44 < p < 0.56, the optimal

o0 p, the optimal MBT burst lengths are shorter, i.e., more “ARQ-
E[Dy] <d.+1+ Zmin(l, (1= p)°k) - we, (10) like.” For example, wher.62 < p < 0.75, the optimal burst
b=1 lengths arevy,., = 3, andv, = 1 for b < Npp.

From (12) we see that it is straightforward to achieve
DM values that are integer multiples @i.. To achieve
intermediateDM values, we shrink the wait time between the
last burst and the SUA region lytime units,0 < o < RTT,
down toRTT —c«. All earlier wait times between bursts are still

wheremin(1, (1— p)’k) is the union bound on the probability
thatanyone of thek packets haall of its first b transmissions
blocked. Subtracting (9) from (10), we have

DM, < Zmin(l, (1—p)%k) - (wp — 1) + A(p) fixed atRTT. With this generalizationDM ~ 2d.Ntg — a,
b=1 capable of taking any non-negative integer value. For TM,
0 the induction in (13) remains the same except at the end

<) (wy = 1)+ Alp). (11) when there is only one burst left. Letvy.,,:a) be theTM

b=1 associated with doing a single burst of length,.,, wait for

Similar to the genie-aided case, numerical evidence snzgge%TT —a, and then doing SUA. It can be shown that

that the inaccuracy in the union bound approximation is mal T(Unpy; @) =p - max(vnyy, @) + (1 — p)

and (11) is close to holding with equality. This provides an on

important intuition:DM is approximately the total amount of + (1= p)re (2de — a)p. (15)

non-transmission times. Eq. (15) suggests that the optimal.., should be at least
For MBT, only Ntp elements ofw are larger thari, and so that the third term is minimized without affecting the tfirs

they all equalRTT = 2d. + 1. Therefore, we have two terms. Withvy.., > a,

max(VNpp,0) —

DM =~ 2d,Nrg. (12) T(ONgg; @) = poNgs+(1=p) "8 (1= p) ™% — ap + 2d.p) .
(16)
We now turn to the problem of designing the burst lengthimilar to (14), the optimaby,, can be computed using
vectorv to minimize TM given a targeDM. From the anal- 10811, (1 —p)™* —ap +2d.p)] + 1. After computing
ysis above, given a targ&M, a total of Nyg ~ DM/(2d.) the resulting minimalr(vn,,; ) and using it in place of
bursts are required. We optimize thérg elements ofv by 7(VNgg), UNps—1,-..,v1 May be obtained via the induction
induction. To this end, we defingv) to be theI'M associated Using (14).

with an MBT scheme with burst length vectet It can be  The delay-throughput performance of the optimized MBT
shown that protocol is shown by the lower curve in Fig. 3. It shows a

steep initial decline inTM: allowing a little excess delay
T(v) = pv1 + (1 — p)** - 7(vErd), (13) (small DM) leads to dramatic bandwidth savings. But addi-

tional delays provide diminishing returns. The upper curve
wherew; is the first burst length, ands®¢ denotes the vector Fig. 3 corresponds to théDM, TM) pairs achievable using
of remaining entries irv. The intuition is that the first burst of a truncated ARQ scheme that simply switches from ARQ to
v1 transmissions always happen; among these,many will SUA after a prescribed time, which is essentially a special
be received on average. The probability of:gltransmissions case of the MBT scheme with all burst lengths equall to
being blocked is(1 — p)¥1; conditioned on this,7(v$"d)  Earlier switching leads to lowddM and highefTM. The gap
transmissions are expected to be received. This induakest between the two curves shows that there is a significant lienefi
advantage of the full RTT wait time between bursts, so aftey doing bursts rather than doing single retransmissiohs. T
a burst completely fails, there is a “clean restart.” Théiahi genie-assisted and SUA cases are also shown for comparison.
condition of the induction is (&) = 1+ 2d.p, corresponding A fundamental property of the MBT protocol is that when a
to doing SUA alone. The elements wfcan be optimized one packet delivery gets close to its “deadline”, more resosiere
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(a) MBT with 2 bursts before SUA, dC =10 (b) dC =5 (bottom) and 20 (top)
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Fig. 4. Throughput metric (TM) achieved using three 2-bM&T schemes
intended for severe (red), moderate (green), and lighejbilockage condi-
‘ ‘ ‘ . tions for p from 0.01 to 0.99 andd. being (a)10 (b) 5 and 20.
20 40 60 80 100
Delay Metric to 1. It is possible that when no prior information gnis

Fig. 3. The delay-throughput tradeoff for optimized MBT afrdncated available, a SySt.em may. start operating Wlt.h such a solution
ARQ, compared to the genie-assisted bound and to the SUAnecherQ  @nd then dynamically switch to a better choicevobased on
performance is not shown, since it yield®M = co. The channel is i.i.d. the measured erasure probability.
with p = 0.5 andd. = 10. The optimalv generally depends on the channel defay
in part'rculzi:ig' 4(b) shows the performance of the three solutions when
channel bandwidth resources. This approach could have m 8 channel delay _changes frald to eithers or 202 When

the channel delay is smaller, low8M can be achieved, as

general application. In other systems, it is possible thlén N ) ) .
resources or mechanisms could be used to improve the chawgeT(g) = 14 2d.p term associated with the SUA region

of packet delivery, such as increasing power, reducing eate Is smaller. Whe_rdc_ = 5, the same three solut|0n§ still work
rather well, achieving a maximum gap to the optifid\l of

0.07; although a slightly smaller gap of 0.05 is possiblehwit
A. Robustness of the MBT Solution shorter bursts ofr = [1,2], [2, 3], and[3,5]. Whend,. = 20,

The optimization of the MBT burst-length vectar pre- he maximum gap increased to nealy aroundy = 0.1. A
sented above requires the knowledge of the channel paremefat/ch smaller gap 0d.33 is achievable with longer bursts of
p andd.. In certain situations, these parameters may not Be= [1,3], [2,5], and[5, 10_]' We see, then, that the solutions
known exactly. Therefore, it is desirable to identify sains &€ MO robust td, that is lower than expected than to one

that would achieve near-optimal performance for a wide ean{'at iS higher. Therefore, when optimizing the designer may
of channel parameter values. Wwant to assume, that is on the large side.

We first show that simply knowing whether the channel V_\/h_en there IS gncertalnly |n.botb and d., v _may .be
is lightly, moderately, or severely blocked would allow yoptimized in a minimax sense with respect to both variables.
to choose a burst-length vector that is near-optimal fot tha
operating environment. Fig.4(a) shows thal achieved as a B. Optimality of the MBT Solution
function of p for three 2-burst MBT schemes whelp = 10. Besides the multi-burst transmission scheme, there arg man
All 2-burst MBT schemes achieve about the sdbdd of 4d., other ways of scheduling retransmissions. For example, one
so the lower thél'M the better. The black dashed curve ahay choose to retransmit every three time units for 10 times
the bottom is the lowest'M achievable whew is optimized and then switch to SUA. In this section, we show that the
for eachp assuming it is known exactly. The three burstMBT solution is near-optimal in terms of delay-throughput
length choicesy = [1,2] (blue +), v = [2,4] (greeno), tradeoff in the class of all retransmission schemes wilixexl
andv = [4,8] (red x), are optimal forp = 0.8,0.5, and schedule, i.e., the same retransmission schedule is usatl fo
0.2, respectively, representing lightly, moderately, andesely packets.
blocked conditions. Fig.4(a) shows that each of the satstio Every retransmission scheme with a fixed retransmission
is near-optimal over the broader (colored) rangepofalues schedule is characterized by a retransmission time vec-
for which it is intended. The worst case gap to the optimébr x = [z, 22,23, - ,xy,], With N, non-negative strictly-
TM is only 0.13. increasing integer entries. Each packgtis first transmitted

Alternatively, if the operator expects to be within a attimek+ 21, then retransmitted at timés+ x5, k+x3, - - -,
particular rangey may be optimized in a minimax sensek + zn,_1, and finally enters the SUA mode starting at time
guaranteeing a worst-case performance. For examplejsf k + zy, . Retransmission stops when the acknowledgment is
between 0.5 and 0.8, = [1, 4] yields a sub-optimality iTM  received. For the MBT example with = [2,4] andd, = 10,
of no more thar0.19 in this range. we havex = [0, 1, 22,23, 24, 25, 46].

If a single solution were desired for gl from 0 to 1, for To lower bound theTM achieved by any schedule, we
the case ofd. = 10, v = [2,7] achievesTM < 2 for all consider a hypotheticdlatch-feedbacknodel. We divide all
p, with TM = 2 at p = 1. While this solution has a wide transmissions into consecutive batches, each bBhG =
range of applicability, it is highly suboptimal whenis close 2d. + 1 long, until the SUA region. For packet,, the n-th

spent to improve the chance of packet delivery,



batch is all its transmissions from tinie+ (n — 1) - RTT to (@p=05.4,=10 ®)p=02d.=5
time 4 n-RTT 1, for n < [z, /RTT]. Letu, denote the i1 rmse orer N ==,
size of then-th batch and leti denote the batch length vector —Batch-feedback inner bound|l |

u = [uy,uz,us, - ,un,] with lengthN,, = [z, /RTT]. In
the above exampley = [2,4,17].

In the batch-feedback model, the feedback correspondis
to all u,, transmission in the:-th batch become available at
the transmitter at the end of theth RTT, & +n - RTT — 1. SR —
If any of the u,, transmissions is successful, tie + 1)-th Delay Metric
batch does not need to take placealif u,, transmissions are Fig. 5.  The delay-throughput tradeoff achieved by the MBTeste

; _ ; ; ompared to the batch-feedback inner bound achievable yoyeransmission
blocked, the ent|reen+ 1)-th batch must be transmitted. SlnCés:c[zeme with a fixed schedule. The channel is i.i.d. with 0.5 andd. = 10.
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the batch-feedback model advances some of the feedbac

allowing retransmissions to terminate earlier, it prosgice
lower bound to the throughput metric. For other channel parameter values, the gap between the

The TM achieved with batch-feedback can be evaluated MBT scheme and the batch-feedback inner bound increases
a manner similar to that used to obtain (13). bét:) be the With decreasingp and decreasingl.. When the channel

TM associated withu using the batch-feedback model, wélockage is more severe, longer bursts are needed to improve
have the probability of a successful burst. When the burst length

v(u) = pus + (1 — p)** - y(ug™?), (17) becomes c_omparableto t_he round trip time, the batch-fmdba
model deviates substantially from the true model. Fig. 5(b)
shows the results for the = 0.2 andd. = 5 case. The

. . . _gap is significantly wider. Furthermore, we identified sfieci
The DM achieved can be approximated using the conclusi P g y p

f 11). i.e DM i : v th | ¢ tances where the MBT solution is indeed not optimal,
rom ( . )’. €., Is approximately the total amount o non'although the suboptimality ifM is very small®
transmission times, we have,

with (&) = 1+ 2d.p corresponding to the SUA region afte
the last batch.

N,
DM~ Y RIT —u, =NRITT-» u  (18) V. CODED PROTOCOLS
n=1 In this section we suggest simple coded enhancements to the

Note that with the batch-feedback model, for bathl and preceding retransmission protocols. The schemes we @msid
DM, the exact locations of th&n transmissions in theth utilize the idea of encoding by Computing random linear
batch do not matter, only the number of transmissions ntattegombinations of packets (similar to what is done in at least

To obtain the lower bound on tHEM achievable at a partic- ggme implementations of network coding; see, e.g., [14]). |
ular DM by any retransmission scheme with a fixed schedulgarticular, at its simplest, any basic repetition proto(sge
we need to minimizey(u) subject toV,RTT — > u = DM.  gections IIl and IV) can be augmented with coding, as follows

The minimization is ovetV,, the number of elements in, At each time where the scheme calls for transmission of
and all elements ofi, each being an integer betwesrand  packetp,, it is replaced by a linear combinatigp of all pack-
RTT, inclusive. etsp;, j < k (which has sizeR, same agy). Assume that we

This search space can be reduced. First of all, the optim@b,y the combination coefficients in an i.i.d. manner forreac
u should not have any zero elements. Removal of any z&fgnsmission (thus also independent between replaceroénts
element inu reducesDM by RTT while TM remains the he same,). We take the coefficient alphabet to be large with
same. Consequently, each element of an optimalust be at egpect to the number of participating packets. This number
leastl, andNu < DM. in turn, does not have to be as large as the stream duriation

To further limit the se.arch space, we note that to re(_jDMa packets that the transmitter knows that were already decode
the elements of an optimai must be nondecreasing, i.e., tgnay he excluded without affecting performance, thus the
batches should not shrink. More specifically, if there are W, mper of packets that should be considered grows at most as
neighboring elements where > u;.1 > 0, then swapping ) \yhich we know that can be made to grow logarithmically.
them strictly reduce'M while maintainingDM. This can be \jnqerthese assumptions, a padketn be decoded as soon as
shown by combining two levels of the induction in (17) angy; somer’ > k, k' independent linear combinations that are

then showing(1 — (1 — p)")/u decreases for > 0 function of packets up té’ arrive. The random combinations
We perform the minimization of (u) via exhaustive search ., pe replaced by a structured code, see [11].

for each value ocDM. In Fig. 5(a), the resulting.inner—bound in The performance of any such coded scheme is always at
delay-throughput tradeoff (req) is compared with the tradeoff least as good as that of its base retransmission protoock si

acgisvid by E:]e '\r/]IBI schen;]e (gre«e;)n f(IzArEt:jre ca:}se ob — O'5| by our definition of delay a packet must wait for all previous
anddc _.1O'| fs t he \gure s f?WS' tl € Sﬁ: eme is at eaf)ea/lckets, thus the linear combination can always be undone.
near-optimal for the given channel parameters. The gain provided by coding is that if, has been decoded

5In this example, we observed that the optimal MBT solutienoften
matches the optimal batch-feedback solutigrit appears that for most values  For the case op = 0.2, d. = 5, targetDM = 15, the MBT solution,
of DM, the MBT solution is indeed optimal, the gap is due to the Hpatc burst 4 - wait 10 - burst 7 - wait 5 - SUA, achiev&$/ = 1.790; an alternative
feedback model being overly-optimistic in computifigv. solution, burst 4 - wait 9 - burst 7 - wait 6 - SUA, achieve3l = 1.788.



@ E[Dk] and Delay Metric (b) Throughput Metric

100

— + — E[D,] uncoded —+— uncoded
gol| o e 18 Retransmission] Retransmission Coded
— s DM, coded : Analytical Simulation Simulation
gol L e ] v DM | TM DM TM DM TM
[4] 20 | 2.6875| 20.51 | 2.6868 | 13.93 | 2.1563
[2,4] 40 | 1.6719| 40.88 | 1.6718 | 33.80 | 1.4505
14 [1.2,4] 60 | 1.3359 | 60.88 | 1.3358 | 55.89 | 1.2422
[1,1,2,4] 80 | 1.1680 | 80.87 | 1.1680 | 77.68 | 1.1309
12 [1,1,1,2,4]| 100 | 1.0840 | 100.95| 1.0841| 98.76 | 1.0709

Fig. 6. The delay and throughput performance achieved byebtwst MBT
protocol withv = [2, 4], as a function of the packet indéx with and without
coding. The channel is i.i.d. with = 0.5 andd. = 10.

TABLE I
DM AND TM ACHIEVED FOR MEMORYLESS CHANNEL WITHp = 0.5

are evaluated at = 10° as an approximation té& — oo.

The simulation results for the uncoded retransmissionraelse
closely match the analytical values. In particulEl matches
to three decimal places; tHeM simulation values are within

already,y,, may be used to contribute towards decoding onte range ofA(0.5) = 1.67 above the analytical values.

of the earlier packets.

Comparing the coded schemes to their uncoded counter-

While the analysis of this coding gain is difficult, the gainparts, coding improves botbM and TM. Also, there is a

can be quantified by simulation. To that end, we compaggeater improvement for schemes with fewer bursts (smaller
a particular scheme and its coded version under an i.ildM). This is because wheiVrg is large, MBT generally
channel withp = 0.5 andd. = 10. We choose the two- starts with an ARQ phase of single transmissions. Since the
burst MBT protocol described in Section IV with = [2,4]. form of coding we consider does not help with ARQ, typically
For each scenario, simulations were performed ugingp MBT schemes do not benefit from coding whBM is large.

to 10° packets and 500 Monte Carlo trials to obtain suitable

statistical averaging. For each rub; was recorded. Using
the same channel sequence, the genie-assisted d&ay
was also evaluated. The differencB;, — D,‘g‘i“, was then
computed. Averaging over all runs leads to an estimate
E[Dg], E[D®™n], and DM;. TM is obtained by counting
packets received.

Fig. 6(a) showsE[Dy] and DM,. The dotted line at the
bottom is the delayr[Di"] achieved by the genie-assiste
system. The dashed curves represBfb;] achieved by the
uncoded and coded schemes. They both have the same limiting

VI.

We now consider some variations of the idealized model and
|51fetrics defined in Section Il, in order to account for some
iSsues encountered in practice. Specifically, we concentra
on cases where the instantaneous bandwidth is constrained,
the delay is constrained (thus packet dropping is allowed),
dboth. The MBT approach has good performance under these
conditions as well, as we verify empirically.

PRACTICAL CONSIDERATIONS

slope as the dotted curve. The solid curves are delay metrids MBT with Limited Peak Bandwidth

which are the differences betweéfiD,] and E[D"]. They
both become flat and reach a final value fas+ o). The
red (x) curves are noticeably lower than the bl(te) ones,
indicating the advantage of coding at all valueskof

Fig. 6(a) also shows how delay behaves at fikitdhough
both E[Dx] and E[D®™n] grow to infinity ask — oo,
their finite difference DMy, is significant for finitek values
of interest. For example, whehTU = 20ms, k& = 10°
corresponds t33 minutes. At this point,E[D"] is 0.54

As mentioned earlier, MBT consumes data bandwidth in a
dynamic way, sending more retransmissions when the channel
is blocked more frequently and less when the channel is
better. In the baseline version of the scheme discussedso fa
while we aim to reduce the average bandwidth consumption,
there is no peak bandwidth constraint. However, in reality,
a transmitter can only transmit a certain maximum number
of packets each time unit. In this section, we first show the
distribution of the number of packets being transmittedsate

sec (best possible), ankl[D;] achieved by the uncoded andime unit in the baseline MBT, then we modify the protocol
coded two-burst MBT are.36 sec andl.21 sec, respectively. to work with the peak bandwidth constraint and evaluate its

The differences are noticeable to end users.

Fig. 6(b) plotsTM;, as a function oft together with the

one standard deviation spread (dotted curves). It sHbis

performance.
Fig. 7(a) shows the histogram of the number of packets
sent each time unit for the baseline MBT with = [2,4],

is indeed constant i in the uncoded case (top curve). Withd, = 10 and p = 0.5, using aboutl0® samples. The mean

coding, for largek, TM improves significantly, from.67 to
1.45, closing about a third of the gap to the minimui/I of
1. Whenk is smaller, there is less gain. Whén= 1, there is
no coding gain, as there is no coding to perform.

of the empirical distribution is 3.34, in agreement with the
theoretical valueTM/p = 1.67/0.5, the expected number
of times each packet is transmitted. Since every packet is
always first transmitted twice, the minimum number of pasket

Table Il shows theDM and TM achieved by a range of transmitted each time unit is at least 2. We see that 2 and 3
MBT retransmission protocols and their coded counterparése common, and beyond that the histogram decays quickly.

The worst-case one-standard deviation of bkl and TM

The probability for sending ovet packets at a time is less

values are 0.13 arf@l0005, respectively. The simulation valuesthan1/6, and that for sending ovet is only 0.005. The low
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probability at high instantaneous load motivates the fuiligy 10’ 10° D et numbe k 10° 10°

simple limited-bandwidth modification to the baseline MBT.Fig. 8. Expected delay as a function of packet number, k, eQAand MBT
First, all packet transmissions are scheduled accorditigeto with various bandwidth limits, as well as the optimal gefildA performance.

baseline MBT. Suppose only....x packets can be transmittedzhf fgff":ge,l is 'lbd wittp = 0.5 and d. = 10. Slopes are measured from

each time unit. When the baseline MBT calls for more than o

Nmax packets to be transmitted at a certain time, only tH&. MBT with Maximum Delay

N@ax oldest pack_et_s (with t_he smallest packet IDs) are trans-The MBT scheme discussed so far attempts to deliver
mitted. The remaining relatively newer packets are pogtfon,|| packets, where a single packet that is not received may
to the next time unit. A packet can be postponed as many timg§ay the playback indefinitely. In practice, for real-time
as needed until transmission can be performed or the packghiications, after a packet has been delayed beyond drcerta
is acknowledged. When postponing a particular packet, Weeshold, it is no longer useful and should be considersd lo
must postpone all the future sched_uled transmissions (_bf Fham this section, we propose a variation on the MBT protocol
packet. This ensures that the wait time between transmsaqhat achieves a required maximum defayvhile maintaining
is long enough. For example, for= [2,4], d. = 10, p1oo IS 4 packet loss rate. This maximum delay requirement differs
scheduled to be transmitted at ime0), 101, 122, 123, 124, from DM in that it is the maximum rather than the expected
etc.. Suppose after the initial transmission, the retrasmnn delay, so users have guaranteed performance. Also, thg dela
at 101 cannot take place, then the new future retransmsap@huiremem does not grow with the message length, as the
schedule fop,oo becomesl02, 123, 124, 125, gtC- 3 expected delay achieved by the genie-assisted scheme does.
In order to evaluate the performance of this modified MBT The variation we Suggest is “truncated MBT”’ i_e_' retrans-
protocol for limited peak bandwidth, we perform simulatiomnission of a packet stops after a pre-determined number of
for MBT with v = [2,4], d. = 10 and p = 0.5, with pyrsts. Accordingly, truncated MBT is characterized, &mi
Nmax = 8 and4. The resulting histogram for the limit-8 cas&o the original MBT scheme, by the burst length vector
is nearly identical to the unconstrained case except withoy — [v1,v2,- - ,Unys], €XCept the bursts areot followed
the tail beyonds and a slightly increased value &t The py an SUA period. Since each packet may be transmitted up
limit-4 histogram is shown in Fig 7(b), the probability ofyg g 2 ZZ:NTB v; times, the packet loss rate achieved is

using the maximum load 6.6, i.e., the bandwidth constraint,  — (1 — pz):él Since the last retransmission pf occurs

is significant. In both cases, the mean of the distributiog 1 4+ 5, + 2d.(Nrg — 1) — 1, the maximum packet delay
remain as in the unconstrained case, as almost all postpoggHieved ig., = S, + 2d.(N1g — 1)+ d.. The receiver would
transmissions are eventually performed. wait for packetp,, up to timek + u, and declare it lost.

Fig. 8 compares the delay performance of various scenariosTherefore, given a pair of requirgdande, we can set the
The three dashed curves correspond to scenarios with ne basigh and length of as follows:
width limit, which confirm our earlier results. In particula

the genie/SUA and MBT cases (bottom two) have slopes of Sy = ’Vloglfp el (19)
approximatelyl per factor ofl/(1 — p) = 2 as shown in (7), ptd,— 8
while the slope in the ARQ case (uppermost curve) is around Nt = L 2; ”J . (20)

RTT as discussed in Section IlI-B. The two solid curves show
the impact of bandwidth limit. While the limit-8 case is only Of all such vectorsv, the one that leads to minimum
slightly worse than the unconstrained case, the limit-aylel TM is desired. The computation a&fM for a givenv can
starts to deviate arourfd= 200 and shows an empirical slopebe performed using the recursion (13), with initialization
around8. Although the degradation is significant, the delay(2) = 0 (reflecting no SUA region). However, due to the
is still much less than the ARQ case. We observed that oadditional constraint on the sum of the optimization is more
significant contribution to the increased delay is that whenomplicated than that in Section IV. Nevertheless, a nuraéri
for example,5 packets enter the SUA stage, but odlycan search may be performed whénrg is sufficiently small.

be transmitted simultaneously, so the fifth packet has to beConsider the channel with. = 10 and p = 0.5, used in
postponed nearly a RTT. earlier examples. Suppose the requirementsiare 40 =



2RTT ande = 0.02. Using (19) and (20), we obtaif, =

6 and Nrg = 2. Numerical optimization yieldss = [2,4],

and the resulting’M is 1.5. This truncated MBT can achieve
lte = 36 < 40 ande, = 0.5% = 0.016. We thus see that in
this channel, which is too severe for ARQ schemes to handle,
the MBT scheme is able to achieve a reasonable set of delay,
packet loss rate, and average bandwidth consumption.

C. MBT with Limited Peak Bandwidth and Maximum Delay

The case where there are both limited peak bandwidth and
maximum delay constraints can be treated by implement-
ing both techniques presented in the previous two sections
must be implemented, i.e., transmit-older postpone-nandr

truncated-MBT. Due to the combination it is possible thatg g

10
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some retransmissions for packet may be postponed beyondiength k& with various peak bandwidth limit and maximum delay coristra

e'I'he channel is i.i.d. witp = 0.5 andd. = 10. The MBT parameter are

k + po SO that the receiver would not wait for it. To save 2,4

bandwidth, the transmitter does not repegat after time
k + e — d. — 1. As some packets may have fewer th&in of fixed-schedule retransmission schemes. The framewosk wa
chances to go through the channel, the resulting packet legso used to evaluate the benefit of coding via simulations.
rate u, may increase. Ifi, no longer meets the requirementCoding improves both delay and throughput, especially in
the designer may choose to perform a combination of fhe low delay regime. We also show that the proposed MBT
increase the maximum delay, to allow some transmissions toschemes may be modified to work with limited bandwidth
be postponed a few times before declared lost, 2) increa@se #hd maximum delay constraints. While this study focused on
peak bandwidth constrainY,,.x so fewer transmissions neecthe i.i.d. channel case, our initial results on the chanrigd w

to be postponed, or 3) increasg (and TM) so each packet memory case is reported in [10].

may be transmitted more times. Essentially, the desigtesis
is to jointly minimize pg, €4, Nmax and TM.

Continuing with the example in the last section, Fig. 9[1
shows the expected delay and packet loss rate as functions c}f
the message length The solid curve shows that without peak
bandwidth constrainty, = 36 ande, = 0.016 are achieved [2
as calculated in Section VI-B. Since the average bandwidty,
requirementisl'M/p = 1.5/0.5 = 3, the designer may choose
a peak bandwidth constraint d¥,,. = 4. The dotted curve [
shows that withNV,,., = 4 and u, = 36, the packet loss [5]
rate rose ta, = 0.028, which is higher than the requirement
of 0.02. Noticing that they, is still less than the required 6]
40, the designer chooses option 1) and increasgto 40 to
allow some packets to be postponed up to four times and get
S, chances. The dashed curve shows that With,, = 4 and  [7]
e = 40, €, 1S reduced t@.018, which meets the requirement.

Of course, the strategy presented here is not the only way f@g]
the receiver to decide to drop a packet (and for the transmitt
to stop retransmitting). Nevertheless, it is one of the $&sIp g
VIl. CONCLUDING REMARKS [10]

We studied the problem of real-time streaming over block-
age channel with long feedback delay. We showed that[lal]
practical multi-burst transmission scheme, blending ARQ@ a
SUA, achieves arO(log(k)) delay that is only an additive
factor worse than a genie-assisted system. The MBT sche
achieves a particular delay-throughput tradeoff by vapyits
design parameters, from which we see that relaxing del&y!
requirements even slightly can significantly reduce badtwi
requirements. We showed that the MBT solution is robust fo1]
channel parameter knowledge inaccuracy and that it is also
near optimal in terms of delay-throughput tradeoff in thassl
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