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Weak Learnability

Definition ((e, 0)-Weak-Learnability)

A class H is (e, 0)-weak-learnable if there exists a learning algorithm, A,
and a training set size, m € N, such that for every distribution D over X
and every f € H,

D"({S: Lps(A(S)) <e}) >1-46 .
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Weak Learnability

Definition ((e, 9)-Weak-Learnability)

A class H is (e, 0)-weak-learnable if there exists a learning algorithm, A,
and a training set size, m € N, such that for every distribution D over X
and every f € H,

D"({S: Lps(A(S)) <e}) >1-46 .

Remarks:

@ Almost identical to (strong) PAC learning, but we only need to
succeed for specific €, d

e Every class H is (1/2,0)-weak-learnable

@ Intuitively, one can think of a weak learner as an algorithm that uses
a simple 'rule of thumb' to output a hypothesis that performs just
slightly better than a random guess
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Example of weak learner

o X =R, H is the class of 3-piece classifiers, e.g.

- — +

01 02
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Example of weak learner

o X =R, H is the class of 3-piece classifiers, e.g.

+ - +

01 02

o let B={zw—rsign(z—0)-b: 6ecRbe{xl}} be the class of
Decision Stumps

@ Claim: There is a constant m, such that ERMp over m examples is a
(5/12,1/2)-weak learner for H
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Example of weak learner

o X =R, H is the class of 3-piece classifiers, e.g.

+ - +

01 02

o let B={zw—rsign(z—0)-b: 6ecRbe{xl}} be the class of
Decision Stumps

@ Claim: There is a constant m, such that ERMp over m examples is a
(5/12,1/2)-weak learner for H

@ Proof:

o Observe that there's always a decision stump with Lp f(h) < 1/3
e Apply VC bound for the class of decision stumps
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The problem of boosting

@ Suppose we have an (eg, dp)-weak-learner algorithm, A, for some class
H
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@ Suppose we have an (eg, dp)-weak-learner algorithm, A, for some class
H

@ Can we use A to construct a strong learner ?
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The problem of boosting

@ Suppose we have an (eg, dp)-weak-learner algorithm, A, for some class
H

@ Can we use A to construct a strong learner ?

o If A is computationally efficient, can we boost it efficiently 7
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The problem of boosting

@ Suppose we have an (eg, dp)-weak-learner algorithm, A, for some class
H

@ Can we use A to construct a strong learner ?
o If A is computationally efficient, can we boost it efficiently 7

@ Two questions:

e Boosting the confidence
e Boosting the accuracy
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Outline

© Boosting the confidence
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Boosting the confidence

@ Suppose A is an (e, dp)-weak learner for H that requires mg examples
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Boosting the confidence

@ Suppose A is an (e, dp)-weak learner for H that requires mg examples

@ For any d,e € (0,1) we show how to learn H to accuracy €y + € with
confidence ¢
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Boosting the confidence

@ Suppose A is an (e, dp)-weak learner for H that requires mg examples

@ For any d,e € (0,1) we show how to learn H to accuracy €y + € with
confidence ¢

@ Step 1: Apply Aon k = Lfgg((f/&?)-‘ i.i.d. samples, each of which of

mgo examples, to obtain hy,..., hy
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Boosting the confidence

@ Suppose A is an (e, dp)-weak learner for H that requires mg examples

@ For any d,e € (0,1) we show how to learn H to accuracy €y + € with
confidence §

@ Step 1: Apply Aon k = Lfgg((f/&?)-‘ i.i.d. samples, each of which of
mgo examples, to obtain hy,..., hy

e Step 2: Take additional validation sample of size |V| > %ﬁk/a) and

output h € argming, Ly (h;)
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Boosting the confidence

@ Suppose A is an (e, dp)-weak learner for H that requires mg examples
@ For any d,e € (0,1) we show how to learn H to accuracy €y + € with
confidence §

@ Step 1: Apply Aon k = [1?5((12//5?)-‘ i.i.d. samples, each of which of
mgo examples, to obtain hy,..., hy
e Step 2: Take additional validation sample of size |V| > %ﬁk/a) and

output h € argming, Ly (h;)

o Claim: W.p. at least 1 — &, we have Lp(h) < e + ¢
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o First, by the validation procedure guarantees

P[Lp(h) > min Lp(hi) + ¢ < 6/2 .
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o First, by the validation procedure guarantees
P[Lp(h) > min Lp(hs) + €] < 6/2 .
(A
@ Second,

P[miin Lp(h;) > eg] = P[V; Lp(h;) > €]

P[Lp(hi) > 60]

IN

1
9
S |l B
—_

IN

5/2 .
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o First, by the validation procedure guarantees
P[Lp(h) > min Lp(hs) + €] < 6/2 .
(A
@ Second,

P[miin Lp(h;) > eg] = P[V; Lp(h;) > €]

P[Lp(hi) > 60]

IN

1
9
S |l B
—_

IN

5/2 .

@ Apply the union bound to conclude the proof.

Shai Shalev-Shwartz (Hebrew U) IML Lecture 4 Boosting 8 /29



Boosting a learner that succeeds on expectation

@ Suppose that A is a learner that guarantees:

B [Ln(A(S))] < minIn(h) +e
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Boosting a learner that succeeds on expectation

@ Suppose that A is a learner that guarantees:

B [Ln(A(S))] < minIn(h) +e

@ Denote § = Lp(A(S)) — minpey Lp(h), so we obtain

E [0 <e.
S~Dm
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Boosting a learner that succeeds on expectation

@ Suppose that A is a learner that guarantees:

B [Ln(A(S))] < minIn(h) +e

@ Denote § = Lp(A(S)) — minpey Lp(h), so we obtain
E [0 <e.
S~Dm
@ Since 6 is a non-negative random variable, we can apply Markov's

inequality to obtain

P[Gz%]glz[f]g

DO | =
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Boosting a learner that succeeds on expectation

@ Suppose that A is a learner that guarantees:

B [Ln(A(S))] < minIn(h) +e

@ Denote § = Lp(A(S)) — minpey Lp(h), so we obtain
E [0 <e.
S~Dm
@ Since 6 is a non-negative random variable, we can apply Markov's

inequality to obtain

P[Gz%]glz[f]g

DO | =

e Corollary: A'is (2¢,1/2)-weak learner.
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Outline

© Boosting the accuracy using AdaBoost
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Boosting the accuracy

Problem raised in 1988 by
Kearns and Valiant

Solved in 1990 by Robert
Schapire, then a graduate
student at MIT

In 1995, Schapire & Freund
proposed the AdaBoost algorithm
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AdaBoost ('Adaptive Boosting')

e Input: S = (x1,%1),---, (Xm,Ym), where for each i, y; = f(x;)
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AdaBoost ('Adaptive Boosting')

e Input: S = (x1,%1),---, (Xm,Ym), where for each i, y; = f(x;)
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AdaBoost ('Adaptive Boosting')

e Input: S = (x1,%1),---, (Xm,Ym), where for each i, y; = f(x;)
@ Output: hypothesis h with small error on S
o We'll later analyze L(p s)(h) as well
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AdaBoost ('Adaptive Boosting')

e Input: S = (x1,%1),---, (Xm,Ym), where for each i, y; = f(x;)
@ Output: hypothesis h with small error on S

o We'll later analyze L(p s)(h) as well

@ AdaBoost calls the weak learner on distributions over S
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The AdaBoost Algorithm

@ input: training set S = (x1,¥1),- -+, (Xm, Ym ), weak learner WL,
number of rounds T’
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The AdaBoost Algorithm

@ input: training set S = (x1,¥1),- -+, (Xm, Ym ), weak learner WL,
number of rounds T’

o initialize DV = (L .. 1)
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The AdaBoost Algorithm

@ input: training set S = (x1,¥1),- -+, (Xm, Ym ), weak learner WL,
number of rounds T’

o initialize D) = (L ... 1)

o fort=1,...,T:
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The AdaBoost Algorithm

@ input: training set S = (x1,¥1),- -+, (Xm, Ym ), weak learner WL,
number of rounds T’
o initialize D) = (L ... 1)
o fort=1,...,T:
o invoke weak learner hy = WL(D®)S)
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The AdaBoost Algorithm

@ input: training set S = (x1,¥1),- -+, (Xm, Ym ), weak learner WL,
number of rounds T’
o initialize D) = (L ... 1)
o fort=1,...,T:
o invoke weak learner hy = WL(D®)S)
o compute €, = Lo (hy) = >0y D" Ty, 2o (x1)]
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The AdaBoost Algorithm

@ input: training set S = (x1,¥1),- -+, (Xm, Ym ), weak learner WL,
number of rounds T’
o initialize D) = (L ... 1)
o fort=1,...,T:
o invoke weak learner hy = WL(D®)S)
o compute €, = Lo (hy) = >0y D" Ty, 2o (x1)]
o let wy = %log(% — 1)
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The AdaBoost Algorithm

@ input: training set S = (x1,¥1),- -+, (Xm, Ym ), weak learner WL,
number of rounds T’
o initialize D) = (L ... 1)
o fort=1,...,T:
o invoke weak learner hy = WL(D®)S)
o compute €, = Lo (hy) = >0y Dgt) Ty, 2o (x1)]
o let wy = %log(% — 1)
(t41) _ __ D" exp(—wiyihi(x:)

= =5 foralli=1,...,m
Zj:le exp(—wiy;he(x;))

e update D
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The AdaBoost Algorithm

@ input: training set S = (x1,¥1),- -+, (Xm, Ym ), weak learner WL,
number of rounds T’
o initialize D) = (L ... 1)
o fort=1,...,T:
o invoke weak learner hy = WL(D®)S)
o compute €, = Lo (hy) = >0y D" Ty, 2o (x1)]
o let wy = %log(% — 1)

YV
o update Dgt“) _ _ D ?;P( wiyshe (x1))
Sy DY exp(—wiyjhe(x5))

foralli=1,...,m

@ output the hypothesis hy(x) = sign (Zthl wtht(x)).
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Intuition: AdaBoost forces WL to focus on problematic

examples

o Claim: The error of h; w.r.t. DD is exactly 1/2

@ Proof:

N (1) >
zDi ]l[yiiht(xi)] -

=1

m t) _ he (%5
i=1 Dz()e weyihe( Z)]]{yﬁéht(xiﬂ

Z?lzl Dj(t) e—wiyjiht (%)
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Intuition: AdaBoost forces WL to focus on problematic

examples

o Claim: The error of h; w.r.t. DD is exactly 1/2

@ Proof:

N (1) >
zDi ]l[yiiht(xi)] -

=1

m t) _ he (%5
i=1 Dz()e weyihe( Z)]]{yﬁéht(xiﬂ

Z?lzl Dj(t) e—wiyjiht (%)

ewt €t €t

eWYey + €_wt(1 — Et) N € + 6_2wt(1 — 6t)
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Intuition: AdaBoost forces WL to focus on problematic

examples

o Claim: The error of h; w.r.t. DD is exactly 1/2
@ Proof:

m m t) — i X
ZD(tH) 1 _ Dim1 Dz( ) it )]]{yﬁéht(xz')}
i {yi#he(x;)] — m (), —wyy;he(x;)

i1 > joq Dy e vhe(xg

ewt €t €t

eWYey + €_wt(1 — Et) N € + 6_2wt(1 — 6t)

€t 1

€+ & (1—675) N 2.

1—€t
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If WL is (1/2 — ~,d) weak learner then, with probability at least 1 — 0T,

Ls(hs) < exp(—2+°T)
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If WL is (1/2 — ~,d) weak learner then, with probability at least 1 — 0T,

Ls(hs) < exp(—2+°T)

Remarks:

e Foranye>0andye(0,1/2),if T > IO%SZ/E) , then AdaBoost will

output a hypothesis hs with Lg(hs) < e.
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If WL is (1/2 — ~,d) weak learner then, with probability at least 1 — 0T,

Ls(hs) < exp(—2+°T)

Remarks:

e Foranye>0andye(0,1/2),if T > IO%SZ/E) , then AdaBoost will

output a hypothesis hs with Lg(hs) < e.

@ Setting e = 1/(2m) the hypothesis h; must have a zero training error
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If WL is (1/2 — ~y,0) weak learner then, with probability at least 1 — 6T,

Ls(hs) < exp(—2+°T)

Remarks:
e Forany e >0and € (0,1/2),if T > IO%SZ/E) , then AdaBoost will
output a hypothesis hs with Lg(hs) < e.
@ Setting e = 1/(2m) the hypothesis h; must have a zero training error

@ Since the weak learner is invoked on a distribution over .S, in many
cases & can be 0. In any case, by “boosting the confidence”, we can
assume w.l.o.g. that J is very small.
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Outline

@ AdaBoost as a learner for Halfspaces—+-+
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AdaBoost as a Learner for Halfspaces++

o Let B be the set of all hypotheses the WL may return
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AdaBoost as a Learner for Halfspaces++

o Let B be the set of all hypotheses the WL may return
@ Observe that AdaBoost outputs a hypothesis from the class

T

L(B,T) = {$ > sign (Zwtht(:b)) cweR?, WV, Ry e B} .

t=1
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AdaBoost as a Learner for Halfspaces++

o Let B be the set of all hypotheses the WL may return
@ Observe that AdaBoost outputs a hypothesis from the class

T

L(B,T) = {$ > sign (Zwtht(:v)) cweR?, WV, Ry e B} .

t=1

@ Since WL is invoked only on distributions over S we can assume
w.l.o.g. that B = {g1,...,94} for some d < 2™.
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AdaBoost as a Learner for Halfspaces++

o Let B be the set of all hypotheses the WL may return
@ Observe that AdaBoost outputs a hypothesis from the class

T

L(B,T) = {$ > sign (Zwtht(:v)) cweR?, WV, Ry e B} .

t=1

@ Since WL is invoked only on distributions over S we can assume
w.l.o.g. that B = {g1,...,94} for some d < 2™.

e Denote 9(z) = (g1(z),...,94(x)). Therefore:
L(B,T) = { = sign (w, (x))) : w € RY, [wlly < T}

where ||wljo = [{i : w; # 0}
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AdaBoost as a Learner for Halfspaces++

o Let B be the set of all hypotheses the WL may return
@ Observe that AdaBoost outputs a hypothesis from the class

T

L(B,T) = {$ > sign (Zwtht(:v)) cweR?, WV, Ry e B} .

t=1

@ Since WL is invoked only on distributions over S we can assume
w.l.o.g. that B = {g1,...,94} for some d < 2™.

e Denote 9(z) = (g1(z),...,94(x)). Therefore:
L(B,T) = {x s sign (w, ¥ (2))) : w € RY, wllo < T} ,
where ||wljo = [{i : w; # 0}

@ That is, AdaBoost learns a composition of the class of halfspaces with
sparse coefficients over the mapping = — ()
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Expressiveness of L(B,T)

@ Suppose X = R and B is Decision Stumps,

B={xw—sign(x—0)-b: R be {£1}}.
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Expressiveness of L(B,T)

@ Suppose X = R and B is Decision Stumps,
B={xw—sign(x—0)-b: R be {£1}}.

@ Let G be the class of piece-wise constant functions with T pieces
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Expressiveness of L(B,T)

@ Suppose X = R and B is Decision Stumps,
B={xw—sign(x—0)-b: R be {£1}}.

@ Let G be the class of piece-wise constant functions with T pieces

e Claim: Gr C L(B,T)

1L

Composing halfspaces on top of simple classes can be very expressive !
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e AdaBoost and the Bias-Complexity Tradeoff
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Bias-complexity
Recall:
€app i

@ We have argued that the expressiveness of L(B,T) grows with T
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Bias-complexity
Recall:
€app i

@ We have argued that the expressiveness of L(B,T) grows with T

@ In other words, the approximation error decreases with T°
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Bias-complexity
Recall:
€app i

@ We have argued that the expressiveness of L(B,T) grows with T
@ In other words, the approximation error decreases with T’

o We'll show that the estimation error increases with T'
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Bias-complexity
Recall:
. | |

@ We have argued that the expressiveness of L(B,T') grows with T

@ In other words, the approximation error decreases with T’
o We'll show that the estimation error increases with T'

@ Therefore, the parameter T' of AdaBoost enables us to control the
bias-complexity tradeoff
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The Estimation Error of L(B,T)

e Claim:

VCdim(L(B,T)) < O(T - VCdim(B))
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The Estimation Error of L(B,T)

o Claim:
VCdim(L(B,T)) < O(T - VCdim(B))

e Corollary: if m > Q (%) and T = log(m)/(2v?), then w.p. of
at least 1 — 4,
L(D,f)(hS) S € .
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@ Weak Learnability and Separability with Margin
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Weak Learnability and Separability with Margin

@ We have essentially shown: if H is weak learnable, then H C L(B, o)
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Weak Learnability and Separability with Margin

@ We have essentially shown: if H is weak learnable, then H C L(B, o)
o What about the other direction ?
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Weak Learnability and Separability with Margin

@ We have essentially shown: if H is weak learnable, then H C L(B, o)
o What about the other direction ?

@ Using von Neumanns minimax theorem, it can be shown that if
L(B, ) separates a training set with ¢; margin v then ERMp is a
weak learner for H
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Weak Learnability and Separability with Margin

@ We have essentially shown: if H is weak learnable, then H C L(B, o)
o What about the other direction ?

@ Using von Neumanns minimax theorem, it can be shown that if
L(B, ) separates a training set with ¢; margin v then ERMp is a
weak learner for H

@ This is beyond the scope of the course
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Outline

@ AdaBoost for Face Detection
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Face Detection

o Classify rectangles in an image as face or non-face
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Weak Learner for Face Detection

Rules of thumb:
@ ‘“eye region is often darker than the cheeks"

o “bridge of the noise is brighter than the eyes”
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Weak Learner for Face Detection

Rules of thumb:
@ ‘“eye region is often darker than the cheeks"

o “bridge of the noise is brighter than the eyes”

Goal:
@ We want to combine few rules of thumb to obtain a face detector

@ “Sparsity” reflects both small estimation error but also speed !
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Weak Learner for Face Detection

Each hypothesis in the base class is of the form h(x) = f(g(z)), where f
is a decision stump and ¢ : R?4?* — R is parameterized by:
@ An axis-aligned rectangle R. Since each image is of size 24 x 24,
there are at most 24% axis-aligned rectangles.
e Atype, t € {A,B,C,D}. Each type corresponds to a mask:

A B
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AdaBoost for Face Detection

The first and second features selected by AdaBoost, as implemented by
Viola and Jones.

E

71
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Boosting the confidence using validation
Boosting the accuracy using AdaBoost
The power of composing halfspaces over simple classes

The bias-complexity tradeoff

AdaBoost works in many practical problems !
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