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A simple attention-based model is proposed for efficient trans-
mission of visual information using multiresolution structures.
Images are sampled nonuniformly in space and time, such that
sampling is dense at the focus of attention and sparse in the
periphery (retinal-like). Assuming that the focus of attention usu-
ally corresponds to eye position while scanning an image, image
features which are “eye catching” (such as sharp edges, motion,
and high flicker rate) are used to drive the dense center of sam-
pling. The transmitted image is reconstructed by combining each
new sample with previous samplings to give progressive transmis-
sion. The selection of sampling points depends only on previously
transmitted information, and only sampled values without their
location need to be transmitted. © 1990 Academic Press, Inc.

1. INTRODUCTION

A simple model of visual attention is used to efficiently
transmit visual information. The human attention mecha-
nism is a means of selecting a subset of a large amount of
stimuli, enabling concentration of processing power on
this limited subset, while processing the rest of the stim-
uli less efficiently. Reading this page, for example, the
reader selectively attends to a few words at a time out of
the many on this page.

The process of efficient transmission of visual informa-
tion can be considered as a subsampling problem. To
transmit an image efficiently means to subsample the im-
age so that for any transmission level the image could be
reconstructed as visually acceptable as possible. In anal-
ogy to human visual attention mechanisms, the input im-
age represents the vast amount of input stimuli. The sam-
pling points are analogous to the limited processing
power available. Incorporating attention involves the
concentration of processing power and sampling points
on subareas of the image while leaving other areas
sparsely sampled.

In the visual attention model we assume that there is a
high correlation between center of attention and point of
foveation (area in visual world appearing in the center of
the visual field) [20, 14]. Studies of eye movement and
point of foveation define features and characteristics that

can be attributed to the visual attention mechanism. Us-
ing these features we define an attentive transmission
system, which transmits, at each step, a sampling of the
input, analogous to the information obtained while fo-
veating. The sampling is nonuniform and retinal-like,
dense in the center and sparse in the periphery. The cen-
ter location and resolution of the samplings change ac-
cording to the attention model.

To implement attentive transmission two types of im-
age pyramids are used: a Laplacian pyramid which repre-
sents multiresolution spatial information of images and a
Difference Laplacian energy pyramid (Dol. pyramid)
representing temporal information in image sequences. A
quad tree is embedded in these pyramids by mapping
each node in the quad tree to a pixel of the image pyra-
mid. A “‘sampling”’ of an image is defined as a branch of
the quad tree in the image pyramid. These data structures
are defined in Section 3.

Transmitting several samplings of the Laplacian pyra-
mid allows the receiver to partially reconstruct the pyra-
mid, and from it an approximation to the imput image.
For image sequences, additional transmission of tempo-
ral information from the DoL pyramid enables the focus-
ing of attention on areas of temporal change. Similar im-
ages In sequences, as in motion sequences, need not
therefore be reconstructed from scratch.

Choosing the location and resolution of the samplings
is analogous to choosing a new focus of attention (FOA),
and we used an attention function to model human visual
attention. The criteria in the attention function are se-
lected so as to produce two important advantages to the
system.:

1. With attentive transmission, the limit on the number
of samplings transmitted is not known apriori. The atten-
tion function chooses the samplings so that, at any mo-
ment, the reconstruction is as visually recognizable as
possible. The first samplings include low spatial fre-
quency information in the image, giving general outlines
of the image contents. As transmission progresses the
samplings include information of higher spatial fre-
quency, with more details of the image. The higher spa-
tial frequency samples are concentrated mainly in areas
of ‘“‘interest’ in the image. The attention function gives
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high priority to sampling in areas of high temporal fre-
quencies enabling better reconstruction of moving ob-
jects rather than background.

2. Selection of new sampling points by the attention
function depends only on previously transmitted infor-
mation. The receiver can therefore predict the location of
the subsequent sampling from the available data, and
there is no need to transmit the sampling locations and
resolution.

Smart sensing, introduced by Burt [2], is a class of
systems that incorporate attention to process efficiently
sensed information, where the task at hand directs the
processing power to most needed parts of the input.
Smart sensing, as a method for image compression, re-
quires that processing power be concentrated upon the
more salient or interesting features of the input image.
Burt [4] developed a tracking system based on smart
sensing, where the interesting features of the spatiotem-
poral input are the gradients in the temporal domain
(changes introduced by motion). The tracking can be re-
garded as part of effective compression of the temporal
difference between images in a sequence.

In this paper an approach for efficient resampling of a
sequence of 2-D images is developed, modeled as effi-
cient image transmission. This approach follows the
smart sensing methodology, using a model of visual at-
tention. Modeling of the visual attention system was in-
troduced by Koch and Ullman [10], where a possible un-
derlying neuronal circuitry was described. Previous work
on nonuniform sampling which is directed by the input
image appeared in [12, 15, 21].

2. FEATURES OF VISUAL ATTENTION

The brain directs the eyes so that the central area of the
retina—the fovea—receives visual information from a
selected and limited part of the visual world. Foveation is
the process of directing the fovea to a specific location for
a cetain duration. We assume (following [20] and recently
[14]) a correlation between foveation and attention and
that focusing of attention can be approximated and stud-
ied by measuring the points of foveation. Following such
studies a model of human attention can be assumed.

We use a visual attention model, similar to the model
assumed in [10], having the following features:

Single focus—Physical properties of the retina imply a
single fixation point at a time, and focus of attention
(FoA) is therefore assumed to be at a single location.
Some experiments [19] show a possibility of divided at-
tention, but it has not yet been shown whether there is
actual double FOA or a widening of the single FOA’s
field to include several details.

Zoom lens—It has been shown psychophysically [7]
and physiologically [11] that the spatial extent of the
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FOA may vary (consider, as an example, focusing atten-
tion on a person walking toward you versus focusing at-
tention on the face and expression of the person). When
FOA is spatially spread out, there is less sensitivity to
“‘attention catching’’ features [7], as if spreading of atten-
tion incorporates spreading of limited processing power.

Peripheral information—Attention enhances the se-
lected location rather than blocks irrelevant information
[8]. This ensures that information is still gathered and
processed in the periphery, yet less sensitively.

Refocusing—Attention, as foveation, shifts from one
focation to another. Yarbus [20] studied and measured
the criteria for foveation on images from which he in-
ferred attraction criteria for FOA localization:

* sharp spatial gradients (edges) introduced by con-
trast,

* sharp spatial gradients (edges) introduced by color
differences,

e temporal gradients introduced by high velocity
motion or sudden appearance and disappearance of an
object,

* high-level criteria according to task at hand, as at-
tending to a certain precued location. :

The relationship and relative influence of each of the
above criteria is yet unknown, but it can be shown that
changes in the temporal dimension are more prominent
than those in the spatial domain. A bright flash of light,
even in the periphery, will draw our attention away from
any static object currently being attended to.

Proximity—There is some experimental evidence [16,
5, 6] that when shifting the FOA to a new location, there
is a preference for closer locations.

Inhibition of return—Psychophysical evidence [13. 9]
shows that there is a tendency of delaying the return of
FOA to a position recently attended to.

3. DATA STRUCTURES FOR ATTENTIVE
TRANSMISSION

Attentive transmission is a smart sensing system for
sampling and transmitting 2-D image sequences. The im-
ages are densely sampled in the sampling center and
sparsely sampled in the periphery (retinal-like). Location
of the sampling center (the FOA) depends on visual at-
tention features similar to those described in the previous
section. The attentive transmission model uses image
pyramids as follows:

Gaussian pyramid is a multiresolution image represen-
tation, where an input image has a set of reduced-resolu-
tion images associated with it. These images are gener-
ated by repeatedly blurring the image followed by
subsampling by a factor of 2. We blurred the images by a
convolution with a 4 X 4 normalized, separable, and sym-
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FIG. 1. A five-level Gaussian pyramid (original image size is 128 x
128).

metric kernel resembling a Gaussian probability function
(see description in [1, 3]). Each image is therefore repre-
sented at several levels of resolution. For an input image
of size 1024 x 1024, for example, reduced resolution im-
ages of sizes 512 X 512, 256 x 256, 128 x 128, 64 X 64,
and 32 X 32 are generated. An example of a Gaussian
pyramid is given in Fig. 1.

Laplacian pyramid is a set of multiresolution images,
each one being the difference between successive levels
in the Gaussian pyramid. The difference is performed
after magnifying the smaller image to the size of the
larger image. The Laplacian pyramid is a set of bandpass
filtered copies of the input image, and the original image
can be fully reconstructed from it. The Laplacian image
pyramid (denoted L) is used to represent the spatial infor-
mation in an image. An example of a Laplacian pyramid
is shown in Fig. 2.

Difference of Laplacian energy (DoL) pyramid: Given
two images in a sequence, a difference image, on a pixel
by pixel basis, is computed. The Laplace operator (A%G)
is used to extract high frequency information from the
difference image, which is then smoothed and squared to
obtain the energy of temporal changes. The Dol pyramid
is obtained by constructing a Gaussian pyramid from the

FIG. 2. A five-level Laplacian pyramid (original image size is 128 x
128).
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FIG. 3. A five-level DoL pyramid. The two original iamges are in
the top row, where the right cross moved from one image to the next.
The constructed DoL pyramid is in the bottom row, where only the
moving object has any energy.

temporal change energy image. This Dol pyramid repre-
sents band-limited versions of the temporal changes be-
tween the two input images. The DoL pyramid (which is
denoted by M) of two images in a sequence is used to
represent the temporal change between the images. A
DoL pyramid is displayed in Fig. 3.

Quad trees are hierarchical representations of an im-
age, based on recursive subdivisions of the image array
into quadrants [18, 17] as is shown in Fig. 4. Every node
in the quad tree represents a square region in the image

nw ne

Sw se

FIG. 4. Examples of quad trees. The tessellation is displayed on the
left, and the tree representation is on the right.
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DIRECT PATH L’

FIG. 5.
and their corresponding tessellations are on the right.

obtained by recursive quadration as follows: the root
node of the tree corresponds to the entire image; the four
nodes at the next level (if they exist) correspond to the
four quadrants of the image and so on; the leaf nodes of
the full quad tree correspond to single pixels in the image.

Given an image array and its representing quad tree,
the direct path to the FOA node in the quad tree is de-
fined as the branch in the quad tree from the root node to
the FOA node. The extended path is defined as all nodes
in the direct path with all their immediate son nodes.
These definitions are illustrated in Fig. 5.

A sequence of quad tree paths can be used to traverse
an image pyramid. This is done by defining the natural
mapping between nodes in a quad tree and pixels in the
image pyramid. The root node of the quad tree corre-
sponds to the single pixel of the smallest image in the
pyramid, the four quad tree nodes in the next level corre-
spond to the four pixels in the next to highest pyramid
level, etc. In this manner a path in the quad tree corre-
sponds to a path in the pyramid.

4. THE ATTENTION FUNCTION

The attention function assigns to every pyramid node a
value corresponding to the ‘‘attention catching’’ degree
of that node, which conforms as much as possible with
the features described in Section 2. Nodes with highest
attention values are chosen as the FOA. (In Koch and
Ullman [10], saliency is a spatially uniform version of the
attention function.)

Let L” be an extended path in the Laplacian pyramid L,
and let M" be the corresponding extended path in the
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EXTENDED PATH L*»

Examples of direct and extended paths. The FOA nodes and their direct paths are on the left, shown by solid lines. The extended paths

DoL pyramid M. Let s(P) denote the level of node P in
the pyramid L, which is the number of nodes in the direct
path from the root node to node P in the quad tree corre-
sponding to L. Let L[P] and M[P] be the respective pyr-
amid pixel values corresponding to node P.

We use the following attention function F for a node P:

F(P) = Msp) - LIP] + N - M[P] — i(P),

where the first term is the contribution of spatial gradi-
ents in P, the second term is the contribution of temporal
gradients in P, and the third term is an inhibition term.

Aip) and A¥p, are normalization functions which equal-
ize the influence of nodes at different pyramid levels. A,
and \Y;, are inversely proportional to 2*”, ensuring that
nodes at levels closer to the root have greater ‘‘attention
catching’’ values than nodes at lower levels. (Specifically
we used Aip) = 128/(6 - 22P1) and Aifp) = 128/(2¢1P1)

The third term i(P) is the inhibition function which
serves to prevent the return of the FOA continuously to
the same node and enables nodes of lower ‘‘attention
catching’’ values to be attended to. When a node P has
been transmitted at time ¢, but not at time ¢ + 1, it is
assigned an inhibition value. If P was a leaf node in the
extended path when transmitted, its inhibition is set to

i(P) = C - 25,

where C is a constant (we used C = 2). Otherwise, its
inhibition value is the average of the inhibition values of
its four son nodes. The inhibition is thus smaller for
nodes closer to the root, preventing the FOA from being
chosen continuously at low levels. Following this initial
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setting, the inhibition value is divided by a constant after
every transmission step, causing an exponential decay.

5. THE ATTENTIVE TRANSMISSION PROCESS

Attentive transmission proceeds between two pro-
cesses, the fransmitter and the receiver. The transmit-
ter’s input is a sequence of 2-D images. The aim is to use
a limited transmission channel so that during the trans-
mission the receiver can construct a representation of the
input sequence as visually acceptable as possible.

5.1 Transmission

Transmission will be performed in discrete transmis-
sion steps. The current input image may be replaced by
the successive image in the input sequence after a single
or several transmission steps.

At every given moment, the transmitter has a represen-
tation of:

L, a Laplacian pyramid of the current image in the
input sequence;

TRANSMITTED L*»
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L',L", a direct path and its corresponding extended
path of the Laplacian pyramid L;

M, a Dol pyramid created from the current and pre-
vious input images. M is all zero if the input does not
change;

M'.M", a direct path and its corresponding extended
path of pyramid M. Nodes correspond to those of L',L";

L, an estimated reconstruction of pyramid L which is
based on ali previously transmitted information.

Following is the quad tree traversal for transmission
using the “‘attention function’” as described in the pre-
vious section.

1. Initialize the FOA and L' to be the root node (the top
level of the pyramid).

2. Extend L' to L” by including all sons of nodes in L'.

3. Visit all Laplacian pyramid nodes of the extended
path L” and transmit their values. Two cases are possible:

* Single images: In this case only the four new sons
of the FOA node should be transmitted, as all other
nodes in the path have already been transmitted.

RECONSTRUCTED /I:

Y >

FIG. 6. Steps in the pyramid traversal algorithm. The selected FOA is depicted by the shaded area.
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* Image sequences: In this case the DoL pyramid,
having energy of temporal changes, is also being used.
For all nodes in the extended path both values of the
Gaussian and DoL pyramids are transmitted.

4. Select a single leaf node P of L” having highest ‘‘at-
tention value.”” Node P will be regarded as the new FOA.

5. L’ will now be assigned the direct path to the se-
lected node P.

6. Repeat from Step 2.

The nodes transmitted in Step 3 are used to reconstruct
the Laplacian pyramid. Several steps in the pyramid tra-
versal and reconstruction are shown in Fig. 6.

At every transmission step, the transmitter selects new
paths L” and M" of the current pyramids L and M based
on the current reconstruction L. The receiver has the
same reconstruction I. of the pyramid L since it is based
only on transmitted information. The receiver can there-
fore select the same paths L” and M" as the transmitter.
Having selected the same paths, only their values (with-
out their locations) need to be transmitted.

The pyramid values along the paths L” (a path of the
spatial pyramid) and M” (a path of the temporal pyramid)
are transmitted to the receiver. These values are used to
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update the reconstructed pyramid L in both the transmit-
ter and the receiver. The process of transmitting and re-
ceiving is shown in Fig. 7.

5.2 Reconstruction

The updating of I with the newly transmitted L” is
performed as follows: For every node P in L”, if P does
not exist in 1., add that node to L and set its value to L[P].
If node P exists in both L" and L, replace the value of
L[P] by L[P]. If the difference of these two values ex-
ceeds a certain threshold, then eliminate all subtree
nodes. This subtree elimination takes place when there is
substantial change between frames, which makes the pre-
vious information about the specific region obsolete. The
above threshold determines the sensitivity of the system
to changes in the images. This updating method ensures
that when a change in input occurs, only the area of
change is erased from the reconstruction, and areas with
little change are preserved. The receiver reconstructs the
current input image from the reconstructed Laplacian
pyramid L [4, 2] where any nonexisting node is set to
zero value.



ATTENTIVE TRANSMISSION

195

FIG. 8.
represent the transmission step.

6. EXAMPLES

6.1. Static Images

Figures 8 and 9 are examples of the reconstruction of
static images using attentive transmission. It can be
noted that:

* The early reconstructions include only low spatial
frequency information, which give a general visual per-
ception of image contents.

* Image elements are reconstructed in the order of
their saliency as defined by the attention function. The
face outline, the eyes, and the sharp boundary of the
building are the first to be transmitted.

* Even when a salient feature is being transmitted, not
all details are immediately collected. There is a tendency
to collect some details from several salient features
rather than all details from a single feature.

* In Fig. 8, the last transmission step at z = 1701 gives

Attentive transmission of a static image. Original (top) and several stages in the transmission process. Image size is 128 X 128. Numbers

an average transmission rate of 2.9 bits/pixel. In Fig. 9
when ¢ = 387 the transmission rate is 0.66 bit/pixel and at
¢t = 2089 the transmission rate is 3.6 bits/pixel. Although
these rates may not be optimal, it should be noted that
attentive transmission is an incremental transmission and
is advantageous when transmission time is nonuniform or
unknown apriori.

6.2. Image Sequence

Figure 10 is an example of the transmission process of
a sequence of images. In this example, temporal changes
are created by moving the right cross. All the comments
concerning static images are relevant for dynamic inputs.
In addition, note the importance of sharp temporal
changes at catching the FOA and the processing power.
In more complex image sequences, there will be some
trade-off between attraction of FOA by temporal changes
and attraction by spatial changes.
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FIG. 9. Attentive transmission of a static image. Original (top) and several stages in the transmission process. Image size is 128 X 128. Numbers

represent the transmission step.

7. CONCLUSION

In this correspondence we described a method for pro-
gressive transmission of digital images which uses a sim-
ple model of visual attention, namely attentive transmis-
sion.

In analogy to the focusing of visual attention on a lim-
ited spatial area, the method we propose concentrates
processing power (data transmission) on a limited part of
the image. This is done by transmitting sampling points
which are nonuniformly distributed, dense in the center
and sparse in the periphery (retinal-like). The center loca-
tion and resolution of the samplings change according to
the attention model.

Attentive transmission has the following advantages:

* Given that the limit on the number of sampling points
to be transmitted is not known apriori, attentive trans-
mission as a progressive transmission method makes an
attempt so that at every step the reconstruction of the

input images is as visually recognizable as possible. The
initial transmitted data include low spatial frequency in-
formation giving general outlines of the image contents.
As transmission progresses the samplings include infor-
mation of higher spatial frequency, with more details.

* Concentrating sampling points on areas of temporal
change in image encourages reconstruction of similar im-
ages in sequences, as in motion sequences, to take the
form of updating in areas of change rather than of recon-
structing the whole image from scratch.

* Using a specifically defined model of attention, and
basing selection on previously transmitted data, both
transmitter and receiver predict the same pattern of sam-
pling points to be transmitted. This promises that only
sampled values without their location need be transmit-
ted.

The idea of attentive processing is promising not only
in the area of image transmission. As a general paradigm
for increasing efficiency, this idea could be incorporated
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FIG. 10. Attentive transmission of an image sequence. Selected time steps are shown. Two frames of the image sequence to be transmitted
(left) and the reconstruction by the receiver at six selected time steps. Original images are marked f = 0, 1, and reconstructions are marked by
transmission steps ¢ = 2, 4, . . . . Input images change at ¢ = 0, 22. The images are of size 128 x 128.

in other expensive (in terms of processing power) appli-
cations which are based on local processing.
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