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Abstract
Video mosaicing is commonly used to increase the

e�ective visual �eld of view. Existing mosaicingmeth-
ods are based on image alignment, and are e�ective
only in very limited cases.

To overcome most restrictions, mosaicing is pre-
sented in this paper as a process of collecting strips.
Strips which are perpendicular to the optical ow are
cut out of the images, and are warped so that within
each strip the optical ow will be parallel. These strips
are then pasted into the mosaic. This approach en-
ables to de�ne mosaicing even for cases of forward
motion and for zoom. View interpolation, generating
dense intermediate views, is used to overcome parallax
e�ects.

1 Introduction
An introduction and a survey of mosaicing meth-

ods can be found in [6]. We will only give a brief
introduction focusing on the aspects relevant to this
work.

Early mosaicing methods were used for aerial and
satellite images. In both cases the objects in the scene
are distant from the camera, and camera motion could
be modeled as a translation parallel to the image plane
with no parallax e�ects. Other methods use a camera
which is rotating around the y axis passing through it's
optical center without any translation. The resulting
mosaic corresponds to a projection onto a cylinder [5].

Most methods select one frame to be a reference
frame, towards which all other frames are warped
[8, 3]. This approach uses 2D analysis to �nd motion
based on an a�ne model or a general planar surface
model, and allows somewhat more general camera mo-
tion. However, this approach can not handle parallax,
and is restricted to small rotations (around the x or
the y axis) with regard to the reference frame. Large
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rotations cause distortions when trying to perform the
reprojection onto the reference frame. In addition, ex-
isting methods are not well de�ned for forward motion
or for zoom.

To overcome most restrictions, mosaicing is de�ned
here as a process of collecting strips from image se-
quences satisfying the following conditions:

� Strips should be perpendicular to the optical ow.

� The collected strips should be warped and pasted
into the panoramic image such that when warp-
ing their original optical ow it becomes parallel
to the direction in which the panoramic image is
constructed.

Using these properties, we de�ne mosaicing meth-
ods for the case of 2D a�ne motion. This covers most
simple cases, and also zoom and forward motion. Gen-
erated mosaics have minimal distortions compared to
the original images, as no global scaling is performed.

The strip collection process allows the introduction
of a mechanism to overcome the e�ects of parallax by
generating dense intermediate views. In some cases
mosaics generated in this manner can be considered
at linear pushbroom cameras [2].

2 Mosaicing Using Strips
Construction of panoramicmosaics includes the col-

lection of sections from each image and pasting these
sections next to each other to become the mosaic. In
the simple case of a camera which is moving horizon-
tally, vertical sections are usually taken from each im-
age and pasted side by side (see Fig. 1.a). In this case
the process can also be viewed as scanning the scene
with a vertical line. This vertical line scans the entire
sequence, extracts vertical strips along the sequence,
and pastes them one next to the other to create the
panoramic mosaic. In this case the vertical line is
perpendicular to the horizontal optical ow, and after
placing the strips in the panoramic image, the optical
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Figure 1: The relation between the mosaicing
process and the direction of the Optical Flow.
(a) The simple case of camera which is moving
to the left. The Optical Flow points to the right,
and vertical strips are collected. After pasting,
The Optical Flow is parallel with the direction
in which the panoramic image is built. (b) New
information is passing through a given line when
the Optical Flow is perpendicular to the line. (c)
No new information is passing through a given
line when it is not perpendicular to the Optical
Flow. (d) In the general case the line is set to be
perpendicular to the Optical Flow.

ow is pointing exactly to the direction from which
the panoramic image is constructed (see Fig. 1.b).

Using such a vertical scanning line with vertical
camera motion, when the optical ow is parallel to
this scanning line, (see Fig. 1.c), will not create any
mosaic, as no new information will pass through the
selected line.

In general, optimal results would be achieved by
selecting a scanning line which is perpendicular to the
optical ow (see Fig. 1.d). The information from all
images in the sequences will pass through the scanning
line, allowing to collect strips for pasting in the mosaic.

The requirement that the scanning line be perpen-
dicular to the optical ow can be described for a pair
of subsequent images In�1 and In. If a point pn =
(xn; yn) in Image In is on the scanning line, and corre-
sponds to Point pn�1 = (xn�1; yn�1) = (xn�u; yn�v)
in Image In�1, then new information arrives to Point
pn from direction (�u;�v), and for optimal results
the direction of scanning line at point pn should be
perpendicular to (�u;�v).

2.1 A�ne Motion

In many cases the motion between two images is ap-
proximated by an a�ne transformation. Many meth-
ods exist to recover the parameters of an a�ne trans-
formation [4].

The a�ne transformation can be expressed as:
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where (xn�1; yn�1) and (xn; yn) are corresponding

points in images In�1 and In, and the parameters of
the a�ne transformation A are (a; b; c; d; e; f). (u; v)
is the optical ow vector as a function of the position
(xn; yn). The transformation A (and the optical ow)
vary continuously along the sequence.

We are looking for a line F(x; y) = 0 such that it
will be perpendicular to the optical ow. The nor-
mal to the line F = 0 is in the direction (@F
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thus it should be in the same direction as (u; v). This
constraint can be expressed by:
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for some value of k. By integrating, when e = c we
get the equation of the scanning line:

0 = F(x; y) = ax+dy+
b
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This is a family of lines that are all perpendicular to
the optical ow. M is used to select a speci�c line. We
suggest that M will be set to the value for which the
line contains maximum number of pixels within the
image. If many options exit, then we suggest using a
line as close as possible to the center of the image to
minimize lens distortions.

Note that this line equation exists only when e =
c. In most cases, the di�erence between the values
of c and e is due to the rotation around the optical
axis !z, such that it contributes �!z to c, and +!z
to e. To satisfy the condition e = c it is therefore
su�cient to rotate the image by !z �

e�c
2

after the
a�ne transformation is recovered, and then recomute
the a�ne transformation.

We will use the following notation to describe
the scanning line along the sequence: The line
Fn(xn; yn) = 0 is the line in Image In, in it's coordi-
nate system (xn; yn), which corresponds to the a�ne
transformation An = (an; bn; cn; dn; en; fn). This
a�ne transformation An relates points pn in Image
In to corresponding points pn�1 in Image In�1 (see
Fig. 3).

2.2 Special Cases

Eq. 3 can be easily understood for some simple
cases.
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Figure 2: Examples for scanning line.
(a) A vertical scanning line is selected for horizon-
tal motion. (b) A horizontal scanning line is se-
lected for vertical motion. (c) A circular scanning
line is selected for zoom and for forward motion.

� In the case of sideway motion (either small
sideway rotation or sideway translation), the
a�ne transformation A takes the form A =
(a; 0; 0; 0; 0;0), thus the selected line becomes 0 =
F(x; y) = ax + M , which is a vertical line (see
Fig. 2.a).

� In the case of upwards motion (either small ro-
tation or translation), the a�ne transformation
takes the form A = (0; 0; 0; d; 0;0), thus the se-
lected line becomes 0 = F(x; y) = dy+M , which
is a horizontal line (see Fig. 2.b).

� In the case of zooming or forward motion (to-
wards a planar surface which is parallel to the
image plane), the a�ne transformation takes the
form A = (0; s; 0; 0; 0; s), where s is the scaling
factor. As a result, the selected line will become
0 = F(x; y) = s

2
(x2 + y2) +M , which is a circle

around the center of the image (see Fig. 2.c).

In the more general translation case, the result will
be a circle around the Focus Of Expansion (FOE),
assuming that the scene is planar and parallel to the
image plane. More complex cases exist, in which the
result will be generalized elliptic curve.

3 Cutting and Pasting of Strips
The mosaic is constructed by pasting together

strips taken from the original images. The shape of
the strip, and its width, depend on the image motion.
This section describes how to select and to paste these
strips.
3.1 Cutting Strips

In order to determine the strip to be taken from Im-
age In, the preceding frame, In�1, and the succeeding
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Figure 3: Cutting and pasting strips.
(a)-(c) Strips are perpendicular to the optical
ow. (d) Strips are warped and pasted so that
their back is �xed and their front is warped to
match the back of the next strip.

frame, In+1, should be considered.
Let An be the a�ne transformation relating points

pn = (xn; yn) in Image In to the corresponding
points pn�1 = (xn�1; yn�1) in Image In�1, and let
An+1 be the a�ne transformation relating points
pn+1 = (xn+1; yn+1) in Image In+1 to the correspond-
ing points pn = (xn; yn) in Image In.

Given the a�ne transformations An and An+1,
the lines Fn(xn; yn) = 0 and Fn+1(xn+1; yn+1) =
0 are selected respectively (see Fig. 3.a-c). The
line Fn(xn; yn) = 0 in In corresponds to the
line F 0

n(xn�1; yn�1) = 0 in In�1 using the a�ne
transformation An. In the same way, the line
Fn+1(xn+1; yn+1) = 0 in In+1 corresponds to the line
F 0

n+1(xn; yn) = 0 in In using the a�ne transforma-
tion An+1.

The strip that is taken from the image In is
bounded between the two lines Fn(xn; yn) = 0 and
F 0

n+1(xn; yn) = 0 in In (see Fig. 3.a-c).
Using this selection, the �rst boundary of the strip

will be described by the selected line Fn, thus will be
exactly orthogonal to the optical ow with regard to
the previous image. The second boundary of the strip
is described by the line F 0

n+1 which is the projection
of the line Fn+1 onto the current image In, having the
same properties in the next image.

This selection of the boundaries of the strip ensures
that no information is missed nor duplicated along the
strip collection, as the orthogonality to the optical ow
is kept.
3.2 Pasting Strips

Consider the common approach to mosaicing where
one of the frames is used as a reference frame, and all
other frames are aligned to the reference frame before



pasting. In term of strips, the �rst strip is put in the
panoramic image as is. The second strip is warped in
order to match the boundaries of the �rst strip. The
third strip is now warped to match the boundaries of
the already warped second strip, etc. As as result, the
mosaic image is continuous. However, major distor-
tions may be caused by the accumulated warps and
distortions. Large rotations can not be handled, and
cases such as forward motion or zoom usually cause
unreasonable expansion (or shrinking) of the image.

To create continuous mosaic images while avoid-
ing accumulated distortions, the warping of the strips
should depend only on an adjacent original frame, in-
dependent of the history of previous warpings. In our
scheme, the back of each strip is never changed. This
is the side of the strip which corresponds to the bound-
ary between Image In�1 and Image In and de�ned by
Fn. The front of the strip is warped to match the back
side of the next strip. This is the boundary between
Image In and Image In+1 which is de�ned by F 0

n+1.
In the example described in Fig. 3.d, we warp the

�rst strip such that its left side does not change, while
its right side is warped to match the left side of the
original second strip. In the second strip, the left
side does not change, while the right side is warped
to match the left side of the third strip, etc.

As a result, the constructed image is continuous.
Also, were we to warp the original optical ow as we
did with the strips, the resulting ow is continuous
as well, and is parallel to the direction in which the
panoramic mosaic is constructed. Moreover, no accu-
mulative distortions are encountered, as each strip is
warped to match just another original strips, avoiding
accumulative warps.

4 View Interpolation for Parallax
Taking strips from di�erent images when the width

of the strips is more than one pixel would work �ne
only without parallax. When parallax is involved, no
single transformation can be found to represent the
optical ow in the entire scene. As a result, a trans-
formation that will align a close object will duplicate
far objects, and on the other hand, a transformation
that will align a far object will truncate closer objects.
Also, rapid changes between aligning close and far ob-
jects might result in useless results.

In order to overcome the parallax problems in gen-
eral scenes, instead of taking a strip with a width of
L pixels, we can synthetically generate intermediate
images, and use narrower strips. For example, we can
take a collection of L strips, each with a width of one
pixel, from interpolated camera views in between the
original camera positions. In order to synthesize new

views we can use various methods, such as optical ow
interpolation [1, 9], trilinear tensor methods [7], and
others. In most cases approximate methods will give
good results. The creation of the intermediate views
can involve only view interpolation, as in most of the
applications view extrapolation is not needed.

The use of intermediate views for strips collec-
tion gives the e�ect of orthographic projection, which
avoids parallax discontinuities. This strategy can be
combined with the methods that were described in the
previous sections as a preliminary stage, such that a
complete solution is given for general motion in gen-
eral scenes.

5 Experimental Results
In this section we show two cases which can not

be done with other mosaicing methods. These results
are still preliminary, but indicate the potential of this
approach. Simple cases can be seen in [6].

5.1 Zoom

During zoom, the resolution of the image increases
while the �eld of view becomes smaller, causing the
loss of the outside periphery from the next frame. Our
process collects these circular peripheral strips, that
disappear from one frame to the next, to construct
the mosaic.

Assume the camera is located at the side of a long
wall, with its optical axis parallel to the wall. In this
case the closest parts of the wall are seen in high de-
tails at the edge of the image, while the distant parts of
the wall are seen smaller closer to the center of the im-
age. When zooming in, the further parts are magni�ed
and get closer to the edge of the image, and the mo-
saic will therefore become a reconstruction of the wall
at the highest possible resolution. Under some con-
ditions the wall can even be reconstructed as viewed
from the front, in uniform resolution all over. This
result is shown in Fig. 4, where circular strips were
collected and pasted in the panoramic image.

5.2 Sideway Motion with Parallax

In Fig. 5 the camera is moving sideways, generat-
ing substantial parallax. Vertical strips were collected
according to the a�ne transformation that was recov-
ered along the sequence, and the strips were pasted in
the panoramic image. Without view interpolation, du-
plications and truncations are seen clearly, while with
view interpolation these e�ects are reduced. The view
interpolation was performed by optical ow interpola-
tion.
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