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ABSTRACT
Panoramic image mosaicing is commonly used to increase the visual �eld of
view by pasting together many images or video frames. Existing mosaicing
methods are based on projecting all images onto a pre-determined single
manifold: a plane is commonly used for a camera translating sideways, a
cylinder is used for a panning camera, and a sphere is used for a cam-
era which is both panning and tilting. While di�erent mosaicing methods
should therefore be used for di�erent types of camera motion, more general
types of camera motion, such as forward motion, are practically impossible
for traditional mosaicing.
A new methodology to allow image mosaicing in more general cases of
camera motion is presented. Mosaicing is performed by projecting thin
strips from the images onto manifolds which are dynamically determined by
the camera motion. While the limitations of existing mosaicing techniques
are a result of using predetermined manifolds, the use of dynamic manifolds
overcomes these limitations. With manifold mosaicing it is now possible
to generate high-quality mosaicing even for the very challenging cases of
forward motion and of zoom.
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FIGURE 1. A panoramic image can be generated from a panning camera by
combining the images on the surface of a cylinder.

1 Introduction

Creating pictures having larger �eld of view, by combining many smaller
images, is common since the beginning of photography, as the camera's
�eld of view is smaller than the human �eld of view. In addition, some
large objects can not be captured in a single picture as is the case in aerial
photography. Using omnidirectional cameras [24] can sometimes provide
a partial solution, but the images obtained with such cameras have sub-
stantial distortions, and capturing a wide �eld of view with the limited
resolution of a video camera compromises image resolution. A common
solution is photo-mosaicing: aligning and pasting pictures, or frames in a
video sequence, to create a wider view. Digital photography enabled new
implementations for mosaicing [22, 23, 25, 10, 16, 33], which were �rst ap-
plied to aerial and satellite images, and later used for scene and object
representation.
The simplest mosaics are created by panning the camera around its opti-

cal center using a special device, in which case the panoramic image can be
created on a cylindrical or a spherical manifold [20, 12, 21, 32, 18, 33]. The
original images, which are a perspective projection onto an image plane, are
warped to be perspectively projected into an appropriate cylinder, where
they can be combined to a full 360 degrees panorama as in Fig. 1. While
the limitations to pure sideways camera rotation enables easy mosaicing
without the problems of motion parallax, this approach can not be used
with other camera motions.
Simple mosaicing is also possible from a set of images whose mutual

displacements are pure image-plane translations. And for somewhat more
general camera motions more general transformation for image alignment
can be used, like a global a�ne transformation or a planar-projective trans-
formation [11, 14, 17, 30, 16]. In most cases images are aligned pairwise
using the global parametric transformation, a reference frame is selected,
and all images are aligned to this reference frame and combined to create
the panoramic mosaic. Such methods imply the perspective projection of
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FIGURE 2. An Aerial Pushbroom Camera.

all the images onto the planar manifold corresponding to the image plane
of the reference frame. Using a planar manifold, and aligning all frames to
a single reference frame, is reasonable only when the camera is far from
the scene and its motion is mainly a translation and a rotation around
the optical axis. Signi�cant distortions are created, for example, when the
camera motion includes sideway rotation.
Most restrictions on the motion of the camera used for mosaicing can

be eliminated by using a dynamic manifold whose shape is determined
during the mosaicing process. To enable undistorted mosaicing the selected
manifold should have the property that after projecting the images onto the
manifold the optical ow1 vectors become approximately uniform: parallel
to each other and of equal magnitude. Typical cases for this optical ow is
sideways image translation, where the manifold is a plane, and a panning
camera, where the manifold is a vertical cylinder, and the optical ow in a
central vertical strip of the image is approximately uniform. It will also be
shown that in the general case of a translating camera the manifold should
be a cylinder whose axis is the direction of motion
When a perspective camera moves in a general scene, the optical ow

is not uniform and depends on the scene depth. A solution for mosaicing
such scenes is the \slit camera", or the \pushbroom camera", used in aerial
photography [15]. This camera can be modeled as a 1-D sensor array which
collects strips by \sweeping" the scene, as described in �gure 2.
The imaging process of the pushbroom camera can be modeled by a

multi-perspective projection: For each strip the projection is perspective,
while di�erent strips may be acquired from di�erent centers of projections.
Thus in the direction of the strips, the projection is perspective, while in the

1Image motion is represented by the optical ow: the displacement vectors associated

with each image point, which specify the location of the image point in the next frame

relative to its location in the current frame.
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Camera Path

FIGURE 3. A panoramic image generated from a `vertical \slit" moving on a
smooth path on a horizontal plane.

direction of advance the projection is parallel. Under parallel projection,
there is no parallax, so the optical ow in the result image is uniform.
The mosaicing techniques described in this paper process video sequences

acquired by a standard perspective camera moving on a smooth route.
They approximate the mosaic image which would have been acquired by a
pushbroom camera moving on the same route. This is done by reprojecting
thin strips from the images onto a dynamic manifold, such that the optical
ow becomes approximately uniform: parallel and of equal magnitude. Both
the dynamic manifold and the reprojection transformation are computed
implicitly.
Each region in the mosaic is taken from that image where it is captured at

highest resolution. While this could have been neglected in the traditional
mosaicing which do not allow any scale changes, it is critical for general
camera motions where, for example, a region is seen at higher resolution
when closer.
A mosaicing approach which constructs for the �rst timemulti-perspective

panoramic views on general manifolds has been described in [35]. A video
camera is continuously scanning the scene through a vertical \slit", and the
one-dimensional vertical slits are then combined into a panoramic image.
In the case of a purely panning camera the panoramic images generated
by this approach are similar to the cylindrical case of Fig. 1, and when the
slits are narrow and continuous there is no need to warp the images from a
plane to a cylinder. A more general case is also presented: a camera moving
on a smooth path on a horizontal plane, as described in Fig. 3. The mosaic
is generated in this case on a more general manifold. It was assumed in [35]
that the motion of the camera is measured by external devices rather than
being computed from the video itself.
Practical implementations of general manifold mosaicing will be pre-

sented, based on the computed motion between the images.
Unlike other methods for multi-perspective mosaics [27, 34] the mosaics



vi

are constructed without knowing or recovering the structure of the scene,
and without knowing explicitly the full motion and calibration of the cam-
era.
We assume that the camera motion is a pure rotation or a pure transla-

tion. In case the camera motion comprises of both rotation and translation
it is assumed that the rotation can be cancelled [28].
The method is based on building a mosaic images by collecting strips

from the images, satisfying the following conditions:

� The width of the strips should be proportional to the motion.

� The collected strips should be warped and pasted into the panoramic
image such that after warping, their optical ow becomes parallel to
the direction in which the panoramic image is constructed, and of
equal magnitude.

� In order to avoid global resizing, each image strip includes a feature
(the anchor) which does not change under the warping. This anchor
determines the form of the \broom".

� It is recommended to have the anchor perpendicular to the optical
ow. This maximizes the information collected by the virtual 1-D
sensor array.

Examples of manifold mosaicing using strips will be given for cases of
almost uniform image translations caused by a panning camera [26], for
2D planar projective transformation caused from a forward moving camera
[29], and for 2D planar projective transformation caused by a tilted panning
camera, or a tilted camera translating in a planar scene. Mosaics generated
in this manner can be considered as similar to the vertical \slits" [35] or
the\linear push-broom cameras" [15]. However, unlike the straight \slit" or
\broom", the broom in manifold mosaicing will change its shape dynami-
cally from a straight line to a circular arc, to become mostly perpendicular
to the optical ow.
In cases where strips are wide, it is possible to reduce the parallax and

simulate the parallel projection by generating intermediate views [31, 13].
The introduction of intermediate views simulates a denser image sequence,
where the strips are narrower, with smaller discontinuities due to motion
parallax.

2 Mosaicing with Strips

Most existing mosaicing systems align and combine full images or video
frames [33, 16, 30, 19]. The combination of full frames into mosaics intro-
duces some di�culties:
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� It is almost impossible to align accurately complete frames due to
lens distortion, motion parallax, moving objects, etc. This results in
\ghosting" or blurring when the mosaic is constructed.

� It is di�cult to determine the mosaicing manifold. E.g., If all images
are aligned to one reference image, di�erent reference images will
give di�erent mosaics. In the case of a projection onto a cylinder it
is important that the camera motion is a pure sideways rotation.

In order to overcome the above di�culties, we propose to use mosaicing
with strips. A preliminary system was proposed in [35], where the strip was
a vertical \slit", and the camera motion was limited to sideways camera
translations and rotations measured by external devices. In this simple case
vertical sections were taken from each image and pasted side by side (see
Fig. 3. The same vertical slit is useless with vertical image motion, as the
optical ow is parallel to the scanning slit (Fig. 5.b). No mosaic will be
created as no image area will pass through the slit. Optimal mosaics are
achieved only with a slit which is perpendicular to the optical ow.
An example for the determination of the shape of the slit is given for

image motion generated by a pure translation of the camera, as shown in
Fig. 4. In this case the image motion can be described by a radial optical
ow emanating from the focus of expansion (FOE), and the �eld of view
of the camera (FOV) can be described as a circle on the image plane. The
optimal slit will be the longest circular section having its center at the FOE
and passing through the FOV. This is the longest curve in the FOV that
is perpendicular to the optical ow.
The de�nition of the scanning slit as perpendicular to the optical ow is

very simple for some cases.

� In sideways image motion the optimal slit is vertical (Fig. 5.a).

� In image scaling (zoom), and in forward motion, the optimal slit is a
circle (Fig. 5.c).

� In image motion generated by camera translation, the optimal slit is
a circular arc (Fig. 5.d).

Image motion is usually more general than these simple special cases.
However, in most cases circular or elliptic curves are su�cient for mosaicing.
The shape of the slit determines the shape of the manifold on which the

mosaic is created. The circular slit, for example (Fig. 5.c), can be combined
on a cylindrical manifold.

3 Cutting and Pasting of Strips

The mosaic is constructed by pasting together strips taken from the orig-
inal images. The shape of the strip, and its width, depend on the image
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FIGURE 4. Determining the shape of the slit with camera translation. In this
case the optimal slit will be the longest circular section having its center at the
FOE and passing through the �eld of view. This is the longest curve in the FOV
that is perpendicular to the optical ow.

a) b)

c) d)

FIGURE 5. The mosaicing process and the direction of the optical ow.
(a) A vertical slit is optimal when the optical ow is horizontal. (b) A vertical slit
is useless when the optical ow is vertical. (c) A circular slit is optimal when the
optical ow is radial. (d) For general motion optimal slits should be perpendicular
to the optical ow, and bent accordingly.
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motion. After choosing the strip, it should be warped such that the optical
ow becomes parallel and of equal magnitude to allow for mosaicing. This
section describes how to select and to warp these strips.

3.1 Selecting Strips

In order to determine the strip to be taken from Image In, the preceding
frame, In�1, and the succeeding frame, In+1, should be considered.
Let An be the transformation relating points pn = (xn; yn) in Image

In to the corresponding points pn�1 = (xn�1; yn�1) in Image In�1, and
let An+1 be the transformation relating points pn+1 in Image In+1 to the
corresponding points pn in Image In.
Given the transformations An and An+1, the lines Fn(xn; yn) = 0 and

Fn+1(xn+1; yn+1) = 0 are selected respectively (see Fig. 6.a-c). The line
Fn(xn; yn) = 0 in In corresponds to the line F 0

n(xn�1; yn�1) = 0 in In�1
using the transformationAn. In the same way, the line Fn+1(xn+1; yn+1) =
0 in In+1 corresponds to the line F 0

n+1(xn; yn) = 0 in In using the trans-
formation An+1.
The strip that is taken from the image In is bounded between the two

lines Fn(xn; yn) = 0 and F 0
n+1(xn; yn) = 0 in In (see Fig. 6.a-c).

Line Fn will be the �rst boundary of the strip, and will be orthogonal
to the optical ow with regard to the previous image. Line F 0

n+1 will be
the second boundary of the strip, which is the projection of line Fn+1 onto
image In.
This selection of the boundaries of the strip ensures that no information

is missed nor duplicated along the strip collection, as the orthogonality to
the optical ow is kept.

3.2 Pasting Strips

Consider the common approach to mosaicing where one of the frames is
used as a reference frame, and all other frames are aligned to the reference
frame before pasting. In term of strips, the �rst strip is put in the panoramic
image as is. The second strip is warped in order to match the boundaries
of the �rst strip. The third strip is now warped to match the boundaries
of the already warped second strip, etc. As as result, the mosaic image is
continuous. However, major distortions may be caused by the accumulated
warps and distortions. Large sideways rotations can not be handled, and
cases such as forward motion or zoom usually cause unreasonable expansion
(or shrinking) of the image.
To create continuous mosaic images while avoiding accumulated distor-

tions, the warping of the strips should depend only on an adjacent original
frame, independent of the history of previous warpings.
for example, we may choose the anchor as the back side of each strip.

This is the side of the strip which corresponds to the boundary between
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FIGURE 6. Cutting and pasting strips.
(a)-(c) Strips are perpendicular to the optical ow. (d) Strips are warped and
pasted so that their back side is �xed and their front side is warped to match the
back side of the next strip.

image In�1 and image In and is de�ned by Fn. In this case, the front side
of the strip is warped to match the back side of the next strip de�ned by
F 0

n+1.
In the example described in Fig. 6.d, we warp the strip from image I1

such that its left side does not change, while its right side is warped to
match the left side of the strip coming from image I2. In the second strip,
the left side does not change, while the right side is warped to match the
left side of the third strip, etc.
The warping done when strips are pasted together, which is necessary

in order to get a continuous mosaic, is actually the projection of the strips
onto the mosaicing manifold. This is done without the explicit computa-
tion of that manifold. After that warping, the original optical ow becomes
parallel to the direction in which the panoramic mosaic is constructed.
No accumulative distortions are encountered, as each strip is warped to
match just another original strips, avoiding accumulative warps. Having
an anchor in the strip prevents change of scale in the warping. The anchors
are placed parallel along the mosaic, completing a parallel projection in
the direction of the motion of the camera. Assuming the motion between
successive frames is small, canceling the parallax by some smooth interpo-
lation of the coordinates is a satisfying approximation for the narrow gaps
between the anchors. In case the strips are wide, and the gaps between the
anchors are big, view interpolation can be used, as described in 6.
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FIGURE 7. Pixel values in the panoramic mosaic are taken from a single image
whose center, after alignment, is closest to the corresponding pixel. All pixels in
Region 2 of the mosaic are therefore taken from the strip at the center of Image
2, etc. This constructions corresponds in 2D to the Voronoi tessellation.

4 Examples of Mosaicing Implementations

In this section two implementations of manifold mosaicing are described.
The simplest implementation uses only straight slits, and the other imple-
mentation uses curved slits. Implementation issues, like strip cut and paste,
and color merging across seams, are also described.

4.1 Strip Cut and Paste

Combination of the sequence of aligned image frames into a single panoramic
mosaic can be done in several ways. In those cases where image alignment
is close to perfect, it is possible to use all overlapping images to produce
the mosaic.
The most common approach to combine the overlapping parts of the

images is averaging. Averaging, however, may result in blurring when the
alignment is not perfect. In this case it is preferred to select only one of the
input images to represent a region in the mosaic. Such a selection should be
done to minimize e�ects of misalignment. The most logical selection is to
select from each image the strip closest to its center. There are two reasons
for that selection:

� Alignment is usually better at the center than at the edges of the
pictures.

� Image distortion is minimal at the center of the images

This selection corresponds to the Voronoi tessellation [8], and is shown
in Figure 7. Using the Voronoi tessellation for image cut-and-paste also
serves to minimize visible misalignment due to lens distortions. Voronoi
tessellation causes every seam to be at the same distance from the two
corresponding image centers. As lens distortions is a radial e�ect, features
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that are perpendicular to the seam will be distorted equally on the seam,
and therefore will remain aligned regardless of lens distortion.

4.2 Color Merging in Seams

Changes in image brightness, usually caused by the mechanism of auto-
matic gain control (AGC), cause visible brightness seams in the mosaic
between regions covered by di�erent images. These seams should be elimi-
nated in order to get a seamless panorama.
The process of blending the di�erent images into a seamless panorama

must smooth all these illumination discontinuities, while preserving image
sharpness. A method that ful�lls this requirement is described in [10]. In
this approach, the images are decomposed into band-pass pyramid levels,
and then combined at each band-pass pyramid level . Final reconstruc-
tion of the images from the combined band-pass levels give the desired
panorama.

4.3 Mosaicing with Straight Strips

Manifold mosaicing can be implemented very e�ciently when the optical
ow is approximately parallel, as in camera translations or sideways rota-
tion. In this case a simple 2D rigid image alignment (only image translations
and rotations) can be used, and the strips can be straight. Construction is
very fast, and has been demonstrated live on a PC [26]. Results are impres-
sive in most cases, and have the desired feature of manifoldmosaicing: each
object in the mosaic appears in the same shape and size as it appears in
the video frames, avoiding any scaling, and therefore avoiding distortions
and loss of resolution. In this system, the manifold is de�ned to follow the
center strip of the images as seen in Fig. 1 and Fig. 3. Mosaicing was done
without the explicit assumption of pure rotation, and without the need to
project the images onto a cylinder before mosaicing.
Fig. 9 and Fig. 8 show panoramic mosaic images created with an imple-

mentation of the manifold mosaicing on the PC [26].

4.4 Mosaicing with Curved Strips: Forward Motion

Mosaicing of images from forward moving cameras can be done using the
more general manifold mosaicing. In Fig. 10 the camera was moving and
looking forward inside a small canyon. The computed image motion was
an homography, and the slit was an elliptic shape.
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FIGURE 8. Manifold mosaicing with vertical scanning. The curved boundary is
created by the unstabilized motion of the hand-held camera.

FIGURE 9. An example of panoramic imaging using manifold mosaicing with
straight strips. The curved boundary is created by the unstabilized motion of the
hand-held camera.
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a) b)

c)

FIGURE 10. Forward motion in a small canyon.
(a-b) Two original frames. (c) Mosaic generated from curved strips.
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5 Recti�ed Mosaicing: A Tilted Camera

The mosaicing algorithm described in Sect. 4 handles awlessly the follow-
ing two cases:

� A panning camera, when the optical axis is perpendicular to the
rotation axis. E.g. - When a camera is panning from left to right with
a vertical rotation axis, its optical axis must be horizontal.

� A translating camera scanning a planar scene, when the viewing di-
rection is in the plane de�ned by the direction of motion and the
normal to the plane. E.g. - The camera may look normal to the plane
or have a forward view.

When the camera motion and the viewing directions are di�erent, e.g.
when the camera is tilted, this mosaicing algorithm constructs a curled
mosaic. In this section we describe an algorithm for the mosaicing of se-
quences when the camera is tilted, and the two conditions above are not
satis�ed. The algorithm comes in two variants, one uses asymmetric strips,
and the other uses symmetric strips. The image motion model used is a
homography, which is assumed to be computed by one of many methods
(e.g. [9]).
For the simplicity of explanation, we assume that the optical ow is close

to parallel and close to horizontal, and therefore we simulate a pushbroom
camera having a vertical straight slit. Therefore the \anchor", which is a
feature in the strip that does not change with the warping of the strip, will
also be a vertical straight line. The method can be easily adapted to more
general motions using the methodologies described earlier in this paper.
In the �rst variant of the algorithm one side of the strip is taken as the

anchor. In the second variant the anchor will be a vertical straight line at
the center of the strip.
Examples for recti�ed mosaicing in the cases of a translating camera is

shown in Fig. �gure:translation, and in the case of a panning camera in
Fig. �gure:panning.
In the �rst algorithm, one of the borders of the strip is used as the anchor.

It is simpler than the second algorithm, and useful when the borders of the
strips are close to the borders of the image, which is recommended when
the motion induces signi�cant changes of scale in the image. In the second
algorithm, a vertical line in the middle of the strip is used as the anchor.
When the anchor is the central vertical line of the image, this algorithm
is less sensitive to lens distortion, and less dependent on the direction of
motion. For methodological reasons, we assume for both algorithms that
the camera is translating to the right in front of a planar scene. In order
to follow the technical details, we recommend the reader to use �gures , .
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FIGURE 11. Non symmetric strip. The anchor is the left border of the strip.

5.1 Asymmetrical Strips

Assuming the camera motion is to the right, we use the left border of the
strip as the anchor (Fig. 11). We mark the intersection of the anchor with
the top and bottom image borders by Pk and Qk. Given the homography
Hk between Image Ik and Image Ik+1, let ~Qk = H�1

k (Qk+1) and ~Pk =

H�1
k (Pk+1). ~Qk and ~Pk are the mapping onto Image Ik of the anchor edges

in Image Ik+1.
Let Lk be the line passing through ~Qk and ~Pk. We �nd on the line Lk two

points Q0
k and P 0

k such that their distance is like the distance between ~Qk
and ~Pk, and their centroid is on the middle row of the image. The region in
the image to be warped to a strip in the mosaic is de�ned by the quadrangle
~Qk ~PkPkQk. The warping is done by smooth (e.g. bilinear) interpolation of
the coordinates of ~Qk; ~Pk; Pk; Qk. The use of an interpolation is needed for
strip alignment, and this is an approximation to the real transformation
which is unknown. As the strips are very narrow, this approximation is
satisfying.
The next strip in the mosaic is placed with vertical o�set of k ~Qk�Q

0
k k2

� h
kQ0

k
�P 0

k
k2

from the current strip, where h is the image height.

5.2 Symmetrical Strips

We assume similar imaging conditions as in 5.1.
We mark the vertical line at the center of the image as Ck, and its

intersection with the top and bottom image borders by Pk and Qk.
We would like to choose a region which is approximately symmetrical
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FIGURE 12. Mosaicing with symmetrical strips. A rectangular strip in the mosaic
is mapped to the grey polygonal region in the image.

around Ck, to reduce lens distortion. (This is the reason for choosing Ck as
the anchor, in general any other line an be used). This region is illustrated
in Fig. 12
Given the homography Hk�1 between Image Ik and Image Ik�1, Let

Ok�1 be the center of image Ik�1, and let d be the vertical o�set between
Ok�1 and Hk�1(Ok�1). Let P 0

k be a point shifted from Pk by d, and Let
Q0
k be a point vertically shifted from Qk by d. Based on the homography

Hk between Image Ik+1 and Image Ik, we apply a similar process between
images Ik and Ik+1.
We now use the homographies to map points P 0

k+1 and Q
0
k+1 from Image

Ik+1, and points Pk�1 and Qk�1 from Image Ik�1, to Image Ik. We then
�nd the middle points: Let FL be the homography mapping an arbitrary
rectangle UVWX to the points Hk�1(Pk�1); P 0

k; Q
0
k;Hk�1(Qk�1) respec-

tively, and Let FR be the homography mapping UVWX to the points
Pk;H

�1
k (P 0

k+1);H
�1
k (Q0

k+1); Qk respectively. The region borders are de-
�ned by:

A11 = FL(
U + V

2
); A21 = FL(

W +X

2
);

A12 = FR(
U + V

2
); A22 = FR(

W +X

2
)

The polygonal region in the image is comprised of two quadrangles: the left
quadrangle, with the corners at P 0

k, Q
0
k, A11, and A21, and the right quad-

rangle, with the corners at Pk, Qk, A12, and A22. Each of these quadrangles
is mapped to a rectangle in the mosaic. We warp the left quadrangle to a
rectangle in the mosaic by some smooth (e.g. bilinear) interpolation of the
coordinates of the corners like in the asymmetric case. We apply a similar
process to the right part of the strip (rectangle) and the right part of the
region.
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FIGURE 13. A translating camera mosaicing a slanted wall. Regular mosaicing
results in a curled image, while recti�ed mosaicing results in a straight mosaic.

We place the left part of the strip at the same vertical o�set as the right
part of the previous strip, and the right side of the strip with vertical o�set
of d from the left part.

6 View Interpolation for Motion Parallax

Taking strips from di�erent images when the width of the strips is more
than one pixel would work �ne only without parallax. When motion par-
allax is involved, no single transformation can be found to represent the
optical ow in the entire scene. As a result, a transformation that will
align a close object will duplicate far objects, and on the other hand, a
transformation that will align a far object will truncate closer objects.
In order to overcome the problems of motion parallax in general scenes,

instead of taking a strip with a width of N pixels, we can synthetically
generate intermediate images, and use narrower strips. For example, we
can take a collection of N strips, each with a width of one pixel, from in-
terpolated camera views in between the original camera positions. In order
to synthesize new views we can use various methods, such as optical ow
interpolation [13, 31], trilinear tensor methods [28], and others. In most
cases approximate methods will give good results. The creation of the in-
termediate views can involve only view interpolation, as in this application
view extrapolation is not needed.
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FIGURE 14. Mosaicing from a panning camera which is slightly tilted upward.
Regular mosaicing results in a curled image, while recti�ed mosaicing results in
a straight mosaic.

The use of intermediate views for strips collection gives the e�ect of or-
thographic projection, which avoids discontinuities due to motion parallax.
This strategy can be combined with the methods that were described in
the previous sections as a preliminary stage, such that a complete solution
is given for general motion in general scenes.

7 Concluding Remarks

Mosaicing on a surface of a manifold, which is determined dynamically
based on the motion of the camera, has been introduced. Strips from the
images are reprojected onto the manifold using multi-perspective projec-
tion.
Manifold mosaicing can be performed by computing the manifold explic-

itly from the ego motion of the camera, and projecting the images onto
that manifold. Alternatively, this projection can be done implicitly by the
process of cutting and warping strips, and without explicit computation of
the manifold.
Manifold mosaics represent the entire environment of a video shot in a

single, static, image. This single image can be used as a summary of the
video clip for video browsing, or as a compressed representation of the shot
which can be approximately re-generated from the mosaic given the stored
motion parameters.
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