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Abstract

In temporal-logic model checking, we verify the correctness of a program with respect to a desired behavior by checking whether a structure that models the program satisfies a temporal-logic formula that specifies the behavior. The main practical limitation of model checking is caused by the size of the state space of the program, which grows exponentially with the number of concurrent components. This problem, known as the state-explosion problem, becomes more difficult when we consider real-time model checking, where the program and the specification involve quantitative references to time. In particular, when use timed automata to describe real-time programs and we specify timed behaviors in the logic TCTL, a real-time extension of the temporal logic CTL with clock variables, then the state space under consideration grows exponentially not only with the number of concurrent components, but also with the number of clocks and the length of the clock constraints used in the program and the specification. Two powerful methods for coping with the state-explosion problem are on-the-fly and space-efficient model checking. In on-the-fly model checking, we explore only the portion of the state space of the program whose exploration is essential for determining the satisfaction of the specification. In space-efficient model checking, we store in memory the minimal information required, preferring to spend time on reconstructing information rather than spend space on storing it. In this work we develop an automata-theoretic approach to TCTL model checking that combines both methods. We suggest, for the first time, a PSPACE on-the-fly model-checking algorithm for TCTL.
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1 Introduction

While program verification was always a desirable, but never an easy task, the advent of concurrent programming has made it significantly more necessary and difficult. The first step in program verification is to come up with a formal specification of the program. Temporal logics can describe a temporal ordering of events and have been adopted as a powerful tool for specifying and verifying concurrent programs [Pnu77, MP92]. In temporal logic model checking, we verify that a program meets a desired behavior by checking that a mathematical model of the program satisfies a temporal logic formula that specifies the behavior [CE81, QS81]. Temporal logics come in two varieties: linear and branching [Lam80]. In linear temporal logics, formulas are interpreted over infinite words and describe the behavior of each of the infinite computations of a program. In branching temporal logics, formulas are interpreted over infinite trees and describe the behavior of the possible computations of a nondeterministic program.

The development of concurrent programs that must meet rigid real-time constraints has brought with it a need for real-time temporal logics that enable quantitative reference to time [EMSS90, AH92]. Formulas of real-time temporal logics are interpreted over timed structures (infinite words or infinite trees in which a time stamp is associated with every position), and their syntax includes, in addition to qualitative temporal operators (such as “eventually”), also explicit time references (such as “within 4 time units”). Early research on real-time temporal logics considered discrete time, where time stamps are integers. It turned out that model-checking methods for untimed temporal logics can be extended quite easily to handle discrete time [Eme92, AH93]. Present research on real-time temporal logics focuses on dense time, where time stamps are reals [Alu91, AFH96]. There, model checking becomes significantly more complex. For example, while the model-checking problem is PSPACE-complete for the linear temporal logic LTL [SC85], it is undecidable for its real-time extension TLTL [AH94].

We can still define real-time temporal logics with a dense-time domain for which model checking is decidable. Such a logic is TCTL, the real-time extension of the branching temporal logic CTL. The branching nature and the limited syntax of TCTL circumvent the difficulties that make TLTL model checking undecidable and yet enables the specifications of many interesting real-time properties. Nevertheless, model checking for TCTL is hard. Indeed, while the model-checking problem for CTL can be solved in linear time [CES86], it is PSPACE-complete for TCTL [ACD93]. This means that methods that cope with the computational limitations of CTL model checking become even more essential when we turn to consider TCTL model checking.

The main computational limitation of CTL model checking is caused by the size of the program. In particular, in a concurrent setting, the state space of the program grows exponentially with the number of its concurrent components. This issue, known as the state-explosion problem, is one of the most challenging issues in the area of computer-aided verification and is the subject of active research. Two powerful methods for coping with the state explosion problem are on-the-fly model checking and space-efficient model checking. In on-the-fly model checking, we explore only a portion of the state space of the program; namely, the portion
whose exploration is essential for determining the satisfaction of the specification [FMJJ92]. On-the-fly model-checking is strongly related to local model-checking, where we check whether a specific state of the program satisfies a specification [SW89]. The motivation for space-efficient algorithms comes from the fact that space, rather than time, is the computational bottleneck of model checking. Accordingly, in space-efficient model checking, we store in memory the minimal information required, preferring to spend time on reconstructing information rather than spend space on storing it. In this work we develop an automata-theoretic approach to TCTL model checking that combines both methods and suggests, for the first time, a PSPACE on-the-fly model-checking algorithm for TCTL.

We can view temporal-logic formulas as describing languages (of infinite words or trees). Automata on infinite objects also describe languages. Like temporal logics, they come in two varieties: automata on infinite words (word automata, for short) and automata on infinite trees (tree automata). The automata-theoretic approach to temporal logic uses the theory of automata as a unifying paradigm for program specification and verification [VW94, BVW94]. In this paradigm, both the program and the specification are translated to (or are given as) automata. Linear temporal logic formulas correspond to word automata and branching temporal logic formulas correspond to tree automata. Then, questions about programs and their specifications can be reduced to questions about automata. More specifically, questions such as satisfiability of specifications and correctness of programs with respect to their specifications can be reduced to questions such as nonemptiness and containment of automata. These reductions yield clean and optimal algorithms and are helpful in implementing model-checking methods [CVWY92].

In the automata-theoretic approach to CTL model checking, we translate a formula $\psi$ to a tree hesitant alternating automaton (HAA) $A_{\psi}$ of size linear in the length of $\psi$. For checking whether a program $P$ satisfies $\psi$, we check the nonemptiness of the product of $A_{\psi}$ and $P$. This product is a word HAA over a 1-letter alphabet and its nonemptiness can be tested in linear time, matching the known bound. Moreover, the special structure of HAA enables us to check their nonemptiness in efficient space and leads to an on-the-fly model-checking algorithm for CTL that needs space linear in the length of $\psi$ but only polylogarithmic in the size of $P$ [BVW94]. So, for model checking of untimed temporal logics, the automata-theoretic approach combines on-the-fly methods and space efficiency.

The automata-theoretic counterpart for describing languages of timed objects are timed automata [AD94]. Timed automata use finitely many real-valued clocks to keep track of timing constraints, and serve as the common way of modeling the behavior of real-time programs. The automata-theoretic approach to CTL cannot be easily extended to handle TCTL. The reason is TCTL's dense time domain which requires models with infinitely many states. It was shown, however, in [AD94], that each real-time program induces a finite quotient of the infinite state space. More precisely, it partitions the infinite time domain of clock valuations into finitely many regions, each of which can be viewed as a set of clock constraints (e.g., $2 < \text{clock}_1 < 3$; $\text{clock}_2 = 1$). This finite quotient enables us to place the problem of TCTL model checking
in the framework of untimed automata. In fact, the automata we use are the same alternating automata used for CTL model checking. Given a TCTL formula \( \psi \) and a real-time program \( \mathcal{U} \), we construct a 1-letter word HAA \( D_{\psi, \mathcal{U}} \) such that the language of \( D_{\psi, \mathcal{U}} \) is not empty iff \( \mathcal{U} \) satisfies \( \psi \).

Several model-checking algorithms for TCTL are studied in the literature [ACD93, HNSY94, LL95, SS95]. All these algorithms use the finite quotient of the state space suggested in [AD94]. They differ in how they explore the finite-state structure it induces. In [ACD93], a bottom-up labeling algorithm is used. This basic algorithm gains two optimizations in [HNSY94]. There, the algorithm uses a symbolic presentation of the state space and it tries to reduce the state space by integrating regions together. Typically, regions whose clock values are indistinguishable by the clock constraints in the program and the formula are integrated into a single zone. More work on reducing the state space is done in [SS95], adopting the minimization algorithm of [YL93]. The model-checking algorithm TMC, suggested in [SS95], combines top-down and bottom-up reasoning. The algorithm TMC works on-the-fly and explores only a portion of the program checked, but, unlike our algorithm, TMC maintains this portion all along its execution. Thus, the best bound to its complexity is exponential space. Maintenance of this portion and the bottom-up reasoning in [HNSY94, YL93, SS95] are essential, however, for obtaining zones that are as coarse as possible.

The simple combinatorial structure that emerges from our automata-theoretic approach offers several advantages. First, automata separate the logical and the algorithmic components of the model-checking problem. The translation to automata handles the logic, and the nonemptiness test handles the algorithmics. This separation makes both components simple and enables us to identify the exact complexity of the model checking problem. Second, using \textit{Libi alternating automata} (LAA), which are HAA augmented with a fairness condition [KV95], we can restrict path quantification in TCTL to range only over computations of the program that diverge (i.e., in which time always proceed), and we can extend our method to fair-TCTL. Both extensions do not exist in the algorithm TMC. Most importantly, as the nonemptiness test for LAA combines on-the-fly and space efficiency, so does our model-checking algorithm. Thus, we explore only the part of the program whose exploration is essential for determining the satisfaction of \( \psi \), and we do so in space polynomial in the program and in \( \psi \) (assuming a binary encoding of the clock constraints).

Optimization is incorporated into the automata-theoretic framework by integrating several transitions of the automaton into a single transition. This achieves only part of the minimization achieved by the algorithm TMC, but enables a pure top-down reasoning, which is the key to our space efficiency. In addition, we point on a subset of TCTL for which our top-down reasoning obtains zones that are as coarse as possible.
2 Definitions

2.1 Timed Structures and Timed Words

We model real-time programs by timed structures. Timed structures extend traditional Kripke structures by labeling each transition with a nonnegative real number denoting its duration. Formally, a timed structure is a tuple \( K = \langle AP, W, R, w^0, \sigma \rangle \), where

- \( AP \) is a finite set of atomic propositions,
- \( W \) is a set of states,
- \( R \subseteq W \times \mathbb{R} \times W \) is a transition relation (for simplicity, we denote by \( \mathbb{R} \) the set of all nonnegative real numbers),
- \( w^0 \in W \) is an initial state,
- \( \sigma : W \rightarrow 2^{AP} \) maps to each state a set of atomic propositions true in the state.

A path in \( K \) is an infinite sequence of pairs \( \langle w_0, \delta_0 \rangle, \langle w_1, \delta_1 \rangle, \ldots \), such that for all \( i \geq 0 \), we have \( \langle w_i, \delta_i, w_{i+1} \rangle \in R \). A timed word is an infinite sequence \( \tau \in (2^{AP} \times \mathbb{R})^\omega \). We sometimes refer to a timed word as a function \( \tau : \mathbb{N} \rightarrow 2^{AP} \times \mathbb{R} \) and use \( \tau_1(i) \) and \( \tau_2(i) \) to refer to the \( i \)th event and duration, respectively, in \( \tau \). A timed word \( \tau \) diverges iff for all \( r \in \mathbb{R} \), there exists an \( i \in \mathbb{N} \) such that \( r \leq \sum_{j=0}^i \tau_2(j) \). Note that each path in a timed structure induces a timed word: the timed word \( \tau^\pi \) induced by \( \tau \) has \( \tau^\pi(i) = \langle \sigma(w_i), \delta_i \rangle \) for all \( i \in \mathbb{N} \). We say that the path \( \pi \) diverges iff \( \tau^\pi \) diverges.

2.2 Linear Timed Automata

We model real-time programs by linear timed automata. We now define linear timed automata and the timed structures induced by them.

Given a set \( C \) of clocks, a clock environment \( \mathcal{E} : C \rightarrow \mathbb{R} \) assigns to each clock a nonnegative real value. Given a clock environment \( \mathcal{E} \), a set \( S \subseteq C \) of reset clocks and a time delay \( \delta \in \mathbb{R} \), we define progress(\( \mathcal{E}, S, \delta \)) as the clock environment \( \mathcal{E}' \) where for all \( c \in C \), we have

\[
\mathcal{E}'(c) = \begin{cases} 
0 & \text{if } c \in S, \\
\mathcal{E}(c) + \delta & \text{if } c \notin S.
\end{cases}
\]

For two clock environments \( \mathcal{E} \) and \( \mathcal{E}' \), we say that \( \mathcal{E} < \mathcal{E}' \) iff for every clock \( c \in C \), we have \( \mathcal{E}(c) < \mathcal{E}'(c) \). For a set \( C \) of clocks, a formula in guard(\( C \)) is one of the following:

- true, false, or \( c \sim v \), where \( c \in C \), \( v \in \mathbb{N}^1 \), and \( \sim \in \{\geq, >, \leq, <\} \).

\(^1\)As we can multiply all clock values by the same factor [AD94], using \( \mathbb{N} \), rather then \( \mathbb{Q} \), does not reduce the expressive power of the automata.
• \( \theta_1 \lor \theta_2 \) or \( \theta_1 \land \theta_2 \), where \( \theta_1 \) and \( \theta_2 \) are formulas in \textit{guard}(C).

A \textit{linear timed automaton} is a tuple \( \mathcal{U} = \langle AP, C, L, E, P, \text{inv}, l^0 \rangle \), where

• \( AP \) is a finite set of atomic propositions,
• \( C \) is a finite set of clocks,
• \( L \) is a finite set of locations,
• \( E : L \to 2^{\text{guard}(C) \times 2^C \times L} \) is a nondeterministic transition function,
• \( P : L \to 2^{AP} \) is a labeling function,
• \( \text{inv} : L \to \text{guard}(C) \) is an invariance function,
• \( l^0 \in L \) is an initial location.

A \textit{position} of \( \mathcal{U} \) is a pair \( \langle l, e \rangle \in L \times \mathbb{R}^C \). That is, a position describes a location and a clock environment. Given a position \( \langle l, e \rangle \) and a time delay \( \delta \in \mathbb{R} \), we say that the position \( \langle l', e' \rangle \) is a \( \delta \)-\textit{successor} of \( \langle l, e \rangle \) iff there exists a triple \( \langle \theta, S, l' \rangle \in E(l) \) such that the following hold:

1. \( \text{progress}(e, \emptyset, \delta) \models \theta \),
2. for every \( 0 \leq \delta' < \delta \), we have \( \text{progress}(e, \emptyset, \delta') \models \text{inv}(l) \),
3. \( e' = \text{progress}(e, S, \delta) \).

Linear timed automata run on timed words. A \textit{run} \( r \) of a linear timed automaton on a timed word is an infinite sequence of positions. Thus, \( r \in (L \times \mathbb{R}^C)^\omega \). We sometimes refer to a run as a function \( r : \mathbb{N} \to L \times \mathbb{R}^C \). Given a timed word \( \tau : \mathbb{N} \to 2^{AP} \times \mathbb{R} \), a run \( r \) of \( \mathcal{U} \) on \( \tau \) satisfies the following. For every \( i \geq 0 \), let \( r(i) = \langle l_i, e_i \rangle \). Then,

• \( l_0 = l^0 \) and \( e_0 \) assigns to all clocks 0,
• for every \( i \geq 0 \), we have \( P(l_i) = \tau_1(i) \),
• for every \( i \geq 0 \), we have \( \langle l_{i+1}, e_{i+1} \rangle \) is a \( \tau_2(i) \)-successor of \( \langle l_i, e_i \rangle \).

We say that \( \mathcal{U} \) \textit{accepts} a timed word \( \tau \) iff there exists a run of \( \mathcal{U} \) on \( \tau \). The \textit{language} of \( \mathcal{U} \) is the set of all timed words that \( \mathcal{U} \) accepts. Each linear timed automaton induces a timed structure. Formally, the \textit{timed structure} of \( \mathcal{U} \) is

\[
K_{\mathcal{U}} = \langle AP, L \times \mathbb{R}^C, R, \langle l^0, 0^{\lvert C \rvert} \rangle, \sigma \rangle,
\]

where \( R \) and \( \sigma \) are defined as follows:

• \( \langle \langle l, e \rangle, \delta, \langle l', e' \rangle \rangle \in R \) iff \( \langle l', e' \rangle \) is a \( \delta \)-successor of \( \langle l, e \rangle \),
• for all states \( \langle l, e \rangle \in L \times \mathbb{R}^C \), we have \( \sigma(\langle l, e \rangle) = P(l) \).

Note that the state set of \( K_{\mathcal{U}} \) is infinite and that \( K_{\mathcal{U}} \) may have an infinite branching degree. It is easy to see that a timed word is accepted by \( \mathcal{U} \) iff it is induced by a path in \( K_{\mathcal{U}} \).
2.3 The Real-time Branching Temporal Logic TCTL

We specify properties of timed structures using real-time temporal logics. We consider here TCTL, the real-time extension of the branching temporal logic CTL [ACD93]. Formulas of TCTL are defined with respect to the sets $AP$ and $C_\mathcal{U}$ of the program’s atomic propositions and clocks, respectively, and a set $C_\psi$ of specification clocks. Atomic formulas of TCTL refer to the satisfaction of atomic propositions and put constraints on the values of the clocks. In addition to the Boolean operators $\neg$, $\lor$, and $\land$, TCTL allows the time operators $U$ (“until”) and $\bar{U}$ (“dual until”), and the reset quantifier $c.\varphi$, which resets a specification clock $c$. For example, if $p$ and $q$ are atomic propositions in a linear timed automaton $\mathcal{U}$ with a clock $x$, then the TCTL formula

$$ApU((x > 5) \land (z.A(qU(z = 3))))$$

uses a specification clock $z$ and asserts that in all computations of $\mathcal{U}$, the atom $p$ hold until a point where the value of the clock $x$ is bigger than 5 and the atom $q$ holds along the first 3 time units of all the computations that start at this point. We consider TCTL formulas in a positive normal form in which negation may apply to atomic propositions only. Given $AP, C_\mathcal{U}$, and $C_\psi$, a formula of TCTL is one of the following:

- **true, false, $p$ or $\neg p$,** where $p \in AP$,
- $c \sim v$, where $c \in C_\mathcal{U} \cup C_\psi$, $v \in \mathbb{N}$, and $\sim \in \{\geq, >, \leq, <\}$,
- $\varphi_1 \lor \varphi_2$, $\varphi_1 \land \varphi_2$, $E\varphi_1 U\varphi_2$, $A\varphi_1 U\varphi_2$, $E\varphi_1 \bar{U}\varphi_2$, or $A\varphi_1 \bar{U}\varphi_2$, where $\varphi_1$ and $\varphi_2$ are TCTL formulas,
- $c.\varphi$, where $c \in C_\psi$ and $\varphi$ is a TCTL formula.

The reset quantifier $c.\varphi$ binds all free occurrences of $c$ in $\varphi$. By renaming clocks we can make sure that no occurrence of a clock in $\varphi$ is bound to more than one clock. A formula is **closed** if each non-binding occurrence of a specification clock is bound to exactly one clock. We denote by $cl(\psi)$ the set of all subformulas of $\psi$. It is easy to see that the size of $cl(\psi)$ is bounded by the length of $\psi$.

TCTL formulas are interpreted over the states of a timed structure $K = \langle AP, W, R, w_0, \sigma \rangle$ and a clock environment $E : C \to \mathbb{R}$. For $\delta \in \mathbb{R}$, we write $E + \delta$ to denote the clock environment that maps a clock $c$ to $E(c) + \delta$. We write $E[c := 0]$ to denote the clock environment that maps $c$ to 0 and maps every other clock $c'$ to $E(c')$. Consider a path $\langle w_0, \delta_0 \rangle, \langle w_1, \delta_1 \rangle, \ldots$, in $K$. Given $\{j, i\} \subseteq \mathbb{N}$ and $\{\delta', \delta\} \subseteq \mathbb{R}$ with $\delta' \leq \delta_j$ and $\delta \leq \delta_i$, we say that $(j, \delta') < (i, \delta)$ iff $j < i$, or $j = i$ and $\delta' < \delta$.

We use $w, E \models \varphi$ to indicate that a formula $\varphi$ holds at state $w$ with clock environment $E$ (with respect to a given timed structure $K$). The relation $\models$ is defined inductively as follows:

- For all $w$ and $E$, we have $w, E \models true$ and $w, E \not\models false$. 

• For $p \in AP$, we have $w, \mathcal{E} \models p$ iff $p \in \sigma(w)$ and $w, \mathcal{E} \models \neg p$ iff $p \notin \sigma(w)$.

• For $c \in C$, $v \in N$, and $\sim \in \{\geq, >, \leq, <\}$, we have $w, \mathcal{E} \models c \sim v$ iff $\mathcal{E}(c) \sim v$.

• $w, \mathcal{E} \models \varphi_1 \lor \varphi_2$ iff $w, \mathcal{E} \models \varphi_1$ or $w, \mathcal{E} \models \varphi_2$.

• $w, \mathcal{E} \models \varphi_1 \land \varphi_2$ iff $w, \mathcal{E} \models \varphi_1$ and $w, \mathcal{E} \models \varphi_2$.

• $w, \mathcal{E} \models E\varphi_1 U \varphi_2$ iff there exists a diverging path $\langle w_0, d_0 \rangle, \langle w_1, d_1 \rangle \ldots$ in $K$ with $w_0 = w$ such that there exist $i \geq 0$ and $0 \leq \delta \leq \delta_i$ such that $w_i, (\mathcal{E} + \delta + \sum_{j=0}^{i-1} \delta_j) \models \varphi_2$ and for all $(j, \delta') < (i, \delta)$, we have $w_j, (\mathcal{E} + \delta' + \sum_{j=0}^{j-1} \delta_k) \models \varphi_1 \lor \varphi_2$.

• $w, \mathcal{E} \models A\varphi_1 U \varphi_2$ iff for every diverging path $\langle w_0, d_0 \rangle, \langle w_1, d_1 \rangle \ldots$ in $K$ with $w_0 = w$, there exist $i \geq 0$ and $0 \leq \delta \leq \delta_i$ such that $w_i, (\mathcal{E} + \delta + \sum_{j=0}^{i-1} \delta_j) \not\models \varphi_2$, and for all $(j, \delta') < (i, \delta)$ and $w_j, (\mathcal{E} + \delta' + \sum_{j=0}^{j-1} \delta_k) \models \varphi_1 \land \varphi_2$.

• $w, \mathcal{E} \models E\varphi_1 U \varphi_2$ iff for every diverging path $\langle w_0, d_0 \rangle, \langle w_1, d_1 \rangle \ldots$ in $K$ with $w_0 = w$ and for every $i \geq 0$ and $0 \leq \delta \leq \delta_i$ such that $w_i, (\mathcal{E} + \delta + \sum_{j=0}^{i-1} \delta_j) \not\models \varphi_2$, there exists $(j, \delta') < (i, \delta)$ and $w_j, (\mathcal{E} + \delta' + \sum_{j=0}^{j-1} \delta_k) \models \varphi_1 \land \varphi_2$.

• $w, \mathcal{E} \models c.\varphi$ iff $w, \mathcal{E}[c := 0] \models \varphi$.

Note that path quantification in TCTL ranges over diverging paths only. Note also that the semantics of the until operator and its duality requires either $\varphi_1$ or $\varphi_2$ to be satisfied until the satisfaction of $\varphi_2$. As explained in [HNSY94], this meets our expectations of the dense-time domain. Thus, the formula $z.A(z \leq 4)U(z > 4)$ is always valid and, similarly, the dual formula $z.A(z > 4)U(z \leq 4)$ is not satisfiable.

For a timed structure $K$ and a TCTL formula $\psi$, we say that $K \models \psi$ iff $w, \mathcal{E}_0 \models \psi$, where $\mathcal{E}_0$ denotes the clock environment that assigns 0 to all clocks. The model-checking problem for TCTL is defined as follows: given a closed TCTL formula $\psi$ and a linear timed automaton $\mathcal{U}$, determine whether $K_{\mathcal{U}} \models \psi$.

3 The Model-Checking Method

Given a TCTL formula $\psi$ and a linear timed automaton $\mathcal{U}$, we are going to solve the model-checking problem as follows.

1. Define the set $\Upsilon$ of clock regions induced by $\psi$ and $\mathcal{U}$ [AD94].

2. Define the function $\text{reg.succ} : \Upsilon \rightarrow \Upsilon$, that maps a clock region to its (unique) successor clock region [AD94].
3. Construct a 1-letter alternating automaton $D_{\psi, \mathcal{U}}$ on infinite words. Each state in this untimed automaton is associated with a subformula $\varphi$ of $\psi$, a location $l$ of $\mathcal{U}$, and a clock region $\pi$ from $\Upsilon$. Intuitively, the language of a state $\langle \varphi, l, \pi \rangle$ is nonempty iff $\varphi$ is satisfied in all states $\langle l, E \rangle$ of the timed structure $K_{\mathcal{U}}$ for which the clock environment $E$ is in $\pi$.

4. Check $D_{\psi, \mathcal{U}}$ for nonemptiness.

We describe our method in two steps. First, in Section 3.4, we ignore the fact that path quantification in TCTL range only over computations that diverge. Then, in Section 3.5, we extend our method to handle path quantification correctly. We now define regions, the function $reg\_suc$, and alternating automata.

### 3.1 Regions and Region Successors

Given a TCTL formula $\psi$ and a linear timed automaton $\mathcal{U}$, let $C_\psi$ and $C_\mathcal{U}$ be the set of clocks in $\psi$ and $\mathcal{U}$, respectively. We assume that $C_\psi$ and $C_\mathcal{U}$ are disjoint and denote their union by $C$. The clocks in $C$ run through infinitely many clock environments. We can partition the infinitely many clock environments into finitely many equivalent classes such that all clock environments of the same class are indistinguishable by formulas in $\text{guard}(C)$ that are clock constraints in either $\psi$ or $\mathcal{U}$. It was proven in [AD94] that a sufficient condition for two environment clocks to be indistinguishable is agreement on the integral parts of all clocks values and agreement on the ordering of the fractional parts of all clock values. This leads to the following definition of regions. For $x \in \mathbb{R}$, let $[x]$ and $\langle x \rangle$ denote the integer and the fractional parts of $x$, respectively. Also, for each $c \in C$, let $v_c$ be the largest integer $v$ for which $x \sim v$ is a subformula of some clock constraint in $\psi$ or $\mathcal{U}$. We define an equivalent relation $\approx \subseteq \mathbb{R}^{|C|} \times \mathbb{R}^{|C|}$. For two clock environments $E$ and $E'$, we have that $E \approx E'$ iff the following hold:

1. For all $c \in C$, either $|E(c)| = |E'(c)|$, or $E(c) > v_c$ and $E'(c) > v_c$.
2. For all $\{c, d\} \subseteq C$ with $E(c) \leq v_c$ and $E(d) \leq v_d$, we have that $\langle E(c) \rangle \leq \langle E(d) \rangle$ if $\langle E'(c) \rangle \leq \langle E'(d) \rangle$.
3. For all $c \in C$ with $E(c) \leq v_c$, we have $\langle E(c) \rangle = 0$ iff $\langle E'(c) \rangle = 0$.

We now define a region as an equivalent class of the relation $\approx$. Let $\Upsilon$ denote the set of all regions induced by $\psi$ and $\mathcal{U}$ and let $\text{rep} : \Upsilon \to \mathbb{R}^{|C|}$ map each region to a representative clock environment in it. We represent a region $\pi$ by $\text{rep}(\pi)$. A clock environments $E$ then belongs to $\pi$ iff $E \approx \text{rep}(\pi)$. We sometime represent a region also by a finite set of clock constraints (e.g., $[x = 1; 2 < z < 3]$). A clock environment $E$ then belongs to $\pi$ iff it satisfies all its clock constraints. By the definition of regions, the constraints that represent $\pi$ specify the integral part of all clocks, the order among the fractional parts, and whether they are equal to 0.

**Lemma 3.1** [AD94] The number of regions in $\Upsilon$ is bounded by $|C|! \cdot 2^{|C|} \cdot \prod_{c \in C}(2v_c + 2)$. 
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For a region $\pi$ and a formula $\varphi \in \text{guard}(C)$, we say that $\pi$ satisfies $\varphi$ (denoted $\pi \models \varphi$) iff $\text{rep}(\pi)$ satisfies $\varphi$. Note that by the definition of regions, $\pi$ satisfies $\varphi$ iff all clock environments in $\pi$ satisfy $\varphi$.

Each region has a unique successor region. Intuitively, the successor of a region $\pi$ is obtained from $\pi$ by letting time pass. The function $\text{reg\_succ} : \Upsilon \to \Upsilon$ maps a region $\pi$ to its successor region. For a region $\pi$ and a clock environment $\mathcal{E}$, we have that $\mathcal{E} \in \text{reg\_succ}(\pi)$ iff $\text{rep}(\pi) \neq \mathcal{E}$, $\text{rep}(\pi) < \mathcal{E}$, and for every clock environment $\mathcal{E}'$ with $\text{rep}(\pi) < \mathcal{E}' < \mathcal{E}$, we have $\mathcal{E}' \approx \text{rep}(\pi) \text{ or } \mathcal{E}' \approx \mathcal{E}$. So, for example, if $\pi$ has a clock constraint $c = v$, for $v \neq v_c$, its successor has a clock constraint $v < c < v + 1$. If $v = v_c$, then the successor region has a clock constraint $c > v$, reflecting the fact that once $c$ is bigger than $v_c$, we are no longer interested in how much it is bigger.

**Example 3.2** Consider the TCTL formula $\psi = z.A(q \lor (1 < z < 3))U(p \land q)$ and the linear timed automaton $U$ appearing in the figure below.

![Timed Automaton U](image)

The corresponding set $\Upsilon$ of regions, appearing in the figure below, is of size 59.

![Regions](image)

Below are two chains of successive regions in $\Upsilon$.

- $\pi_0 : \{x = z = 0\} \sim \pi_1 : \{0 < x = z < 1\} \sim \pi_2 : \{x = z = 1\} \sim \pi_3 : \{1 < x = z < 2\} \sim \pi_4 : \{x = z = 2\} \sim \ldots$

- $\pi_5 : \{x = 0; 1 < z < 2\} \sim \pi_6 : \{0 < x < 1; 1 < z < 2; \langle x \rangle < \langle z \rangle\} \sim \pi_7 : \{0 < x < 1; z = 2\} \sim \pi_8 : \{0 < x < 1; 2 < z < 3; \langle z \rangle < \langle x \rangle\} \sim \pi_9 : \{x = 1; 2 < z < 3\} \sim \ldots$
3.2 Alternating Automata

For an introduction to the theory of automata on infinite words see [Tho90]. *Alternating automata* on infinite words generalize nondeterministic automata and were first introduced in [MS87]. Consider a nondeterministic word automaton with a set $Q$ of states and a transition function $M$. The function $M$ maps an automaton state $q \in Q$ and an input letter $\sigma \in \Sigma$ to a set of states. Each such state suggests a nondeterministic choice for the automaton’s next state. For a given set $X$, let $B^+(X)$ be the set of positive Boolean formulas over $X$ (i.e., Boolean formulas built from elements in $X$ using $\land$ and $\lor$, where we also allow the formulas true and false and, as usual, $\land$ has precedence over $\lor$). We can represent the transition function $M$ using $B^+(Q)$. For example, $M(q, \sigma) = \{q_1, q_2\}$ can be written as $M(q, \sigma) = q_1 \lor q_2$.

In nondeterministic automata, $M(q, \sigma)$ is a disjunction. In alternating automata, $M(q, \sigma)$ can be an arbitrary formula from $B^+(Q)$. We can have, for instance, a transition $M(q, \sigma) = (q_1 \land q_2) \lor q_3$. Thus, several “copies” of the automaton may be sent to the same suffix of the input word. Formally, an alternating automaton is a tuple $A = \langle \Sigma, Q, \delta, q_0, \alpha \rangle$, where $\Sigma$ is the input alphabet, $Q$ is a finite set of states, $\delta : Q \times \Sigma \to B^+(Q)$ is a transition function, $q_0 \in Q$ is an initial state, and $\alpha$ is an acceptance condition (a condition that defines subset of $Q^\omega$). If $|\Sigma| = 1$, then we call $A$ a 1-letter automaton. For a set $Y \subseteq X$ and a formula $\theta \in B^+(X)$, we say that $Y$ satisfies $\theta$ iff assigning true to elements in $Y$ and assigning false to elements in $X \setminus Y$ satisfies $\theta$. A run of an alternating automaton $A$ over an input word $\sigma_0 \cdot \sigma_1 \cdots$ is a tree labeled by elements of $Q$. The root of the tree is labeled by $q_0$ and the labels of a node and its children have to satisfy the transition function. That is, if a node $x$ of level $i$ (that is, the path from the root to $x$ is of length $i$) is labeled $q$ and $\delta(q, \sigma_i) = \theta$, then there is a possibly empty set $Y = \{q_1, q_2, \ldots, q_n\} \subseteq Q$ such that the following hold:

- $Y$ satisfies $\theta$, and
- for all $1 \leq j \leq n$, the node $x$ has a child labeled with $q_j$.

For example, if $\delta(q_0, \sigma_0) = (q_1 \land q_2) \lor q_3$, then possible runs of $A$ start in a tree with root $q_0$ and either two children, $q_1$ and $q_2$, or a single child $q_3$. Note that if $\theta = \text{true}$, then $x$ need not have successors. Also, we can not have a run with $\theta = \text{false}$. Note also that each infinite path in the run corresponds to a sequence in $Q^\omega$. The run is accepting if all its infinite paths satisfy the acceptance condition. An automaton is nonempty if it accepts some word.

A hesitant alternating automaton (HAA) on words [BVW94] is an alternating automaton $A = \langle \Sigma, Q, \delta, q_0, \alpha \rangle$ where $\alpha = \langle G, B \rangle$ with $G \subseteq Q$ and $B \subseteq Q$ and $\delta$ satisfies the following. First, as in weak alternating automata [MSS86], there exists a partition of $Q$ into disjoint sets $Q_i$, and a partial order $\leq$ on the collection of the $Q_i$'s such that for every $q \in Q_i$ and $q' \in Q_j$, for which $q'$ occurs in $\delta(q, \sigma)$ for some $\sigma \in \Sigma$, we have $Q_j \leq Q_i$. Thus, transitions from a state in $Q_i$ lead to states in either the same $Q_i$ or a lower one. We call this condition the weakness condition. In addition, each set $Q_i$ is classified as either transient, existential, or universal, such that for each set $Q_i$ and for all $q \in Q_i$ and $\sigma \in \Sigma$, the following hold:
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1. If $Q_i$ is a transient set, then $\delta(q, \sigma)$ contains no elements of $Q_i$.

2. If $Q_i$ is an existential set, then $\delta(q, \sigma)$ only contains disjunctively related elements of $Q_i$
   (i.e., if the transition function is rewritten in disjunctive normal form, there is at most
   one element of $Q_i$ in each disjunct).

3. If $Q_i$ is a universal set, then $\delta(q, \sigma)$ only contains conjunctively related elements of $Q_i$
   (i.e., if the transition function is rewritten in conjunctive normal form, there is at most
   one element of $Q_i$ in each conjunct).

We call this condition the hesitation condition. It follows that every infinite path of a run of
a HAA ultimately gets trapped either within some existential or within some universal set $Q_i$.
For a path $\rho$, we denote by $\inf(\rho)$ the set of states that $\rho$ visits infinitely often. A path $\rho$
satisfies an acceptance condition $\alpha = \langle G, B \rangle$ if and only if either $Q_i$ is an existential set and
$\inf(\rho) \cap G \neq \emptyset$, or $Q_i$ is a universal set and $\inf(\rho) \cap B = \emptyset$. Note that the acceptance condition
of HAA combines the Rabin and the Streett acceptance conditions: existential sets refer to the
Rabin condition $\{\langle G, \emptyset \rangle\}$ and universal sets refer to the Streett condition $\{\langle B, \emptyset \rangle\}$. The number
of sets in the partition of $Q$ is defined as the depth of $A$.

**Theorem 3.3 [BVW94]**

(1) The 1-letter nonemptiness problem for HAA can be solved in linear time.

(2) The 1-letter nonemptiness problem for HAA of size $n$ and depth $m$ can be solved in space
$O(m \log^2 n)$.

The restricted structure of HAA suggests an automata-based model-checking algorithm that
combines on-the-fly methods with space efficiency [BVW94]. Essentially, HAA enable on-the-fly
model-checking since their transition function depends only on the current states and input.
They enable space efficiency since their nonemptiness can be checked in efficient space. We now
show that the model-checking problem for TCTL can also be placed in the framework of HAA.

### 3.3 Region Positions and Region-Position Successors

Let $U = \langle AP, C_U, L, E, P, inv, l_0 \rangle$ be a linear timed automaton. Given a TCTL formula $\psi$, let
$\Upsilon$ and reg.succ be defined as above. For $\pi \in \Upsilon$ and a set $S$ of clocks, we denote by $\pi[S := 0]$
the region obtained from $\pi$ by resetting all clocks in $S$. That is, $\pi[S := 0]$ contain the clock
environment $\text{progress}(\text{rep}(\pi), S, 0)$. Also, let $\pi_0$ denote the region where all clocks are set to 0.
We define a region position of the automaton $U$ as a pair $\langle l, \pi \rangle \in L \times \Upsilon$. When we say that $U$
is in region position $\langle l, \pi \rangle$, we mean that $U$ is in location $l$ and that its clock environment is in
$\pi$. We say that a region position $\langle l, \pi \rangle$ is admissible if $\pi$ satisfies $inv(l)$.

We know that the automaton $U$ can be only in admissible region positions. Moreover, when
$U$ is in region position $\langle l, \pi \rangle$, we know what its possible futures are: the automaton $U$ can either
take an edge transition and move to another location, possibly resetting some clocks, or take a time transition and stay in \( l \) while the values of the clocks change and meet the successor region. We now define a function \( succ : L \times \Upsilon \rightarrow 2^{L \times \Upsilon} \) that, given \( \langle l, \pi \rangle \), returns the set of region positions reachable from \( \langle l, \pi \rangle \) by either a time or an edge transition. Thus, \( \langle l', \pi' \rangle \) is in \( succ(l, \pi) \) iff it is admissible and either \( l' = l \) and \( \pi' = reg_succ(\pi) \), or there exists \( \langle \theta, S, l' \rangle \in E(l) \) such that \( \pi \) satisfies \( \theta \) and \( \pi' = \pi[S := 0] \).

**Example 3.4** Consider \( \psi \) and \( \mathcal{U} \) from Example 3.2. Below is a partial definition of \( succ : L \times \Upsilon \rightarrow 2^{L \times \Upsilon} \).

- \( succ(\langle l_0, \pi_0 \rangle) = \{ \langle l_0, \pi_1 \rangle \} \). The only possible next location is \( l_1 \). Since \( \pi_0 \) does not satisfy its guard, no edge transition is enabled.
- \( succ(\langle l_0, \pi_3 \rangle) = \{ \langle l_0, \pi_4 \rangle, \langle l_1, \pi_5 \rangle \} \). Here, both transitions are enabled.
- \( succ(\langle l_1, \pi_5 \rangle) = \{ \langle l_1, \pi_6 \rangle, \langle l_2, \pi_5 \rangle \} \).
- \( succ(\langle l_1, \pi_6 \rangle) = \{ \langle l_1, \pi_7 \rangle, \langle l_2, \pi_6 \rangle \} \).
- \( succ(\langle l_1, \pi_7 \rangle) = \{ \langle l_1, \pi_8 \rangle, \langle l_2, \pi_7 \rangle \} \).
- \( succ(\langle l_1, \pi_8 \rangle) = \{ \langle l_2, \pi_8 \rangle \} \). Here, as \( \pi_8 \) does not satisfy \( inv(l_1) \), a time transition is not enabled.

### 3.4 The Construction of \( A_{\psi, \mathcal{U}} \)

We now describe a construction of \( A_{\psi, \mathcal{U}} \) that ignores the fact that path quantification in TCTL ranges only over computations that diverge. Given \( \psi \) and \( \mathcal{U} \), we define the HAA \( A_{\psi, \mathcal{U}} = \langle \{ a \}, Q, \delta, q_0, \alpha \rangle \), where

- \( Q \subseteq cl(\psi) \times L \times \Upsilon \) and \( \langle \varphi, l, \pi \rangle \in Q \) iff \( \langle l, \pi \rangle \) is admissible (recall that \( cl(\psi) \) is the set of all subformulas of \( \psi \)).
- \( q_0 = \langle \psi, l^0, \pi_0 \rangle \) (if \( \langle l^0, \pi_0 \rangle \) is not admissible then the language of \( A_{\psi, \mathcal{U}} \) is clearly empty).
- The transition function \( \delta \) is given below.

\[
\begin{align*}
\delta(\langle p, l, \pi \rangle, a) &= \begin{cases} 
\text{true} & \text{if } p \in P(l), \\
\text{false} & \text{otherwise.}
\end{cases} \\
\delta(\langle \neg p, l, \pi \rangle, a) &= \begin{cases} 
\text{true} & \text{if } p \notin P(l), \\
\text{false} & \text{otherwise.}
\end{cases} \\
\delta(\langle c \sim v, l, \pi \rangle, a) &= \begin{cases} 
\text{true} & \text{if } \pi \models c \sim v, \\
\text{false} & \text{otherwise.}
\end{cases} \\
\delta(\langle \varphi_1 \lor \varphi_2, l, \pi \rangle, a) &= \delta(\langle \varphi_1, l, \pi \rangle, a) \lor \delta(\langle \varphi_2, l, \pi \rangle, a).
\end{align*}
\]
\[-\delta(\langle \varphi_1 \land \varphi_2, l, \pi \rangle, a) = \delta(\langle \varphi_1, l, \pi \rangle, a) \land \delta(\langle \varphi_2, l, \pi \rangle, a).\]
\[-\delta(\langle E \varphi_1 U \varphi_2, l, \pi \rangle, a) = \delta(\langle \varphi_2, l, \pi \rangle, a) \lor \delta(\langle \varphi_1, l, \pi \rangle, a) \land \delta(\langle \varphi_1 U \varphi_2, l, \pi \rangle, a).\]
\[-\delta(\langle A \varphi_1 U \varphi_2, l, \pi \rangle, a) = \delta(\langle \varphi_2, l, \pi \rangle, a) \lor \delta(\langle \varphi_1, l, \pi \rangle, a) \land \delta(\langle A \varphi_1 U \varphi_2, l, \pi \rangle, a).\]
\[-\delta(\langle E \varphi_1 U \varphi_2, l, \pi \rangle, a) = \delta(\langle \varphi_2, l, \pi \rangle, a) \land \delta(\langle \varphi_1, l, \pi \rangle, a) \lor \delta(\langle E \varphi_1 U \varphi_2, l, \pi \rangle, a).\]
\[-\delta(\langle e \varphi, l, \pi \rangle, a) = \delta(\langle \varphi, l, \pi [\{e\} := 0] \rangle, a).\]

- The acceptance condition is \( \alpha = (G, B) \), where \( G \) consists of all triples \( \langle \varphi, l, \pi \rangle \in Q \) for which \( \varphi \) is of the form \( E \varphi_1 U \varphi_2 \) and \( B \) consists of all triples \( \langle \varphi, l, \pi \rangle \in Q \) for which \( \varphi \) is of the form \( A \varphi_1 U \varphi_2 \). Thus, an accepting run of \( A_{\psi U} \) may get trapped in a set associated with a \( U \)-formula, but may not get trapped in a set associated with an \( U \)-formula.

We define a partition of \( Q \) into disjoint sets as follows. Each formula \( \varphi \in cl(\psi) \) induces a set \( Q_{\varphi} = \{ \varphi \} \times L \times \Upsilon \) in the partition. The partial order over the sets is defined by \( Q_{\varphi_1} \subseteq Q_{\varphi_2} \) if \( \varphi_1 \in cl(\varphi_2) \). Since each transition of the automaton from a state associated with \( \varphi \) leads to states associated with formulas in \( cl(\varphi) \), the weakness condition holds. We classify the sets as follows.

1. Sets \( Q_{\varphi} \) for \( \varphi \) of the form \( p, \neg p, c \sim v, \varphi_1 \lor \varphi_2, \varphi_1 \land \varphi_2, \) or \( c \varphi \) are transient.
2. Sets \( Q_{\varphi} \) for \( \varphi \) of the form \( E \varphi_1 U \varphi_2 \) or \( E \varphi_1 U \varphi_2 \) are existential.
3. Sets \( Q_{\varphi} \) for \( \varphi \) of the form \( A \varphi_1 U \varphi_2 \) or \( A \varphi_1 U \varphi_2 \) are universal.

It is easy to see that the hesitation condition holds too.

As in the automata for CTL [BVW94], disjunctions and conjunctions in \( \psi \) are handled by the existential and universal branching, respectively, of alternating automata. The until operator and its duality are handled by partitioning them to requirements on the present (current location) and requirements on the future (successor locations). The acceptance condition then takes care of requirements that are repeatedly postponed to the future.

Below we prove the correctness of our construction, namely, that \( A_{\psi U} \) is nonempty iff \( U \) satisfies \( \psi \) (here, and all along the proof, we ignore the fact that path quantification in TCTL ranges only over computations that diverge). Assume first that \( A_{\psi U} \) is nonempty. Consider an accepting run \( r \) of \( A_{\psi U} \). Recall that a run of an alternating automaton is a tree labeled by states of the automaton. We prove that for every node of \( r \), if the node is labeled \( \langle \varphi, l, \pi \rangle \), then \( \varphi \) is satisfied in all states \( \langle l, \varepsilon \rangle \) of the timed structure \( K_{\varepsilon} \) for which the clock environment \( \varepsilon \) is in \( \pi \). Since the root of \( r \) is labeled \( \langle \psi, l^0, \pi_0 \rangle \), it follows that \( U \) satisfies \( \psi \). The proof proceeds by induction on the structure of \( \varphi \). The case where \( \varphi \) is an atomic proposition or a clock constraint is immediate. The cases where \( \varphi \) is \( \varphi_1 \land \varphi_2 \), \( \varphi_1 \lor \varphi_2 \), or \( c \varphi \) follow easily, by the induction hypothesis, from the definition of \( \delta \). Less immediate are the cases where \( \varphi \) is an \( U \)-formula or a \( U \)-formula. Consider first the case where \( \varphi \) is of the form \( A \varphi_1 U \varphi_2 \) or \( E \varphi_1 U \varphi_2 \).
As $r$ is an accepting run, it visits the state $\varphi$ only finitely often. Since $A_{\psi, U}$ keeps inheriting $\varphi$ as long as $\varphi_2$ is not satisfied, then it is guaranteed, by the definition of $\delta$ and the induction hypothesis, that along all paths or some path, as required in $\varphi$, indeed $\varphi_2$ eventually holds and $\varphi_1$ holds everywhere until then. Consider now the case where $\varphi$ is of the form $A\varphi_1 U \varphi_2$ or $E\varphi_1 U \varphi_2$. Here, it is guaranteed, by the definition of $\delta$ and the induction hypothesis, that $\varphi_2$ holds either always or until both $\varphi_2$ and $\varphi_1$ hold.

Assume now that $U$ satisfies $\psi$. We prove that $A_{\psi, U}$ is nonempty by suggesting an accepting run for it. The run starts at the initial state; thus its root is labeled $\langle \psi, l_0, \pi_0 \rangle$. The run proceeds maintaining the invariant that for all nodes in the run, if a node is labeled $\langle \varphi, l, \pi \rangle$, then $\varphi$ is satisfied in all states $\langle l, \mathcal{E} \rangle$ of the timed structure $K_U$ for which the clock environment $\mathcal{E}$ is in $\pi$. Since $U \models \psi$, the invariant holds for the root. Also, by the semantic of TCTL and the definition of $\delta$, the run can always proceed preserving the invariant. Finally, the run always try to satisfy eventualities of $U$-formulas. Thus, whenever the run is in a node labeled $\langle \varphi, l, \pi \rangle$, the form of $\varphi$ is $A\varphi_1 U \varphi_2$ or $E\varphi_1 U \varphi_2$, and all states $\langle l, \mathcal{E} \rangle$ of the timed structure $K_U$ for which the clock environment $\mathcal{E}$ is in $\pi$ satisfy $\varphi_2$, the run proceeds according to $\delta(\langle \varphi_2, l, \pi \rangle, a)$. It is easy to see that all the paths in such a run are either finite or reach a state associated with a $U$-formula and stay there thereafter. Thus, the run is accepting.

**Example 3.5** Consider $\psi$ and $U$ from Example 3.2. Below are some transitions of $A_{\psi, U}$. Let $\varphi = A(q \lor (1 < z < 3)) U (p \land q)$.

- $\delta(\langle \psi, l_0, \pi_0 \rangle, a) = \delta(\langle \varphi, l_0, \pi_0 \rangle, a) = \text{false} \lor (\text{true} \land \langle \varphi, l_0, \pi_3 \rangle) = \langle \varphi, l_0, \pi_1 \rangle$.
- $\delta(\langle \varphi, l_0, \pi_1 \rangle, a) = \langle \varphi, l_0, \pi_2 \rangle$.
- $\delta(\langle \varphi, l_0, \pi_2 \rangle, a) = \langle \varphi, l_0, \pi_3 \rangle$.
- $\delta(\langle \varphi, l_0, \pi_3 \rangle, a) = \langle \varphi, l_1, \pi_5 \rangle$.
- $\delta(\langle \varphi, l_1, \pi_5 \rangle, a) = \langle \varphi, l_1, \pi_6 \rangle \land \langle \varphi, l_2, \pi_5 \rangle$.
- $\delta(\langle \varphi, l_1, \pi_6 \rangle, a) = \langle \varphi, l_1, \pi_7 \rangle \land \langle \varphi, l_2, \pi_6 \rangle$.
- $\delta(\langle \varphi, l_1, \pi_7 \rangle, a) = \langle \varphi, l_1, \pi_8 \rangle \land \langle \varphi, l_2, \pi_7 \rangle$.
- $\delta(\langle \varphi, l_1, \pi_8 \rangle, a) = \langle \varphi, l_2, \pi_5 \rangle$.
- $\delta(\langle \varphi, l_2, \pi_5 \rangle, a) = \delta(\langle \varphi, l_2, \pi_6 \rangle, a) = \delta(\langle \varphi, l_2, \pi_7 \rangle, a) = \delta(\langle \varphi, l_2, \pi_8 \rangle, a) = \text{true}$.

This partial definition suffices to see that there exists a run of $A_{\psi, U}$ in which all copies eventually reach $\text{true}$. Thus, $A_{\psi, U}$ is nonempty.
3.5 Handling Divergence and Fairness

Path quantification in TCTL ranges only over paths that diverge. Consider an infinite sequence $\gamma = \pi_0, \pi_1, \ldots$ of regions. Divergence of $\gamma$ is defined with respect to the sequence $\gamma' = \text{rep}(\pi_0), \text{rep}(\pi_1), \ldots$ of clock environments. We say that $\gamma$ diverges iff $\gamma'$ satisfies the following: for every clock $c$, either $c$ is reset infinitely often or eventually always $c > v_c$, where $v_c$ is the longest constant with which $c$ is compared. This can be specified using the generalized Büchi fairness condition: a sequence of region diverges iff for every clock $c \in C_\mathcal{U}$, the sequence visits infinitely often a region with either $c = 0$ or $c > v_c$.

In order to perform fair model checking, HAA were extended in [KV95] to Libi Alternating Automata (LAA). A LAA is an HAA extended with a generalized Büchi fairness condition $\beta \subseteq 2^Q$; i.e., $\beta$ is a set of subsets of the state-space of the LAA. For a run of a LAA with an acceptance condition $\alpha$ and a fairness condition $\beta = \{F_1, \ldots, F_n\}$, a path $\rho$ that gets trapped within a set $Q_i$ is accepted by the run iff either $Q_i$ is an existential set, in which case $\rho$ satisfies $\alpha$ and for all $1 \leq i \leq n$, we have $\inf(\rho) \cap F_i \neq \emptyset$, or $Q_i$ is a universal set, in which case $\rho$ satisfies $\alpha$ or there exists $1 \leq i \leq n$ for which $\inf(\rho) \cap F_i = \emptyset$. It is shown in [KV95] that the time and space complexities of the 1-letter nonemptiness problem for HAA apply also to LAA (the version presented in [KV95] uses a Rabin fairness condition, yet the extension to generalized Büchi is straightforward).

We now use LAA in order to range path quantification only over computations that diverge. Given $\psi$ and $\mathcal{U}$, let $\mathcal{A}_{\psi, \mathcal{U}} = \langle \{a\}, Q, \delta, q_0, \alpha \rangle$ be the HAA defined in Section 3.4. We define the LAA $\mathcal{D}_{\psi, \mathcal{U}} = \langle \{a\}, Q', \delta', q_0, \alpha', \beta \rangle$, where

- $Q' = Q \cup \{\text{true}, \text{false}\} \times L \times \mathcal{T}$. The new states constitute two new sets. An existential set $Q_E = \{\text{true}\} \times L \times \mathcal{T}$, and a universal set $Q_A = \{\text{false}\} \times L \times \mathcal{T}$. The task of these sets will get clearer after the definition of $\alpha'$, $\delta'$, and $\beta$.
- For $\alpha = \langle G, B \rangle$, we have $\alpha' = \langle G \cup Q_E, B \cup Q_A \rangle$.
- The new states are sinks. Thus,
  
  $\delta'(\langle \text{true}, l, \pi \rangle, a) = \bigvee_{(l', \pi')} \in \text{succ}(l, \pi) \langle \text{true}, l', \pi' \rangle$.
  $\delta'(\langle \text{false}, l, \pi \rangle, a) = \bigwedge_{(l', \pi')} \in \text{succ}(l, \pi) \langle \text{false}, l', \pi' \rangle$.

In addition, we change $\delta$ as follows.

$\delta'(\langle E \varphi_1 \varphi_2, l, \pi \rangle, a) = \delta(\langle E \varphi_1 \varphi_2, l, \pi \rangle, a) \land \bigvee_{(l', \pi')} \in \text{succ}(l, \pi) \langle \text{true}, l', \pi' \rangle$.

$\delta'(\langle A \varphi_1 \varphi_2, l, \pi \rangle, a) = \delta(\langle A \varphi_1 \varphi_2, l, \pi \rangle, a) \lor \bigwedge_{(l', \pi')} \in \text{succ}(l, \pi) \langle \text{false}, l', \pi' \rangle$.

$\delta'(\langle E \varphi_1 U \varphi_2, l, \pi \rangle, a) = \delta(\langle E \varphi_1 U \varphi_2, l, \pi \rangle, a) \land \bigvee_{(l', \pi')} \in \text{succ}(l, \pi) \langle \text{true}, l', \pi' \rangle$.

$\delta'(\langle A \varphi_1 U \varphi_2, l, \pi \rangle, a) = \delta(\langle A \varphi_1 U \varphi_2, l, \pi \rangle, a) \lor \bigwedge_{(l', \pi')} \in \text{succ}(l, \pi) \langle \text{false}, l', \pi' \rangle$.

By the definition of $\alpha'$, if we ignore the fact that $\mathcal{D}_{\psi, \mathcal{U}}$ is a LAA, a copy of the automaton conjunctively sent to a state in $Q_E$ has no significance, it is just like conjuncting a formula
with \textit{true}. Indeed, such a copy gets stack in the existential set \( Q_E \) and is guaranteed to satisfy \( \alpha' \). In a dual way, a copy disjunctively sent to a state in \( Q_A \) has no significance either, it is just like disjuncting a formula with \textit{false}. In LAA, however, these copies are significant. The copy sent to a state in \( Q_E \) is guaranteed to accept \( \psi \) if it can continue with a computation that satisfies \( \beta \). In a dual way, the copy sent to a state in \( Q_A \) is guaranteed to reject \( \psi \) if some computation it continues with satisfies \( \beta \).

- The fairness condition \( \beta \) holds in computations that diverge. For every clock \( c \in C_U \), let

\[
F_c = \{ (\varphi, l, \pi) : \pi = (c = 0) \lor (c > v_c) \}.
\]

Then, \( \beta = \{ F_c : c \in C_U \} \).

It follows that whenever \( D_{\psi, U} \) is in a state associated with an existential formula and a location \( \langle l, \pi \rangle \), it makes sure that there exists a path starting in \( \langle l, \pi \rangle \) that diverges. Similarly, whenever \( D_{\psi, U} \) is in a state associated with a universal formula and no path that starts in \( \langle l, \pi \rangle \) diverges, it does not require satisfaction of the formula. This at first seems too weak, as we want more; we want quantification to range only over diverging paths. To see that it is not too weak, observe that as long as we keep visiting an existential or universal state, we keep sending copies of \( D_{\psi, U} \) to states in \( Q_E \) and \( Q_A \). Consider for example a state associated with the formula \( A \varphi_1 \land \varphi_2 \). Each computation of \( D_{\psi, U} \) either reaches a region position from which there are no diverging computations (and then, and only then, it can chose the \( Q_A \) disjunct), or a region position that satisfies \( \varphi_2 \) (and then, and only then, it can chose the \( \varphi_2 \) disjunct), or continues to visit \( A \varphi_1 \land \varphi_2 \) forever. In the third case, if a path of \( K_U \) does not diverge, then it does not satisfy \( \beta \). Therefore, the fact that it gets trapped in the set \( Q_A \varphi_1 \land \varphi_2 \) (and hence does not satisfy \( \alpha \)) does not prevent \( D_{\psi, U} \) from accepting. The explanation is dual for the other cases.

In the definition above, we use \( \beta \) to restrict path quantification to range over paths that diverge. We can add to \( \beta \) more sets (e.g. \( \{ \langle \varphi, l, \pi \rangle : grant \in P(l) \} \) and restrict path quantification further (in the above example, to paths that diverge and visit a state labeled with \textit{grant} infinitely often). Thus, like fair-CTL of [CES86], we can handle fair-TCTL, where the input linear timed automaton is augmented with fairness constraints.

\textbf{Theorem 3.6}

(1) The size of \( D_{\psi, U} \) is bounded by \(|\psi| \cdot |L| \cdot |C| \cdot 2^{|C|} \cdot \Pi_{c \in C}(2v_c + 2)\).

(2) The depth of \( D_{\psi, U} \) is bounded by \(|\psi|\).

(3) The automaton \( D_{\psi, U} \) is nonempty iff \( K_U \models \psi \).

Theorems 3.6 and 3.3 imply the following theorem.

\textbf{Theorem 3.7} Given a linear timed automaton \( U \) and a TCTL formula \( \psi \), checking whether \( K_U \models \psi \) can be done either
(1) in time $O(|\psi| \cdot |L| \cdot |C|! \cdot 2|C|! \cdot \prod_{c \in C} (2v_c + 2))$, or

(2) in space $O(|\psi| \cdot \log^2 (|\psi| \cdot |L| \cdot |C|! \cdot 2|C|! \cdot \prod_{c \in C} (2v_c + 2)))$.

We note that as the time and space bounds given in Theorem 3.3 are not obtained simultaneously, so are the above bounds for the TCTL model-checking problem. In particular, the time complexity of our space-efficient algorithm requires more time than the bound in (1).

3.6 Some Optimizations

The bound given in Theorem 3.7 captures worst-case complexity. In practice, the set of reachable states in $D_{\psi, \mathcal{U}}$ may be considerably smaller than $|cl(\psi) \times L \times \Upsilon|$. First, not all positions $\langle l, \pi \rangle$ are admissible. Second, as our algorithm works on-the-fly, it does not consider triples that are not relevant for the satisfaction of $\psi$. In addition, we suggest here an optimization that minimizes the reachable state space further.

Consider a linear timed automaton $\mathcal{U}$. Recall that in each region position, the automaton takes either an edge or a time transition. Practically, it is often the case that only after taking several time transitions of the following happens: $\mathcal{U}$ is able to take an edge transition (e.g., when all edge transitions are guarded with a lower bound on some clock), or $\mathcal{U}$ reaches a region position whose region satisfies subformulas of $\psi$ that refer to clock values. We would like to integrate these successive time transitions into a single transition.

For $\varphi \in cl(\psi)$ and a region position $\langle l, \pi \rangle$, we define the set $\text{sat}(\langle \varphi, l, \pi \rangle)$ of “relevant” clock constraints that $\pi$ satisfies. A formula $\theta$ is in $\text{sat}(\langle \varphi, l, \pi \rangle)$ iff $\pi \models \theta$ and either

1. $\theta \in cl(\varphi)$ is of the form $c \sim v$ for $c \in C$, or

2. $\theta \in \text{guard}(C)$ and there exist a transition $\langle \theta, S, l' \rangle \in E(l)$ for some $S$ and $l'$.

Let $\text{post}_l : \Upsilon \rightarrow 2^T$ be the transitive closure of $\text{reg.succ}$ when restricted to regions $\pi$ for which the region position $\langle l, \pi \rangle$ is admissible. That is, the region $\pi'$ is in $\text{post}_l(\pi)$ iff there exists $i \geq 0$ such that $\pi' = \text{reg.succ}^i(\pi)$ and for all $0 \leq j \leq i$ the pair $\langle l, \text{reg.succ}^j(\pi) \rangle$ is admissible. Given a set $\Upsilon' \subseteq \text{post}_l(\pi)$ for some $\pi$ and $l$, let $\min \Upsilon'$ denote the region $\pi'$ for which there exists no $\pi'' \in \Upsilon'$ with $\pi' \in \text{post}_l(\pi'')$. That is, if $\mathcal{U}$ is in region position $\langle l, \pi \rangle$, time passes, and no clocks are reset, then $\min \Upsilon'$ is the first region in $\Upsilon'$ that $\mathcal{U}$ meets.

We can now define a function $\text{opt.succ} : cl(\psi) \times L \times \Upsilon \rightarrow 2^{L \times T}$ that, given a formula $\varphi$ and a region position $\langle l, \pi \rangle$, returns the set of positions reachable from $\langle l, \pi \rangle$ either by an edge transition or by successive time transitions that lead to the first region in which there is a change in satisfaction of relevant clock constraints. Formally, a position $\langle l', \pi' \rangle$ is in $\text{opt.succ}(\langle \varphi, l, \pi \rangle)$ iff it is admissible and either

1. there exists $\langle \theta, S, l' \rangle \in E(l)$ such that $\pi \models \theta$ and $\pi' = \pi[S := 0]$, or

2. $l' = l$ and $\pi' = \min(\text{post}_l(\pi) \cap \{\pi'' : \text{sat}(\langle \varphi, l, \pi'' \rangle) \neq \text{sat}(\langle \varphi, l, \pi \rangle)\})$. 
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Thus, in opt\_succ we integrate together time transitions that go through regions that are equivalent from “the point of view” of the current state of \( D_{\phi,U} \). Now, whenever a transition \( \delta(\langle \varphi, l, \pi \rangle, a) \) contains a disjunction or a conjunction over \( \text{succ}(\langle l, \pi \rangle) \), we replace it with a disjunction or conjunction over opt\_succ(\( \langle \varphi, l, \pi \rangle \)). Some comments about the saving obtained by this integration are in order. Consider the linear timed automaton \( U \) below and assume we model check it with respect to a formula without specification clocks.

\[
U:
\begin{tikzpicture}
  \node[state,initial] (i0) at (0,0) {\( i_0 \)};
  \node[state] (i1) at (1,0) {\( i_1 \)};
  \node[state] (i2) at (2,0) {\( i_2 \)};
  \draw[->] (i0) edge node[above] {\( x < 2 \)} (i1);
  \draw[->] (i1) edge node[above] {\( x = 5 \)} (i2);
\end{tikzpicture}
\]

We can split \( \mathbb{R} \) into the following four zones.

\[ [0 \leq x < 2] \sim [2 \leq x < 5] \sim [x = 5] \sim [x > 5]. \]

Each zone forms an equivalence class in the sense that for every location \( l \) of \( U \) and two regions \( \pi \) and \( \pi' \) of the same zone, the behavior of \( U \) from the region position \( \langle l, \pi \rangle \) is identical to its behavior from the region position \( \langle l, \pi' \rangle \). Our algorithm does not achieve such a coarse split of \( \mathbb{R} \). Instead, it refines the zone \([0 \leq x < 2]\) into its four regions

\[ [x = 0] \sim [0 < x < 1] \sim [x = 1] \sim [1 < x < 2]. \]

In this sense, the algorithm in [HNSY94] and the algorithm TMC in [SS95] are more efficient than our algorithm. Why can not we integrate the four regions into a single zone as well? To answer this question, consider the linear timed automaton \( U' \) below.

\[
U':
\begin{tikzpicture}
  \node[state,initial] (i0) at (0,0) {\( i_0 \)};
  \node[state] (i1) at (1,0) {\( i_1 \)};
  \node[state] (i2) at (2,0) {\( i_2 \)};
  \node[state] (i3) at (3,0) {\( i_3 \)};
  \draw[->] (i0) edge node[above] {\( x < 2 \)} (i1);
  \draw[->] (i1) edge node[above] {\( 0 < x < 1 \)} (i2);
  \draw[->] (i2) edge node[above] {\( x = 5 \)} (i3);
  \draw[->] (i3) edge[loop below] node[below] {\( x = 5 \)} (i3);
\end{tikzpicture}
\]

For \( U' \), the coarsest split of \( \mathbb{R} \) into zones equals the split that our algorithm suggests for \( U \). Indeed, we cannot couple together any two regions. When we perform a pure top-down reasoning about \( U \) and \( U' \) (that is, reasoning without look ahead), we discover the difference between them only in location \( i_1 \). Therefore, when we integrate regions together, we must get ready to every possible future, in particular to one that requires the split of the zone \([0 \leq x < 2]\). The optimal split performed by [HNSY94, SS95] must involve also some bottom-up reasoning, which increases worst-case space complexity.

From the example, the reader can grasp that the saving achieved by our optimization is quite poor with respect to guards that are upper bounds (\( c < v \) or \( c \leq v \)); there, we can not integrate time transitions. The saving is more significant with respect to guards that are lower bounds (\( c > v \) or \( c \geq v \)); there, we can integrate all the time transitions up to the lower bound.
Finally, the saving is optimal (that is, achieves the same coarse split as in [HNSY94, SS95]) with respect to guards that are tight bounds (c = v). In particular, it follows that our algorithm is optimal for model checking of the subset of TCTL in which all guards (in both the linear timed automaton and the formula) are tight bounds.

4 Discussion

In this work we suggested a space-efficient on-the-fly algorithm for TCTL model checking. We showed that there is a trade-off between worst-case space efficiency and optimization of the state space by integrating several regions into a zone. The measure for this trade-off is the amount of look-ahead on the input linear timed automaton allowed to the model-checking algorithm. The algorithm in [HNSY94] performs pure bottom-up reasoning (i.e., reasoning with complete look-ahead), and achieves maximal zones. Our algorithm performs pure top-down reasoning (i.e., reasoning without look ahead), and achieves space efficiency. The algorithm TMC in [SS95] combines the two savings; it proceeds on-the-fly to save space, but restricts the look-ahead to only part of the input. Naturally, for each of the algorithms we can contract problems for which the algorithm performs better than the other algorithms. It remains to be seen how the algorithms perform in practice.

Our algorithm is based on an automata-theoretic framework to TCTL model checking. One may wonder why our framework is purposeful for model checking and does not attempt to serve the satisfiability problem. The satisfiability problem for TCTL is undecidable [ACD93]. Hence, a comprehensive automata-theoretic framework for TCTL should involve tree automata for which the nonemptiness problem is undecidable. Such an automata-theoretic framework would contribute significantly to our understanding of real-time temporal logics and would provide a clear explanation to the computational gap between the satisfiability and the model-checking problem of TCTL.

References


