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Abstract

Translating linear temporal logic formulas to automata has proven to be an effective approach for implementing linear-time model-checking, and for obtaining many extensions and improvements to this verification method. On the other hand, for branching temporal logic, automata-theoretic techniques have long been thought to introduce an exponential penalty, making them essentially useless for model-checking. Recently, Bernholtz and Grumberg have shown that this exponential penalty can be avoided, though they did not match the linear complexity of non-automata-theoretic algorithms. In this paper we show that alternating tree automata are the key to a comprehensive automata-theoretic framework for branching temporal logics. Not only, as was shown by Muller et al., can they be used to obtain optimal decision procedures, but, as we show here, they also make it possible to derive optimal model-checking algorithms. Moreover, the simple combinatorial structure that emerges from the automata-theoretic approach opens up new possibilities for the implementation of branching-time model checking, and has enabled us to derive improved space complexity bounds for this long-standing problem.
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1 Introduction

Temporal logics, which are modal logics geared towards the description of the temporal ordering of events, have been adopted as a powerful tool for specifying and verifying concurrent programs [Pnu81]. One of the most significant developments in this area is the discovery of algorithmic methods for verifying temporal logic properties of finite-state programs [CES86, LP85, QS81]. This derives its significance both from the fact that many synchronization and communication protocols can be modeled as finite-state programs, as well as from the great ease of use of fully algorithmic methods. Finite-state programs can be modeled by transition systems where each state has a bounded description, and hence can be characterized by a fixed number of Boolean atomic propositions. This means that a finite-state program can be viewed as a finite propositional Kripke structure and that its properties can be specified using propositional temporal logic. Thus, to verify the correctness of the program with respect to a desired behavior, one only has to check that the program, modeled as a finite Kripke structure, satisfies (is a model of) the propositional temporal logic formula that specifies that behavior. Hence the name model checking for the verification methods derived from this viewpoint. Surveys can be found in [CGL93, Wol89].

There are two types of temporal logics: linear and branching [Lam80]. In linear temporal logics, each moment in time has a unique possible future, while in branching temporal logics, each moment in time may split into several possible futures. For linear temporal logics, a close and fruitful connection with the theory of automata over infinite words has been developed [VW86a, VW94]. The basic idea is to associate with each linear temporal logic formula a finite automaton over infinite words that accepts exactly all the computations that satisfy the formula. This enables the reduction of linear temporal logic problems, such as satisfiability and model-checking, to known automata-theoretic problems, yielding clean and asymptotically optimal algorithms. Furthermore, these reductions are very helpful for implementing temporal logic based verification methods, and are naturally combined with techniques such as on-the-fly verification [VW86a, JJ89, CVWY92] that help coping with the “state-explosion” problem.

For branching temporal logics, the automata-theoretic counterpart are automata over infinite trees [Rab69, VW86b]. By reducing satisfiability to the nonemptiness problem for these automata, optimal decision procedures have been obtained for various branching temporal logics [Eme85, EJ88, ES84, SE84, VW86b]. Unfortunately, the automata-theoretic approach does not seem to be applicable to branching-time model checking. Indeed, model checking can be done in linear running time for CTL [CES86, QS81] and for the alternation-free fragment of the $\mu$-calculus [Cle93], and is in $\text{NP}\cap\text{co-NP}$ for the general $\mu$-calculus [EJS93], whereas there is an exponential blow-up involved in going from formulas in these logics to automata. Similarly, while model checking for the full branching time logic CTL$^*$ is PSPACE-complete, going from CTL$^*$ formulas to automata involves a doubly-exponential blow up [ES84]. Thus, using the construction of a tree automaton as a step in a model-checking algorithm seems a non-starter,
A different automata-theoretic approach to branching-time model checking, based on the concepts of automata and tree automata that correspond to $\mu$-calculus formulas, avoids the construction tree automata that correspond to $\mu$-calculus formulas. Indeed, the proof in [EPr93] avoids the construction of a tree automaton that corresponds to $\mu$-calculus formulas.
nonemptiness of weak alternating word automata is decidable in linear running time, which yields an automata-based model checking algorithm of linear running time for CTL. We present a linear translation from alternation-free \( \mu \)-calculus formulas to weak alternating automata. This implies, using the same technique, that model checking for this logic can be done in linear running time. For the general \( \mu \)-calculus, it follows from the results in [EF91] that \( \mu \)-calculus formulas can be linearly translated to alternating Rabin automata. We prove here that the 1-letter nonemptiness of alternating Rabin word automata is in NP, which entails that model checking of \( \mu \)-calculus formulas is in \( \text{NP} \cap \text{co-NP} \).

As the algorithms obtained by our approach match known complexity bounds for branching temporal logics [CES86, Cle93, EJS93], what are the advantages offered by our approach? The first advantage is that it immediately broadens the scope of efficient model checking to other, and more expressive, branching temporal logics. For example, the dynamic logic considered in [MSS88] allows, in the spirit of [Wo83], nondeterministic tree automata as operators. Since this logic has a linear translation to weak alternating automata, it follows directly from our results that it also has a linear model-checking algorithm.

The second advantage comes from the fact that our approach combines the Kripke structure and the formula into a single automaton before checking this automaton for nonemptiness. This facilitates the use of a number of implementation heuristics. For instance, the automaton combining the Kripke structure and the formula can be computed on-the-fly and limited to its reachable states. This avoids exploring the parts of the Kripke structure that are irrelevant for the formula to be checked, and hence addresses the issue raised in the work on local model checking [SW91, VL93], while preserving optimal complexity and ease of implementation. The above advantage of our approach is reflected in the performance of its implementation, as described in [Vis98, VB99].

The third advantage of the automata-theoretic approach is that it offers new and significant insights into the space complexity of branching-time model checking. It comes from the observation that the alternating automata that are obtained from CTL formulas have a special structure: they have limited alternation. We define a new type of alternating automata, hesitant alternating automata, that have this special structure. A careful analysis of the 1-letter nonemptiness problem for hesitant alternating word automata yields a top-down model-checking algorithm for CTL that uses space that is linear in the length of the formula and only polylogarithmic in the size of the Kripke structure. We also present a translation of CTL* formulas to hesitant alternating automata and hence obtain a space-efficient model-checking algorithm for this logic too. This is very significant since it implies that for concurrent programs, model checking for CTL and CTL* can be done in space polynomial in the size of the program description, rather than requiring space of the order of the exponentially larger expansion of the program, as is the case with standard bottom-up model-checking algorithms. On the other hand, the weak alternating automata that are obtained for alternation-free \( \mu \)-calculus formulas do not have this special structure. Accordingly, we show that for this logic, as well as for the
general $\mu$-calculus, model checking for concurrent programs is EXPTIME-complete.

As discussed in Section 7, the automata-theoretic approach to branching-time model checking described here has contributed to several other results concerning the specification and verification of reactive systems. These results include contributions to the verification and synthesis of open systems, timed systems, and distributed systems (possibly with fairness constraints), as well as techniques for incorporating modularity and partial-order methods into branching-time verification.

2 Preliminaries

2.1 Temporal Logics and $\mu$-Calculi

2.1.1 The Temporal Logics CTL* and CTL

The logic $\text{CTL}^*$ combines both branching-time and linear-time operators [EH86]. A path quantifier, either $A$ ("for all paths") or $E$ ("for some path"), can prefix an assertion composed of an arbitrary combination of the linear-time operators $X$ ("next time"), and $U$ ("until"). A positive normal form $\text{CTL}^*$ formula is a $\text{CTL}^*$ formula in which negations are applied only to atomic propositions. It can be obtained by pushing negations inward as far as possible, using De Morgan's laws and dualities of quantifiers and temporal connectives. For technical convenience, we use the linear-time operator $\tilde{U}$ as a dual of the $U$ operator, and write all $\text{CTL}^*$ formulas in a positive normal form. There are two types of formulas in $\text{CTL}^*$: state formulas, whose satisfaction is related to a specific state, and path formulas, whose satisfaction is related to a specific path. Formally, let $\text{AP}$ be a set of atomic proposition names. A $\text{CTL}^*$ state formula is either:

- true, false, $p$, or $\neg p$, for all $p \in \text{AP}$;
- $\varphi_1 \land \varphi_2$ or $\varphi_1 \lor \varphi_2$, where $\varphi_1$ and $\varphi_2$ are $\text{CTL}^*$ state formulas;
- $A\psi$ or $E\psi$, where $\psi$ is a $\text{CTL}^*$ path formula.

A $\text{CTL}^*$ path formula is either:

- A $\text{CTL}^*$ state formula;
- $\psi_1 \land \psi_2$, $\psi_1 \lor \psi_2$, $X\psi_1$, $\psi_1 U \psi_2$, or $\psi_1 \tilde{U} \psi_2$, where $\psi_1$ and $\psi_2$ are $\text{CTL}^*$ path formulas.

 CTL* is the set of state formulas generated by the above rules.

The logic CTL is a restricted subset of $\text{CTL}^*$ in which the temporal operators must be immediately preceded by a path quantifier. Formally, it is the subset of $\text{CTL}^*$ obtained by
restricting the path formulas to be $X\varphi_1$, $\varphi_1U\varphi_2$, or $\varphi_1\bar{U}\varphi_2$, where $\varphi_1$ and $\varphi_2$ are CTL state formulas.

We use the following abbreviations in writing formulas:

- $F\psi = \text{true}\land U\psi$ (“eventually”).
- $G\psi = \text{false}\land U\psi$ (“always”).

We say that a CTL formula $\varphi$ is an $U$-formula if it is of the form $A\varphi_1U\varphi_2$ or $E\varphi_1U\varphi_2$. The subformula $\varphi_2$ is then called the eventuality of $\varphi$. Similarly, $\varphi$ is a $\bar{U}$-formula if it is of the form $A\varphi_1\bar{U}\varphi_2$ or $E\varphi_1\bar{U}\varphi_2$. The closure $cl(\varphi)$ of a CTL* (CTL) formula $\varphi$ is the set of all CTL* (CTL) state subformulas of $\varphi$ (including $\varphi$, but excluding true and false). We define the size $||\varphi||$ of $\varphi$ as the number of elements in $cl(\varphi)$. Note that, even though the number of elements in a formula can be logarithmic in the length of the formula if there are multiple occurrences of identical subformulas, our definition of size is legitimate since it corresponds to the number of nodes in a reduced DAG representation of the formula.

The semantics of CTL* is defined with respect to a Kripke structure $K = (AP, W, R, w^0, L)$, where $AP$ is a set of atomic propositions, $W$ is a set of states, $R \subseteq W \times W$ is a transition relation that must be total (i.e., for every $w \in W$ there exists $w' \in W$ such that $\langle w, w' \rangle \in R$), $w^0$ is an initial state, and $L : W \to 2^{AP}$ maps each state to the set of atomic propositions true in that state. A path in $K$ is an infinite sequence of states, $\pi = w_0, w_1, \ldots$ such that for every $i \geq 0$, $\langle w_i, w_{i+1} \rangle \in R$. We denote the suffix $w_i, w_{i+1}, \ldots$ of $\pi$ by $\pi^i$. We define the size $||K||$ of $K$ as $|W| + |R|$.

The notation $K, w \models \varphi$ indicates that a CTL* state formula $\varphi$ holds at the state $w$ of the Kripke structure $K$. Similarly, $K, \pi \models \psi$ indicates that a CTL* path formula $\psi$ holds on a path $\pi$ of the Kripke structure $K$. When $K$ is clear from the context, we write $w \models \varphi$ and $\pi \models \psi$. Also, $K \models \varphi$ if and only if $K, w^0 \models \varphi$.

The relation $\models$ is inductively defined as follows.

- For all $w$, we have $w \models \text{true}$ and $w \not\models \text{false}$.
- $w \models p$ for $p \in AP$ iff $p \in L(w)$.
- $w \models \neg p$ for $p \in AP$ iff $p \not\in L(w)$.
- $w \models \varphi_1 \land \varphi_2$ iff $w \models \varphi_1$ and $w \models \varphi_2$.
- $w \models \varphi_1 \lor \varphi_2$ iff $w \models \varphi_1$ or $w \models \varphi_2$.
- $w \models A\psi$ iff for every path $\pi = w_0, w_1, \ldots$, with $w_0 = w$, we have $\pi \models \psi$.
- $w \models E\psi$ iff there exists a path $\pi = w_0, w_1, \ldots$, with $w_0 = w$, such that $\pi \models \psi$. 
\begin{itemize}
\item \(\pi \models \varphi\) for a state formula \(\varphi\), iff \(w_0 \models \varphi\) where \(\pi = w_0, w_1, \ldots\)
\item \(\pi \models \psi_1 \land \psi_2\) iff \(\pi \models \psi_1\) and \(\pi \models \psi_2\).
\item \(\pi \models \psi_1 \lor \psi_2\) iff \(\pi \models \psi_1\) or \(\pi \models \psi_2\).
\item \(\pi \models X\psi\) iff \(\pi^1 \models \psi\).
\item \(\pi \models \psi_1 U \psi_2\) iff there exists \(i \geq 0\) such that \(\pi^i \models \psi_2\) and for all \(0 \leq j < i\), we have \(\pi^j \models \psi_1\).
\item \(\pi \models \psi_1 \tilde{U} \psi_2\) iff for all \(i \geq 0\) such that \(\pi^i \not\models \psi_2\), there exists \(0 \leq j < i\) such that \(\pi^j \models \psi_1\).
\end{itemize}

Note that \(\pi \models \psi_1 \tilde{U} \psi_2\) if and only if \(\pi \not\models (\neg \psi_1) U (\neg \psi_2)\). That is, a path \(\pi\) satisfies \(\psi_1 \tilde{U} \psi_2\) if \(\psi_2\) holds everywhere along \(\pi\) (thus, the \(\tilde{U}\) does not reach its eventuality), or if the first occurrence of \(\neg \psi_2\) is strictly preceded by an occurrence of \(\neg \psi_1\) (thus, \(\neg \psi_1\) is falsified before the eventuality is reached). Another way to understand the \(\tilde{U}\) operator is to interpret \(\psi_1 \tilde{U} \psi_2\) by “as long as \(\psi_1\) is false, \(\psi_2\) must be true”.

### 2.1.2 The Propositional \(\mu\)-calculus

The \textit{propositional} \(\mu\)-\textit{calculus} is a propositional modal logic augmented with least and greatest fixpoint operators [Koz83]. Specifically, we consider a \(\mu\)-calculus where formulas are constructed from Boolean propositions with Boolean connectives, the temporal operators \(EX\) and \(AX\), as well as least (\(\mu\)) and greatest (\(\nu\)) fixpoint operators. We assume that \(\mu\)-calculus formulas are written in positive normal form (negation only applied to atomic propositions constants and variables). Formally, given a set \(AP\) of atomic proposition constants and a set \(APV\) of atomic proposition variables, a \(\mu\)-calculus formula is either:

\begin{itemize}
\item \textbf{true}, \textbf{false}, \(p\) or \(\neg p\) for all \(p \in AP\);
\item \(y\) for all \(y \in APV\);
\item \(\varphi_1 \land \varphi_2\) or \(\varphi_1 \lor \varphi_2\), where \(\varphi_1\) and \(\varphi_2\) are \(\mu\)-calculus formulas;
\item \(AX\varphi\) or \(EX\varphi\), where \(\varphi\) is a \(\mu\)-calculus formula;
\item \(\mu y.f(y)\) or \(\nu y.f(y)\), where \(y \in APV\) and \(f(y)\) is a \(\mu\)-calculus formula containing \(y\) as a free variable.
\end{itemize}

A \textit{sentence} is a formula that contains no free atomic proposition variables. We call \(AX\) and \(EX\) \textit{next modalities}, and we call \(\mu\) and \(\nu\) \textit{fixpoint modalities}. We say that a \(\mu\)-calculus formula is a \(\mu\)-\textit{formula} (\(\nu\)-\textit{formula}), if it is of the form \(\mu y.f(y)\) (\(\nu y.f(y)\)). We use \(\lambda\) to denote a fixpoint modality \(\mu\) or \(\nu\). For a \(\lambda\)-formula \(\lambda y.f(y)\), the formula \(f(\lambda y.f(y))\) is obtained from \(f(y)\) by replacing each free occurrence of \(y\) with \(\lambda y.f(y)\).

The closure, \(cl(\varphi)\), of a \(\mu\)-calculus sentence \(\varphi\) is the smallest set of \(\mu\)-calculus sentences that satisfies the following:
\[ \varphi \in cl(\varphi). \]

- If \( \varphi_1 \land \varphi_2 \in cl(\varphi) \) or \( \varphi_1 \lor \varphi_2 \in cl(\varphi) \), then \( \varphi_1 \in cl(\varphi) \) and \( \varphi_2 \in cl(\varphi) \).

- If \( AX\varphi \in cl(\varphi) \) or \( EX\varphi \in cl(\varphi) \), then \( \varphi \in cl(\varphi) \).

- If \( \mu y.f(y) \in cl(\varphi) \), then \( f(\mu y.f(y)) \in cl(\varphi) \).

- If \( \nu y.f(y) \in cl(\varphi) \), then \( f(\nu y.f(y)) \in cl(\varphi) \).

For example, for \( \varphi = \mu y.(q \lor (p \land EXy)) \), \( cl(\varphi) = \{ \varphi, q \lor (p \land EX\varphi), q, p \land EX\varphi, p, EX\varphi \} \). It follows from a result of [Koz83] that for every \( \mu \)-calculus formula \( \varphi \), the number of elements in \( cl(\varphi) \) is linear with respect to a reduced DAG representation of \( \varphi \). Accordingly, as with CTL*, we define size \( \|\varphi\| \) of \( \varphi \) as the number of elements in \( cl(\varphi) \).

Given a Kripke structure \( K = (AP, W, R, w^0, L) \), and a set \( \{y_1, \ldots, y_n\} \) of free variables, a valuation \( V : \{y_1, \ldots, y_n\} \rightarrow 2^W \) is an assignment of subsets of \( W \) to the variables \( \{y_1, \ldots, y_n\} \). For a valuation \( V \), a variable \( y \), and a set \( W' \subseteq W \), we denote by \( V[y \leftarrow W'] \) the valuation obtained from \( V \) by assigning \( W' \) to \( y \). A formula \( \varphi \) with free variables \( \{y_1, \ldots, y_n\} \) is interpreted over the structure \( K \) as a mapping \( \varphi^K \) from valuations to \( 2^W \). Thus, \( \varphi^K(V) \) denotes the set of states that satisfy \( \varphi \) with the valuation \( V \). The mapping \( \varphi^K \) is defined inductively as follows:

- \( \text{true}^K(V) = W \) and \( \text{false}^K(V) = \emptyset \);
- For \( p \in AP \), we have \( p^K(V) = \{ w \in W : p \in L(w) \} \), and \( \neg p^K(V) = \{ w \in W : p \not\in L(w) \} \);
- For \( y_i \in AP \), we have \( y_i^K(V) = V(y_i) \);
- \( (\varphi_1 \land \varphi_2)^K(V) = \varphi_1^K(V) \cap \varphi_2^K(V) \);
- \( (\varphi_1 \lor \varphi_2)^K(V) = \varphi_1^K(V) \cup \varphi_2^K(V) \);
- \( (AX\varphi)^K(V) = \{ w \in W : \forall w' \text{ such that } \langle w, w' \rangle \in R, \text{ we have } w' \in \varphi^K(V) \} \);
- \( (EX\varphi)^K(V) = \{ w \in W : \exists w' \text{ such that } \langle w, w' \rangle \in R \text{ and } w' \in \varphi^K(V) \} \);
- \( (\mu y.f(y))_K(V) = \bigcap \{ W' \subseteq W : f^K(V[y \leftarrow W']) \subseteq W' \} \);
- \( (\nu y.f(y))_K(V) = \bigcup \{ W' \subseteq W : W' \subseteq f^K(V[y \leftarrow W']) \} \).

Note that no valuation is required for a sentence. For a state \( w \in W \) and a sentence \( \varphi \), we say that \( w \models \varphi \) iff \( w \in \varphi^K \). For example, the \( \mu \)-calculus formula \( \mu y.(q \lor (p \land EXy)) \) is equivalent to the CTL formula \( EpUq \).

A \( \mu \)-calculus formula is alternation free if, for all \( y \in AP \), there are respectively no occurrences of \( \nu \) (\( \mu \)) on any syntactic path from an occurrence of \( \mu y \) (\( \nu y \)) to an occurrence of \( y \). For example, the formula \( \mu x.(p \lor \mu y.(x \land EXy)) \) is alternation free and the formula
\( \nu x. \mu y. ((p \land x) \lor EXy) \) is not alternation free. The \textit{alternation-free \( \mu \)-calculus} is a subset of \( \mu \)-calculus containing only alternation-free formulas.

A \( \mu \)-calculus formula is \textit{guarded} if for all \( y \in APV \), all the occurrences of \( y \) that are in a scope of a fixpoint modality \( \lambda \) are also in a scope of a next modality which is itself in the scope of \( \lambda \). Thus, a \( \mu \)-calculus sentence is guarded if for all \( y \in APV \), all the occurrences of \( y \) are in the scope of a next modality. For example, the formula \( \mu y. (p \lor EXy) \) is guarded and the formula \( EX\mu y. (p \lor y) \) is not guarded. We assume that all \( \mu \)-calculus formulas are guarded. By the theorem below, stated without a proof in [BB87], this can be done without loss of generality.

\textbf{Theorem 2.1} Given a \( \mu \)-calculus formula, we can construct, in linear time, an equivalent guarded formula.

\textbf{Proof:} We first define a function

\[
new : \mu \text{-calculus formulas} \times \{\mu, \nu\} \times APV \rightarrow \mu \text{-calculus formulas}.
\]

The formula \( new(\varphi, \mu, y) \) is obtained from \( \varphi \) by replacing with \texttt{false} every occurrence of \( y \) that is not in a scope of a modality. Similarly, \( new(\varphi, \nu, y) \) is obtained from \( \varphi \) by replacing with \texttt{true} every occurrence of \( y \) that is not in a scope of a modality. Formally, we define \( new(\varphi, \lambda, y) \) by induction on the structure of \( \varphi \) as follows:

- \( new(y, \mu, y) = \texttt{false} \).
- \( new(y, \nu, y) = \texttt{true} \).
- \( new(\varphi_1 \land \varphi_2, \lambda, y) = new(\varphi_1, \lambda, y) \land new(\varphi_2, \lambda, y) \).
- \( new(\varphi_1 \lor \varphi_2, \lambda, y) = new(\varphi_1, \lambda, y) \lor new(\varphi_2, \lambda, y) \).
- For all \( \varphi \) that differ from \( y, \varphi_1 \land \varphi_2, \) or \( \varphi_1 \lor \varphi_2 \), we have \( new(\varphi, \lambda, y) = \varphi \).

For example, \( new(y \lor p \lor EXy, \mu, y) = p \lor EXy \). We now prove that for all \( \lambda, y, \) and \( f(y) \), we have

\[
\lambda y.f(y) = \lambda y.new(f, \lambda, y)(y).
\]

We consider here the case where \( \lambda = \mu \). The proof for the case \( \lambda = \nu \) is symmetric. By the semantics of \( \mu \)-calculus, for a Kripke structure \( K = \langle AP, W, R, w^0, L \rangle \) and every \( w \in W \) and valuation \( \mathcal{V} \) for the free variables (except \( y \)) in \( f(y) \), we have that \( w \in \mu y.f(y)^{K}(\mathcal{V}) \) if and only if \( w \in \bigcap \{ W' \subseteq W : f^K(\mathcal{V}[y \leftarrow W']) \subseteq W' \} \). For every \( W' \subseteq W \), we prove that

\[
f^K(\mathcal{V}[y \leftarrow W']) \subseteq W' \text{ if and only if } new(f, \mu, y)^K(\mathcal{V}[y \leftarrow W']) \subseteq W' \text{.}
\]

Assume first that \( f^K(\mathcal{V}[y \leftarrow W']) \subseteq W' \). As for every valuation \( \mathcal{V}' \) we have \( new(f, \mu, y)^K(\mathcal{V}') \subseteq f^K(\mathcal{V}') \), clearly \( new(f, \mu, y)^K(\mathcal{V}[y \leftarrow W']) \subseteq W' \). For the second direction, we assume that \( f \) is given in a disjunctive normal form. We prove that if \( new(f, \mu, y)^K(\mathcal{V}[y \leftarrow W']) \subseteq W' \), then for every \( w \), if there exists a disjunct \( g \) in \( f \) such that \( w \in g^K(\mathcal{V}[y \leftarrow W']) \), then \( w \in W' \). It follows that \( f^K(\mathcal{V}[y \leftarrow W']) \subseteq W' \). Let \( g \) be such that \( w \in g^K(\mathcal{V}[y \leftarrow W']) \). We consider two cases.
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1. If $g = new(g, \mu, y)$, then $w \in new(f, \mu, y)^K (\forall y \leftarrow W')$, and since $new(f, \mu, y)^K (\forall y \leftarrow W') \subseteq W'$, we are done.

2. Otherwise, there is a conjunct $y$ in $g$ and it must be that $g^K (\forall y \leftarrow W') \subseteq W'$. Hence, we are also done.

At first glance, it might appear that to transform a $\mu$-calculus formula into an equivalent guarded formula, it is sufficient to replace all subformulas $\lambda y.f(y)$ by $\lambda y.new(f, \lambda, y)(y)$. However, this transformation only ensures that the occurrences of $y$ are in the scope of some modality, not necessarily of a next modality. Fortunately, one can easily work around this problem as follows. First notice that for the syntactically innermost $\lambda y.f(y)$, we have that $\lambda y.new(f, \lambda, y)(y)$ puts all occurrences of $y$ in the scope of a next modality. So, we start the transformation with the innermost $\lambda$-formulas. Now, consider a $\lambda z.g(z)$ on the next outer syntactic level. In $\lambda z.new(g, \lambda, z)(z)$, the variable $z$ can appear within an inner $\lambda y.new(f, \lambda, y)(y)$ without being in the scope of a next modality. To avoid this, instead of replacing the inner $\lambda y.f(y)$ by $\lambda y.new(f, \lambda, y)(y)$, we replace it by

$$new(f, \lambda, y)(\lambda y.new(f, \lambda, y)(y)),$$

which is semantically equivalent. In $new(f, \lambda, y)$, all the occurrences of $y$ are in the scope of a next modality. Therefore, in (1), all occurrences of variables (e.g. $z$) that are in the scope of some modality are in the scope of a next modality. Thus, after this transformation, replacing $\lambda z.g(z)$ by $\lambda z.new(g, \lambda, z)(z)$ ensures that all occurrences of $z$ are in the scope of a next modality, and replacing $\lambda z.g(z)$ by $new(g, \lambda, z)(\lambda z.new(g, \lambda, z)(z))$ allows the same transformation to be also used at the next outer syntactic level. Proceeding likewise to the outermost syntactic level we obtain an equivalent guarded formula. Finally, notice that for the outermost $\lambda z.g(z)$, replacing it by $\lambda z.new(g, \lambda, z)(z)$ is sufficient since there is no outer fixpoint modality. In Figure 1, we describe the translation procedure $\text{guard}(\psi)$ formally. The procedure operates on formulas represented as reduced DAGs. It uses the function $\text{order}$, which, given a $\mu$-calculus formula $\psi$, returns an ordered list of the $\mu$ and $\nu$ subformulas of $\psi$ that preserves the subformula order.

For example, translation of the formula $\psi = \mu y.(p \lor \nu z.(y \lor (z \land AXz)))$ proceeds as follows.

1. $\text{order}(\psi) = \langle \nu z.(y \lor (z \land AXz)) \rangle, \psi \rangle$.

2. $new(y \lor (z \land AXz), \nu, z)(z) = y \lor AXz$.

3. Therefore, $new(y \lor (z \land AXz), \nu, z)(\nu z.new(y \lor (z \land AXz), \nu, z)(z)) = y \lor AX(\nu z.y \lor AXz)$.

4. $new(p \lor y \lor AX(\nu z.y \lor AXz), \mu, y)(y) = p \lor AX(\nu z.y \lor AXz)$.

5. Therefore, $\mu y.new(p \lor y \lor AX(\nu z.y \lor AXz), \mu, y)(y) = \mu y.p \lor AX(\nu z.y \lor AXz)$.
procedure guard(ψ);
let (λ₁y₁.φ₁, λ₂y₂.φ₂, ..., λnyₙ.φₙ) = order(ψ);
for i = 1 ... n - 1 do
let ψ := ψ with λᵢyᵢ.φᵢ replaced by new(φᵢ, λᵢ, yᵢ)(λᵢyᵢ.λᵢ(yᵢ))(yᵢ)
end for
let ψ := ψ with λnyₙ.φₙ replaced by λnyₙ.new(φₙ, λₙ, yₙ)(yₙ)
return ψ.

Figure 1: Translating a formula to an equivalent guarded formula

We now consider the size, ∥guard(ψ)∥, of the guarded formula obtained from ψ. First, note that for all φ, λ, and y, we have ∥new(φ, λ, y)(y)∥ ≤ ∥φ∥. Therefore, the only potential blow up in guard(ψ) originates from the replacement of subformulas λy.φ(y) by φ'(λy.φ'(y)), for φ' with ∥φ'∥ ≤ ∥φ∥. However, since by definition φ'(λy.φ'(y)) ∈ cl(λy.φ(y)), this does not increase the size of the resulting formula.

2.2 Alternating Tree Automata

A tree is a set T ⊆ N* such that if x · c ∈ T where x ∈ N* and c ∈ N, then also x ∈ T, and for all 0 ≤ c < c, x · c ∈ T. The elements of T are called nodes, and the empty word ε is the root of T. For every x ∈ T, the nodes x · c where c ∈ N are the successors of x. The number of successors of x is called the degree of x and is denoted by d(x). A node is a leaf if it has no successors. A path π of a tree T is a set π ⊆ T such that ε ∈ π and for every x ∈ π, either x is a leaf or there exists a unique c ∈ N such that x · c ∈ π. Given an alphabet Σ, a Σ-labeled tree is a pair ⟨T, V⟩ where T is a tree and V : T → Σ maps each node of T to a letter in Σ. Note that an infinite word in Σω can be viewed as a Σ-labeled tree in which the degree of all nodes is 1. Of special interest to us are Σ-labeled trees in which Σ = 2AP for some set AP of atomic propositions. We call such Σ-labeled trees computation trees. A computation tree ⟨T, V⟩ with Σ = 2AP can be viewed as the Kripke structure K(T, V) = ⟨AP, T, R_T, ε, V⟩, where R_T(x, x') iff x' is a successor of x in T. We sometimes refer to satisfaction of temporal logic formulas in a computation tree, meaning their satisfaction in this Kripke structure. Given a set D ⊆ N, a D-tree is a computation tree in which all the nodes have degree in D.

Automata over infinite trees (tree automata) run over Σ-labeled trees that have no leaves [Tho90]. Alternating automata generalize nondeterministic tree automata and were first introduced in [MS87] (see [Slu85] for alternating automata on finite trees). For simplicity, we refer first to automata over binary trees (i.e., when T = {0, 1}*. Consider a nondeterministic tree automaton A = ⟨Σ, Q, δ, q₀, F⟩, where Σ is the input alphabet, Q is a finite set of states, δ is a transition function, q₀ ∈ Q is an initial state, and F specifies the acceptance condition (a
condition that defines a subset of \( Q^\omega \); we define several types of acceptance conditions below). The transition relation \( \delta : Q \times \Sigma \to 2^{S^2} \) maps an automaton state \( q \in Q \) and an input letter \( \sigma \in \Sigma \) to a set of pairs of states. Each such pair suggests a nondeterministic choice for the automaton’s next configuration. When the automaton is in a state \( q \) as it reads a node \( x \) labeled by a letter \( \sigma \), it proceeds by first choosing a pair \( \langle q_1, q_2 \rangle \in \delta(q, \sigma) \), and then splitting into two copies. One copy enters the state \( q_1 \) and proceeds to the node \( x \cdot 0 \) (the left successor of \( x \)), and the other copy enters the state \( q_2 \) and proceeds to the node \( x \cdot 1 \) (the right successor of \( x \)).

For a given set \( X \), let \( B^+(X) \) be the set of positive Boolean formulas over \( X \) (i.e., Boolean formulas built from elements in \( X \) using \( \land \) and \( \lor \)), where we also allow the formulas \text{true} \) and \text{false} \) and, as usual, \( \land \) has precedence over \( \lor \). For a set \( Y \subseteq X \) and a formula \( \theta \in B^+(X) \), we say that \( Y \) satisfies \( \theta \) iff assigning \text{true} to elements in \( Y \) and assigning \text{false} to elements in \( X \setminus Y \) makes \( \theta \) true. We can represent the transition relation \( \delta \) of a nondeterministic automaton on binary trees using \( B^+(\{0, 1\} \times Q) \). For example, \( \delta(q, \sigma) = \{\langle q_1, q_2 \rangle, \langle q_3, q_1 \rangle\} \) can be written as \( \delta(q, \sigma) = (0, q_1) \lor (0, q_2) \lor (1, q_3) \lor (1, q_1) \), meaning that the automaton can choose between two possibilities. In the first, the copy that proceeds to direction 0 enters the state \( q_1 \) and the one that proceeds to direction 1 enters the state \( q_2 \). In the second, the copy that proceeds to direction 0 enters the state \( q_3 \) and the one that proceeds to direction 1 enters the state \( q_1 \).

In nondeterministic tree automata, each conjunction in \( \delta \) has exactly one element associated with each direction. In alternating automata over binary trees, \( \delta(q, \sigma) \) can be an arbitrary formula from \( B^+(\{0, 1\} \times Q) \). We can have, for instance, a transition

\[
\delta(q, \sigma) = (0, q_1) \land (0, q_2) \lor (0, q_2) \land (1, q_3) \lor (1, q_3).
\]

The above transition illustrates that several copies may go to the same direction and that the automaton is not required to send copies to all the directions. Formally, a finite alternating automaton over infinite binary trees is a tuple \( \mathcal{A} = \langle \Sigma, Q, \delta, q_0, F \rangle \) as in nondeterministic automata, only that the transition function is now \( \delta : Q \times \Sigma \to B^+(\{0, 1\} \times Q) \).

We now generalize alternating automata to trees where nodes can have varying degrees. As we consider finite automata (and thus, in particular, automata with a finite transition function), our generalization is restricted to trees for which the set of all possible degrees is finite and known in advance. Explicitly, we require that each automaton has a finite set \( \mathcal{D} \subseteq \mathbb{N} \) of possible degrees, specified in its definition. Then, the transition function is \( \delta : Q \times \Sigma \times \mathcal{D} \to B^+(\mathbb{N} \times Q) \) with the requirement that for every \( k \in \mathcal{D} \), we have \( \delta(q, \sigma, k) \in B^+(\{0, \ldots, k - 1\} \times Q) \). Thus, \( q, \sigma \) and \( k \) are all arguments of the transition function. When the automaton is in a state \( q \) as it reads a node that is labeled by a letter \( \sigma \) and has \( k \) successors, it applies the transition \( \delta(q, \sigma, k) \). For each \( q \in Q \) and \( \sigma \in \Sigma \), we denote \( \bigvee_{k \in \mathcal{D}} \delta(q, \sigma, k) \) by \( \delta(q, \sigma) \). We define the size \( \| \mathcal{A} \| \) of an automaton \( \mathcal{A} = \langle \Sigma, Q, \delta, q_0, F \rangle \) as \( |\mathcal{D}| + |Q| + |F| + \| \delta \| \), where \( |\mathcal{D}|, |Q|, \) and \( |F| \) are the respective cardinalities of the sets \( \mathcal{D} \), \( Q \), and \( F \), and where \( \| \delta \| \) is the sum of the lengths of the nonidentically false formulas that appear as \( \delta(q, \sigma, k) \) for some \( q \in Q \), \( \sigma \in \Sigma \), and \( k \in \mathcal{D} \).
(note that the restriction to nonidentically false formulas is to avoid an unnecessary \(|Q| \cdot |\Sigma| \cdot |D|
\) minimal size for \(\delta\).

A run of an alternating automaton \(A\) over a tree \(\langle T, V \rangle\) is a tree \(\langle T_r, r \rangle\) in which the root is labeled by \(q_0\) and every other node is labeled by an element of \(\mathbb{N}^* \times Q\). Each node of \(T_r\) corresponds to a node of \(T\). A node in \(T_r\), labeled by \((x, q)\), describes a copy of the automaton that reads the node \(x\) of \(T\) and visits the state \(q\). Note that many nodes of \(T_r\) can correspond to the same node of \(T\); in contrast, in a run of a nondeterministic automaton over \(\langle T, V \rangle\) there is a one-to-one correspondence between the nodes of the run and the nodes of the tree. The labels of a node and its successors have to satisfy the transition function. Formally, a run \(\langle T_r, r \rangle\) is a \(\Sigma_r\)-labeled tree where \(\Sigma_r = \mathbb{N}^* \times Q\) and \(\langle T_r, r \rangle\) satisfies the following:

1. \(r(\varepsilon) = (\varepsilon, q_0)\).

2. Let \(y \in T_r\) with \(r(y) = (x, q)\) and \(\delta(q, V(x), d(x)) = \theta\). Then there is a (possibly empty) set \(S = \{(c_0, q_0), (c_1, q_1), \ldots, (c_n, q_n)\} \subseteq \{0, \ldots, d(x) - 1\} \times Q\), such that the following hold:
   - \(S\) satisfies \(\theta\), and
   - for all \(0 \leq i \leq n\), we have \(y \cdot i \in T_r\) and \(r(y \cdot i) = (x \cdot c_i, q_i)\).

For example, if \(\langle T, V \rangle\) is a binary tree with \(V(\varepsilon) = a\) and \(\delta(q_0, a, 2) = ((0, q_1) \vee (0, q_2)) \land ((0, q_3) \lor (1, q_2))\), then, at level 1, \(\langle T_r, r \rangle\) includes a node labeled \((0, q_1)\) or a node labeled \((0, q_2)\), and includes a node labeled \((0, q_3)\) or a node labeled \((1, q_2)\). Note that if, for some \(y\), the transition function \(\delta\) has the value \text{true}, then \(y\) need not have successors. Also, \(\delta\) can never have the value \text{false} in a run.

A run \(\langle T_r, r \rangle\) is accepting if all its infinite paths satisfy the acceptance condition. We consider here Büchi, Rabin, Streett, and parity acceptance conditions. Given a run \(\langle T_r, r \rangle\) and an infinite path \(\pi \subseteq T_r\), let \(inf(\pi) \subseteq Q\) be such that \(q \in inf(\pi)\) if and only if there are infinitely many \(y \in \pi\) for which \(V_r(y) \in \mathbb{N}^* \times \{q\}\). That is, \(inf(\pi)\) contains exactly all the states that appear infinitely often in \(\pi\). The four acceptance conditions are defined as follows.

- A path \(\pi\) satisfies a Büchi acceptance condition \(F \subseteq Q\) if and only if \(inf(\pi) \cap F \neq \emptyset\).
- A path \(\pi\) satisfies a Rabin acceptance condition \(F = \{\langle G_1, B_1 \rangle, \ldots, \langle G_m, B_m \rangle\}\), where for \(1 \leq i \leq m\), \(G_i \subseteq Q\) and \(B_i \subseteq Q\), if and only if there exists a pair \(\langle G_i, B_i \rangle \in F\) for which \(inf(\pi) \cap G_i \neq \emptyset\) and \(inf(\pi) \cap B_i = \emptyset\).
- A path \(\pi\) satisfies a Streett acceptance condition \(F = \{\langle G_1, B_1 \rangle, \ldots, \langle G_m, B_m \rangle\}\), where for \(1 \leq i \leq m\), \(G_i \subseteq Q\) and \(B_i \subseteq Q\), if and only if for all pairs \(\langle G_i, B_i \rangle \in F\), either \(inf(\pi) \cap G_i = \emptyset\) or \(inf(\pi) \cap B_i \neq \emptyset\).
• A path \( \pi \) satisfies a *parity* acceptance condition \( F = \{ F_1, F_2, \ldots, F_k \} \) with \( F_1 \subseteq F_2 \subseteq \ldots \subseteq F_k \) iff the minimal index \( i \) for which \( \inf(\pi) \cap F_i \neq \emptyset \) is even. The number \( k \) of sets in \( F \) is called the *index* of the automaton.

An automaton accepts a tree if and only if there exists a run that accepts it. We denote by \( \mathcal{L}(A) \) the set of all \( \Sigma \)-labeled trees that \( A \) accepts. Note that if \( D \) is a singleton, then \( A \) runs over trees with a fixed branching degree. We then say that \( A \) is a *fixed arity* tree automaton. In particular, note that an alternating automaton over infinite words is simply an alternating automaton over infinite trees with \( \mathcal{D} = \{ 1 \} \). Formally, we define an alternating automaton over infinite words as \( A = (\Sigma, Q, \delta, q_0, F) \) where \( \delta : Q \times \Sigma \rightarrow B^+(Q) \).

In [MSS86], Muller et al. introduce *weak alternating automata* (WAAs). In a WAA, we have a Büchi acceptance condition \( F \subseteq Q \) and there exists a partition of \( Q \) into disjoint sets, \( Q_1, \ldots, Q_m \), such that for each set \( Q_i \), either \( Q_i \subseteq F \), in which case \( Q_i \) is an *accepting set*, or \( Q_i \cap F = \emptyset \), in which case \( Q_i \) is a *rejecting set*. In addition, there exists a partial order \( \leq \) on the collection of the \( Q_i \)'s such that for every \( q \in Q_i \) and \( q' \in Q_j \) for which \( q' \) occurs in \( \delta(q, \sigma, k) \), for some \( \sigma \in \Sigma \) and \( k \in \mathcal{D} \), we have \( Q_j \leq Q_i \). Thus, transitions from a state in \( Q_i \) lead to states in either the same \( Q_i \) or a lower one. It follows that every infinite path of a run of a WAA ultimately gets “trapped” within some \( Q_i \). The path then satisfies the acceptance condition if and only if \( Q_i \) is an accepting set. Indeed, a run visits infinitely many states in \( F \) if and only if it gets trapped in an accepting set. We sometimes refer to the *type* of an automaton, meaning its acceptance condition, and its being weak or not weak.

We call the partition of \( Q \) into sets the *weakness partition* and we call the partial order over the sets of the weakness partition the *weakness order*. Often (in particular, in all the cases we consider in this work) a WAA is given together with its weakness partition and order. Otherwise, as we claim below, these can be induced by the partition of the graph of the WAA into *maximal strongly connected components* (MSCCs). Formally, given \( A \), let \( G_A \) be a directed graph induced by \( A \); that is, the vertices of \( G_A \) are states in \( A \) and there is an edge from vertex \( q \) to vertex \( q' \) iff there is a transition in \( A \) from the state \( q \) that involves the state \( q' \). Let \( C_1, \ldots, C_n \) be a partition of \( G_A \) to maximal strongly connected components. That is, for every \( C_i \) and for every two vertices \( q \) and \( q' \) in \( C_i \), there is a path from \( q \) to \( q' \) and from \( q' \) to \( q \), and for every vertex \( q'' \), the set \( C_i \cup \{ q'' \} \) no longer satisfies this condition. Since the partition to the MSCCs is maximal, there is a partial order \( \leq \) between them so that \( C_i \leq C_j \) iff \( C_i \) is reachable from \( C_j \).

**Theorem 2.2** Given a WAA \( A \), the partition of its states to maximal strongly connected components is a *weakness partition* with a weakness order \( \leq \).

**Proof:** Let \( C_1, \ldots, C_n \) be the MSCCs of \( G_A \). We show that each \( C_i \) is either contained in \( F \) or disjoint from \( F \). Since \( A \) is weak, there is weakness partition \( Q_1, \ldots, Q_m \) for \( A \). We claim that the partition to the \( C_i \)'s refines the partition to the \( Q_i \)'s, in the sense that each set \( Q_i \) is a
union of maximal strongly connected components. Indeed, since there is a path between
two states in a strongly connected component, all the states of a component must belong to the
same set $Q_i$. Now, since each $Q_i$ is either contained in $F$ or disjoint from $F$, the same holds for
all the maximal strongly connected components, and we are done.

It follows, by [Tar72], that when a weakness partition and order are not given, they can be
found in linear running time.

Remark 2.3 Since the modalities of conventional temporal logics, such as $\text{CTL}^*$ and the $\mu$-
calculus, do not distinguish between the various successors of a node (that is, they impose
requirements either on all the successors of the node or on some successor), the alternating
tree automata that one gets by translating formulas to automata are of a special structure, in
which whenever the automaton reads a node $x$ and a state $s$ is sent to direction $c$, the state $s$
is sent to all the directions $c' \in d(x)$, in either a disjunctive or conjunctive manner. Formally,
following the notations in [GW99], the formulas in $B^+\{0, \ldots, k-1\} \times Q)$ that appear in
transitions $\delta(q, \sigma, k)$ of such alternating tree automata are members of $B^+\{\square, \Diamond\} \times Q)$, where
$\square s$ stands for $\bigwedge_{c \in \{0, \ldots, k-1\}}(c, s)$ and $\Diamond s$ stands for $\bigvee_{c \in \{0, \ldots, k-1\}}(c, s)$. We say that an alternating
tree automaton is symmetric if it has the special structure described above. As detailed in
Section 4, all the alternating tree automata we use in this work are symmetric, and thus can
also be described using transitions in $B^+\{\square, \Diamond\} \times Q)$.

3 Alternating Automata and Model Checking

In this section we introduce an automata-theoretic approach to model checking for branching
temporal logic. The model-checking problem for a branching temporal logic is as follows.
Given a Kripke structure $K$ and a branching temporal formula $\psi$, determine whether $K \models
\psi$. Recall that for linear temporal logic, each Kripke structure may correspond to infinitely
many computations. Model checking is thus reduced to checking inclusion between the set of
comparisons allowed by the Kripke structure and the language of an automaton describing
the formula [VW86a]. For branching temporal logic, each Kripke structure corresponds to a
single non-deterministic computation. On that account, model checking is reduced to checking
the membership of this computation in the language of the automaton describing the formula
[Wol89]. We show here that alternating automata are the suitable framework for automata-
based model-checking algorithms. Alternation is used to reduce the size of the automaton from
exponential in the length of $\psi$ to linear in the length of $\psi$.

A Kripke structure $K = \langle AP, W, R, w^0, L \rangle$ can be viewed as a tree $\langle T_K, V_K \rangle$ that corresponds
to the unwinding of $K$ from $w^0$. Formally, for every node $w$, let $d(w)$ denote the degree of $w$
(i.e., the number of successors that $w$ has), and note that for all $w$ we have $d(w) \geq 1$, and let
\(\text{succ}_R(w) = \langle w_0, \ldots, w_{d(w)-1} \rangle\) be an ordered list of \(w\)'s \(R\)-successors (we assume that the nodes of \(W\) are ordered). We define \(T_K\) and \(V_K\) inductively as follows:

1. \(V_K(\varepsilon) = w^0\).

2. For \(y \in T_K\) with \(\text{succ}_R(V_K(y)) = \langle w_0, \ldots, w_m \rangle\) and for \(0 \leq i \leq m\), we have \(y \cdot i \in T_K\) and \(V_K(y \cdot i) = w_i\).

We will sometimes view \(\langle T_K, V_K \rangle\) as a computation tree over \(2^{AP}\), taking the label of a node to be \(L(V_K(x))\) instead of \(V_K(x)\). Which interpretation is intended will be clear from the context.

Let \(\psi\) be a branching temporal formula and let \(\mathcal{D} \subset \mathbb{N}\) be the set of degrees of a Kripke structure \(K\). Suppose that \(A_{\mathcal{D}, \psi}\) is an alternating automaton that accepts exactly all the \(\mathcal{D}\)-trees that satisfy \(\psi\). Consider a product of \(K\) and \(A_{\mathcal{D}, \psi}\); i.e., an automaton that accepts the language \(L(A_{\mathcal{D}, \psi}) \cap \{\langle T_K, V_K \rangle\}\). The language of this product either contains the single tree \(\langle T_K, V_K \rangle\), in which case \(K \models \psi\), or is empty, in which case \(K \not\models \psi\). This discussion suggests the following automata-based model-checking algorithm. Given a branching temporal formula \(\psi\) and a Kripke structure \(K\) with degrees in \(\mathcal{D}\), proceed as follows:

1. Construct the alternating automaton \(A_{\mathcal{D}, \psi}\).

2. Construct an alternating automaton \(A_{K, \psi} = K \times A_{\mathcal{D}, \psi}\) by taking the product of \(K\) and \(A_{\mathcal{D}, \psi}\). This automaton simulates a run of \(A_{\mathcal{D}, \psi}\) over \(\langle T_K, V_K \rangle\).

3. Output “Yes” if \(L(A_{K, \psi}) \neq \emptyset\), and “No”, otherwise.

The type of \(A_{\mathcal{D}, \psi}\) and, consequently, the type of \(A_{K, \psi}\) as well as the complexity of its nonemptiness test, depend on the logic in which \(\psi\) is specified. The crucial point in our approach is that the automaton \(A_{K, \psi}\) can be defined as a word automaton over a 1-letter alphabet; this reduces the complexity of the nonemptiness test. In the remainder of this section we discuss the 1-letter nonemptiness problem and present the product automaton \(A_{K, \psi}\).

### 3.1 The 1-letter Nonemptiness Problem

The nonemptiness problem for nondeterministic word automata is reducible to the 1-letter nonemptiness problem for them; instead of checking the nonemptiness of an automaton \(A = \langle \Sigma, Q, \delta, q_0, F \rangle\), one can check the nonemptiness of the automaton \(A' = \langle \{a\}, Q, \delta', q_0, F \rangle\), where for all \(q \in Q\), we have \(\delta'(q, a) = \bigcup_{q' \in Q} \delta(q', a)\). It is easy to see that if \(A\) accepts some word, then \(A'\) accepts \(a^w\). Also, as each transition of \(A'\) originates from a transition of \(A\), it is not hard to see that if \(A'\) accepts \(a^w\), then there exists a word that is accepted by \(A\). One way to view this is that \(A'\) first guesses an input word and then proceeds like \(A\) over this word.
This reduction, however, is not valid for alternating word automata: if \( \mathcal{A}' \) accepts \( a^\omega \), it is still not guaranteed that \( \mathcal{A} \) accepts some word! Indeed, a necessary condition for the validity of the reduction is that the points of the run of \( \mathcal{A}' \) that correspond to the same suffix guess the same \( \Sigma \)-labeling for this suffix, but nothing enforces this. This problem does not occur when \( \mathcal{A} \) is defined over a singleton alphabet, because there is only one possible word. (Note however that this simplification does not hold for \textit{finite words} since the length of the word is then a distinguishing factor.)

The theorem below relates the complexity of the nonemptiness problem for various classes of automata on infinite words.

A formula in \( B^+(X) \) is \textit{simple} if it either atomic, \textbf{true}, \textbf{false}, or has the form \( x \ast y \), where \( \ast \in \{ \land, \lor \} \) and \( x, y \in X \). An alternating automaton is simple if all its transitions are simple. Thus, in each transition, a simple alternating automaton splits into two copies in either a universal or an existential (when \( \ast \) is \( \lor \) ) mode. Note that states of a 1-letter simple alternating automaton corresponds to nodes in an AND/OR graph.

\textbf{Theorem 3.1} For automata of a given type (i.e., Büchi, Rabin, Street, weak or not, \ldots), the following three problems are interreducible in linear time and logarithmic space.

1. 1-letter nonemptiness of alternating word automata.

2. 1-letter nonemptiness of simple alternating word automata.

3. Nonemptiness of nondeterministic fixed-arity tree automata.

\textbf{Proof:} We prove the theorem by reducing problem 1 to problem 2, reducing problem 2 to problem 3, and reducing problem 3 to problem 1. Before we get to the proof we define the two functions \textit{deflate}: \( B^+(\mathbb{N} \times Q) \rightarrow B^+(Q) \) and \textit{inflate}: \( B^+(Q) \rightarrow B^+(\mathbb{N} \times Q) \). For a formula \( \theta \in B^+(\mathbb{N} \times Q) \), the formula \textit{deflate}(\( \theta \)) is the formula obtained from \( \theta \) by replacing each atom \((c, q)\) in \( \theta \) by the atom \( q \). The function \textit{inflate} is defined with respect to an enumeration \( q_0, q_1, \ldots, q_n \) of the states in \( Q \). For a formula \( \theta \in B^+(Q) \), the formula \textit{inflate}(\( \theta \)) is the formula in \( B^+(\{0, \ldots n\} \times Q) \) obtained from \( \theta \) by replacing each atom \( q_c \) in \( \theta \) by the atom \((c, q_c)\). For example,

- \textit{deflate}((\( (0, q_0) \land (0, q_2) \)) \lor ((0, q_2) \land (1, q_2) \land (1, q_1))) = (q_0 \land q_2) \lor (q_2 \land q_2 \land q_1).

- \textit{inflate}((q_0 \land q_2) \lor (q_2 \land q_2 \land q_1)) = ((0, q_0) \land (2, q_2)) \lor ((2, q_2) \land (2, q_2) \land (1, q_1)).

We start by reducing problem 1 to problem 2. Given an alternating word automaton \( \mathcal{A} = \langle \{a\}, Q, \delta, q_0, F \rangle \), we define an alternating word automaton \( \mathcal{A}' = \langle \{a\}, Q', \delta', q_0, F' \rangle \), such that for all \( q \in Q' \), the formula \( \delta'(q, a) \) is simple, and \( \mathcal{L}(\mathcal{A}) \neq \emptyset \) iff \( \mathcal{L}(\mathcal{A}') \neq \emptyset \). The idea is that since all the suffixes of \( a^\omega \) are the same, we can regard transitions of \( \mathcal{A}' \) as \( \varepsilon \)-transitions and
replace a transition in \( \delta \) with several simple transitions in \( \delta' \). This requires an extension of the state set of \( \mathcal{A} \) with at most the number of subformulas of transitions in \( \delta \). We assume, without loss of generality, that for all \( q \in Q \), the parse tree of the formula \( \delta(q,a) \) is binary; that is, \( \delta(q,a) \) is either \textbf{true}, \textbf{false}, or has the form \( \theta_1 \ast \theta_2 \) (\( \ast \) denotes \( \land \) or \( \lor \)). We define \( Q' \) inductively as follows:

- For every \( q \in Q \), we have \( q \in Q' \).
- For every \( q \in Q \) with \( \delta(q,a) = \theta_1 \ast \theta_2 \), we have \( \theta_1 \in Q' \) and \( \theta_2 \in Q' \).
- For every \( \theta_1 \ast \theta_2 \in Q' \), we have \( \theta_1 \in Q' \) and \( \theta_2 \in Q' \).

Thus, a state in \( Q' \) is either \( q \in Q \), or \( \theta_1 \ast \theta_2 \in \mathcal{B}^+(Q) \). Moreover, \( Q' \) contains all the formulas in \( \mathcal{B}^+(Q) \) that are strict subformulas of transitions in \( \delta \). We define \( \delta' \) as follows:

- \( \delta'(q,a) = \delta(q,a) \). That is, if \( \delta(q,a) \) is \textbf{true} or \textbf{false}, so is \( \delta'(q,a) \). Otherwise, \( \delta(q,a) \) is of the form \( \theta_1 \ast \theta_2 \), in which case the subformulas \( \theta_1 \) and \( \theta_2 \) are regarded in \( \delta'(q,a) \) as states.
- \( \delta'(\theta_1 \ast \theta_2,a) = \theta_1 \ast \theta_2 \).

It is easy to see that all the transitions in \( \delta' \) are simple.

Consider the alphabets \( \Sigma = \mathbb{N}^* \times Q \) and \( \Sigma' = \mathbb{N}^* \times Q' \), and consider an infinite word \( b' \) over \( \Sigma' \). The (possibly finite) word \( b'|_{\Sigma} \) is obtained from \( b' \) by restricting it to its letters in \( \Sigma \). We say that a word \( b' \) over \( \Sigma' \) corresponds to a word \( b \) over \( \Sigma \) iff \( b'|_{\Sigma} = b \). Consider a run \( \langle T', r' \rangle \) of \( \mathcal{A}' \) (recall that one can regard a run of an alternating word automaton as a run of an alternating tree automaton with \( D = \{ 1 \} \)). For every \( F \subseteq Q \) and for every path \( \pi' \subseteq T' \), we have that \( \pi' \) visits infinitely many states in \( F \) iff so does \( \pi'|_{\Sigma} \). Accordingly, as all our acceptance conditions only refer to visiting subsets of \( Q \) infinitely often, we define \( F' = F \).

Every run \( \langle T, r \rangle \) of \( \mathcal{A} \) corresponds to a run \( \langle T', r' \rangle \) of \( \mathcal{A}' \), in the sense that for each path \( \pi \subseteq T \) there exists a path \( \pi' \subseteq T' \) such that \( r'(\pi') \) corresponds to \( r(\pi) \), and vice versa. Indeed, the run \( \langle T', r' \rangle \) proceeds exactly as \( \langle T, r \rangle \), only in “smaller steps”. Similarly, each run \( \langle T', r' \rangle \) of \( \mathcal{A}' \) corresponds to a run \( \langle T, r \rangle \) of \( \mathcal{A} \). Here, \( \langle T, r \rangle \) proceeds in “larger steps”. By the definition of \( \delta' \), it is guaranteed that, when necessary, \( \mathcal{A} \) can cluster several transitions of \( \mathcal{A}' \) into a single transition. Since \( F' = F \), we thus have that \( \langle T, r \rangle \) is accepting iff \( \langle T', r' \rangle \) is accepting. Thus, \( \mathcal{L}(A) \neq \emptyset \) iff \( \mathcal{L}(A') \neq \emptyset \).

We prove that \( \mathcal{A} \) and \( \mathcal{A}' \) are of the same type. Clearly, they agree on the type of their acceptance conditions. We show that if \( \mathcal{A} \) is weak then so is \( \mathcal{A}' \). Let \( \{ Q_1, Q_2, \ldots, Q_n \} \) be the partition of \( Q \) into sets such that \( Q_1 \leq \ldots \leq Q_n \) is an extension of the partial order to a total order. We define a partition \( \{ Q'_1, Q'_2, \ldots, Q'_n \} \) of \( Q' \) as follows. A state \( q' \in Q' \) is a member of \( Q'_i \) iff one of the following holds:

1. \( q' \in Q_i \), or
2. \( i = \min \{ j : q^j \text{ is a subformula of } \delta(q,a) \text{ for } q \in Q_j \} \).

That is, a state that corresponds to a state of \( \mathcal{A} \) remains in its set there. A state associated with a subformula \( \theta \) joins the least \( Q_i \) from which \( \theta \) is reachable. It is easy to see that \( \{Q_1', Q_2', \ldots, Q_n'\} \) is a valid partition, with the ordering \( Q_1' \leq \ldots \leq Q_n' \).

We now reduce problem 2 to problem 3. Let \( \mathcal{A} = \langle \{a\}, Q, \delta, q_0, F \rangle \) be a simple alternating word automaton. Consider the alternating tree automaton \( \mathcal{A}' = \langle \{a\}, \{n\}, Q, \delta', q_0, F \rangle \), where \( n = |Q| \) and for all \( q \in Q \) we have that \( \delta'(q,a,n) = \text{inflate}(\delta(q,a)) \). The fact that the transitions in \( \delta \) are simple guarantees that so are the transitions in \( \delta' \). Also, the definition of inflate guarantees that for all \( q \in Q \) and all atoms \( (i,j) \) in \( \delta'(q,a,n) \), we have that \( i = j \). Thus, if \( \delta'(q,a,n) \) is a conjunction that sends two copies of the automaton to the same direction, then these copies enter the same state and they are equivalent to a single copy sent to this direction. Hence, \( \mathcal{A}' \) can be viewed as a nondeterministic tree automaton. Formally, let \( \mathcal{A}'' = \langle \{a\}, \{n\}, Q'', \delta'', q_0, F'' \rangle \) be a nondeterministic tree automaton, where

- \( n = |Q| \),
- \( Q'' = Q \cup \{q_{\text{acc}}\} \),
- \( \delta'' : Q'' \times \{a\} \times \{n\} \rightarrow 2^{Q''} \) is defined as follows.
  - If \( \delta'(q,a,n) = \text{true} \), then \( \delta''(q,a,n) = \{q_{\text{acc}}, q_{\text{acc}}, \ldots, q_{\text{acc}}\} \).
  - If \( \delta'(q,a,n) = \text{false} \), then \( \delta''(q,a,n) = \emptyset \).
  - If \( \delta'(q,a,n) = (c_1, q_{c_1}) \land (c_2, q_{c_2}) \), then \( \delta''(q,a,n) = \{s_0, s_1, \ldots, s_{n-1}\} \), where \( s_{c_1} = q_{c_1}, s_{c_2} = q_{c_2} \), and \( s_i = q_{\text{acc}} \) for \( i \notin \{c_1, c_2\} \).
  - If \( \delta'(q,a,n) = (c_1, q_{c_1}) \lor (c_2, q_{c_2}) \), then \( \delta''(q,a,n) = \{s_0^1, s_1^1, \ldots, s_{n-1}^1, s_0^2, s_1^2, \ldots, s_{n-1}^2\} \), where \( s_{c_1}^1 = q_{c_1}, s_{c_2}^2 = q_{c_2} \), and \( s_i^j = q_{\text{acc}} \) for \( (j,i) \notin \{(1,c_1),(2,c_2)\} \).
- \( \delta''(q_{\text{acc}}, a, n) = \{q_{\text{acc}}, q_{\text{acc}}, \ldots, q_{\text{acc}}\} \).

- \( F'' \) extends \( F \) by making \( q_{\text{acc}} \) an accepting sink. Thus, for example, if \( \mathcal{A}' \) is a Büchi automaton, then \( F'' = F \cup \{q_{\text{acc}}\} \).

Clearly, \( \mathcal{L}(\mathcal{A}') = \mathcal{L}(\mathcal{A}'') \). We show that \( \mathcal{L}(\mathcal{A}) \neq \emptyset \) iff \( \mathcal{L}(\mathcal{A}') \neq \emptyset \). Assume first that \( \mathcal{L}(\mathcal{A}) \neq \emptyset \). Then, there exists an accepting run \( \langle T, r \rangle \) of \( \mathcal{A} \) over \( a^\omega \). It is easy to see that the tree \( \langle T, r' \rangle \), in which \( r'(e) = r(e) \) and for all \( y \cdot c \in T \) with \( r'(y) = (x,q) \) and \( r(y \cdot c) = (0^{|y|+1}, q_i) \), we have \( r'(y \cdot c) = (x \cdot i, q_i) \), is an accepting run of \( \mathcal{A}' \) over the \( a \)-labeled \(|Q|\)-ary tree. Assume now that \( \mathcal{L}(\mathcal{A}') \neq \emptyset \). Then, there exists an accepting run \( \langle T, r' \rangle \) of \( \mathcal{A}' \) over the \( a \)-labeled \(|Q|\)-ary tree. It is easy to see that the tree \( \langle T, r \rangle \), in which for all \( y \in T \) with \( r'(y) = (x,q) \) we have \( r(y) = (0^{|y|}, q) \), is an accepting run of \( \mathcal{A} \) over \( a^\omega \). It is also easy to see that the type of \( \mathcal{A} \) is preserved.
It is left to reduce problem 3 to problem 1. The nonemptiness problem for nondeterministic tree automata is reducible to their 1-letter nonemptiness problem [Rab69]. In addition, the reduction preserves the type of the automaton. Hence, as nondeterministic tree automata are a special case of alternating tree automata, we reduce the problem of 1-letter nonemptiness for alternating fixed-arity tree automata to problem 1.

Consider a 1-letter alternating tree automaton \( A \) over \( n \)-ary trees. Since the 1-letter \( n \)-ary tree is homogeneous (that is, all its subtrees are identical), then it is not important to which direction \( A \) sends new copies in each of its transitions. Thus, we can assume, without loss of generality, that for every atom \((i, q_j)\) in the transitions of \( A \) we have that \( i = j \). Given an alternating tree automaton \( A = \langle \{a\}, \{n\}, Q, \delta, q_0, F \rangle \) with this property, consider the alternating word automaton \( A' = \langle \{a\}, Q, \delta', q_0, F \rangle \), where for all \( q \in Q \) we have \( \delta'(q, a) = \text{deflate}(\delta(q, a, n)) \). We show that \( \mathcal{L}(A) \neq \emptyset \) iff \( \mathcal{L}(A') \neq \emptyset \). Intuitively, since the 1-letter tree that could be accepted is unique, its branching structure is not important.

Assume first that \( \mathcal{L}(A) \neq \emptyset \). Then, there exists an accepting run \( \langle T, r \rangle \) of \( A \) over the \( n \)-ary \( a \)-labeled tree. It is easy to see that the tree \( \langle T, r' \rangle \), in which for all \( y \in T \) with \( r(y) = (x, q) \) we have \( r'(y) = (0^{|x|}, q) \), is an accepting run of \( A' \) over \( a^\omega \). Assume now that \( \mathcal{L}(A') \neq \emptyset \). Then, there exists an accepting run \( \langle T, r' \rangle \) of \( A' \) over \( a^\omega \). Consider the tree \( \langle T, r \rangle \) in which \( r(\varepsilon) = r'(\varepsilon) \) and for all \( y \cdot c \in T \) with \( r(y) = (x, q) \) and \( r'(y \cdot c) = (0^{|y|+1}, q_i) \), we have \( r(y \cdot c) = (x \cdot i, q_i) \). As we assumed that all atoms \((i, q_j)\) in \( \delta \) have \( i = j \), it is easy to see that \( \langle T, r \rangle \) is an accepting run of \( A \). Clearly, the reduction preserves the type of \( A \).

We will study later in the paper the complexity of the 1-letter nonemptiness problem.

### 3.2 The Product Automaton

In this section we present the core step of our approach. Given the alternating tree automaton \( A_{\mathcal{D}, \psi} \) and a Kripke structure \( K \), we define their product \( A_{K, \psi} \) as a 1-letter alternating word automaton. Thus, taking the product with \( K \) gives us two things. First, we move from a tree automaton to a word automaton. Second, we move from an automaton over an alphabet \( 2^{|A|} \) to a 1-letter automaton. Obviously, the nonemptiness problem for tree automata can not, in general, be reduced to the nonemptiness problem of word automata. Also, as discussed above, the nonemptiness problem for alternating word automata cannot, in general, be reduced to the 1-letter nonemptiness problem. It is taking the product with \( K \) that makes both reductions valid here. Since each state in \( A_{K, \psi} \) is associated with a state \( w \) of \( K \), then each state has the exact information as to which subtree of \( \langle T_K, V_K \rangle \) it is responsible for (i.e., which subtree it would have run over if \( A_{K, \psi} \) had not been a 1-letter word automaton). The branching structure of \( \langle T_K, V_K \rangle \) and its \( 2^{|A|} \)-labeling are thus embodied in the states of \( A_{K, \psi} \). In particular, it is guaranteed that all the copies of the product automaton that start in a certain state, say one associated with \( w \), follow the same labeling: the one that corresponds to computations of \( K \) that start in \( w \).
Let $A_{D,\psi} = \langle 2^D, D, Q_\psi, \delta_\psi, q_0, F_\psi \rangle$ be an alternating tree automaton that accepts exactly all the $D$-trees that satisfy $\psi$ (the details of the construction of $A_{D,\psi}$ depend on the logic in which $\psi$ is specified; we consider some examples in the next section) and let $K = (A^P, W, R, w^0, L)$ be a Kripke structure with degrees in $D$. The product automaton of $A_{D,\psi}$ and $K$ is an alternating word automaton $A_{K,\psi} = \langle \{a\}, W \times Q_\psi, \delta, \langle w^0, q_0 \rangle, F \rangle$ where $\delta$ and $F$ are defined as follows:

- Let $q \in Q_\psi$, $w \in W$, $\text{succ}_R(w) = \langle w_0, \ldots, w_{d(w)-1} \rangle$, and $\delta_\psi(q, L(w), d(w)) = \theta$. Then $\delta(\langle w, q \rangle, a) = \theta'$, where $\theta'$ is obtained from $\theta$ by replacing each atom $(c, q')$ in $\theta$ by the atom $\langle w_c, q' \rangle$.

- The acceptance condition $F$ is defined according to the acceptance condition $F_\psi$ of $A_{D,\psi}$. If $F_\psi \subseteq Q_\psi$ is a Büchi condition, then $F = W \times F_\psi$ is also a Büchi condition. If $F_\psi = \{(G_1, B_1), \ldots, (G_m, B_m)\}$ is a Rabin (or Streett) condition, then $F = \{(W \times G_1, W \times B_1), \ldots, (W \times G_m, W \times B_m)\}$ is also a Rabin (or Streett) condition.

It is easy to see that $A_{K,\psi}$ is of the same type as $A_{D,\psi}$. In particular, if $A_{D,\psi}$ is a WAA (with a partition $\{Q_1, Q_2, \ldots, Q_n\}$), then so is $A_{K,\psi}$ (with a partition $\{W \times Q_1, W \times Q_2, \ldots, W \times Q_n\}$).

**Proposition 3.2**

1. $\|A_{K,\psi}\| = O(\|K\| \cdot \|A_{D,\psi}\|)$.

2. $\mathcal{L}(A_{K,\psi})$ is nonempty if and only if $K \models \psi$.

**Proof:** (1) follows easily from the definition of $A_{K,\psi}$. Indeed, $|W \times Q_\psi| = |W| \cdot |Q_\psi|$, $\|\delta\| = |W| \cdot \|\delta_\psi\|$, and $|F| = |W| \cdot |F_\psi|$.

To prove (2), we show that $\mathcal{L}(A_{K,\psi})$ is nonempty if and only if $A_{D,\psi}$ accepts $\langle T_K, V_K \rangle$. Since $A_{D,\psi}$ accepts exactly all the $D$-trees that satisfy $\psi$, and since all the degrees of $T_K$ are in $D$, the latter holds if and only if $K \models \psi$. Given an accepting run of $A_{D,\psi}$ over $\langle T_K, V_K \rangle$, we construct an accepting run of $A_{K,\psi}$. Also, given an accepting run of $A_{K,\psi}$, we construct an accepting run of $A_{D,\psi}$ over $\langle T_K, V_K \rangle$.

Assume first that $A_{D,\psi}$ accepts $\langle T_K, V_K \rangle$. Thus, there exists an accepting run $\langle T_r, r \rangle$ of $A_{D,\psi}$ over $\langle T_K, V_K \rangle$. Recall that $T_r$ is labeled with $\mathbb{N}^* \times Q_\psi$. A node $y \in T_r$ with $r(y) = (x, q)$ corresponds to a copy of $A_{D,\psi}$ that is in the state $q$ and reads the tree obtained by unwinding $K$ from $V_K(x)$. Consider the tree $\langle T_r, r' \rangle$ where $T_r$ is labeled with $0^* \times W \times Q_\psi$ and for every $y \in T_r$ with $r(y) = (x, q)$, we have $r'(y) = (0^{|x|}, V_K(x), q)$. We show that $\langle T_r, r' \rangle$ is an accepting run of $A_{K,\psi}$. In fact, since $F = W \times F_\psi$, we only need to show that $\langle T_r, r' \rangle$ is a run of $A_{K,\psi}$; acceptance follows from the fact that $\langle T_r, r \rangle$ is accepting. Intuitively, $\langle T_r, r' \rangle$ is a “legal” run, since the $W$-component in $r'$ always agrees with $V_K$. This agreement is the only additional requirement of $\delta$ with respect to $\delta_\psi$. Consider a node $y \in T_r$ with $r(y) = (x, q)$, $V_K(x) = w$, and $\text{succ}_R(w) = \langle w_0, \ldots, w_{k-1} \rangle$. Let $\delta_\psi(q, w, k) = \theta$. Since $\langle T_r, r \rangle$ is a run of $A_{D,\psi}$, there exists
a set \( \{(c_0, q_0), (c_1, q_1), \ldots, (c_n, q_n)\} \) satisfying \( \theta \), such that the successors of \( y \) in \( T_r \) are \( y \cdot i \), for \( 1 \leq i \leq n \), each labeled with \( (x \cdot c_i, q_i) \). In \( \langle T_r, r' \rangle \), by its definition, \( r'(y) = (0^{\mid x \mid}, w, q) \) and the successors of \( y \) are \( y \cdot i \), each labeled with \( (0^{\mid x+1 \mid}, w_{c_i}, q_i) \). Let \( \delta(q, a) = \theta' \). By the definition of \( \delta \), the set \( \{(w_{c_0}, q_0), (w_{c_1}, q_1), \ldots, (w_{c_n}, q_n)\} \) satisfies \( \theta' \). Thus, \( \langle T_r, r' \rangle \) is a run of \( A_{K, \psi} \).

Assume now that \( A_{K, \psi} \) accepts \( a^\omega \). Thus, there exists an accepting run \( \langle T_r, r \rangle \) of \( A_{K, \psi} \). Recall that \( T_r \) is labeled with \( 0^* \times W \times Q_\psi \). Consider the tree \( \langle T_r, r' \rangle \) labeled with \( \mathbb{N}^* \times Q_\psi \), where \( r'(\varepsilon) = (\varepsilon, q_0) \) and for every \( y \cdot c \in T_r \) with \( r'(y) \in \{x\} \times Q_\psi \) and \( r(y \cdot c) = (0^{\mid x+1 \mid}, w, q) \), we have \( r'(y \cdot c) = (x \cdot i, q) \), where \( i \) is such that \( V_K(x \cdot i) = w \). As in the previous direction, it is easy to see that \( \langle T_r, r' \rangle \) is an accepting run of \( A_{D, \psi} \) over \( \langle T_K, V_K \rangle \).

\[ \square \]

Proposition 3.2 can be viewed as an automata-theoretic generalization of Theorem 4.1 in [EJS93].

In conclusion, given an alternating automaton \( A_{D, \psi} \) such that \( A_{D, \psi} \) accepts exactly all the \( D \)-trees that satisfy \( \psi \), model checking of a Kripke structure \( K \) with degrees in \( D \) with respect to \( \psi \) is reducible to checking the 1-letter nonemptiness of a word automaton of the same type as \( A_{D, \psi} \) and of size \( O(\|K\| \cdot \|A_{D, \psi}\|) \). Similar approaches, where Boolean graphs and games are used for model checking and for bisimulation checking are presented in [And92, Lar92, AV95] (Boolean graphs) and [Sti96] (games). In the following sections, we show how this approach can be used to derive, in a uniform way, known complexity bounds for model checking of several branching temporal logics, as well as to obtain new space complexity bounds.

### 4 Primary Applications

In the previous section, we presented an automata-based method for model checking of branching temporal logics. The efficiency of our method depends on the efficiency of the translation of branching temporal logic formulas to automata as well as the efficiency of the 1-letter nonemptiness test for them. In this section we present an application of the method with respect to CTL, the alternation-free \( \mu \)-calculus, and the \( \mu \)-calculus.

#### 4.1 Model Checking for CTL and Alternation-free \( \mu \)-Calculus

Vardi and Wolper showed how to solve the validity problem for CTL via an exponential translation of CTL formulas to Büchi automata over infinite trees [VW86b]¹. Muller et al. provided a simpler proof, via a linear translation of branching dynamic logic formulas to WAAs [MSS88]. We exploit here the ideas of Muller et al. by demonstrating a linear translation from CTL formulas to WAAs. The idea is simple: each state in the automaton for \( \psi \) corresponds to a subformula of \( \psi \). The transitions of the automaton then follows the semantics of CTL.

¹The translation described in [VW86b] handles PDL formulas, but can be easily adjusted to CTL.
For example, the automaton for the formula $EFp$ has a single state $q$. When the automaton in state $q$ reads a node in which $p$ holds, its task is completed, and the transition function is true. When the automaton is state $q$ reads a node in which $p$ does not hold, it sends a copy in state $q$ to one of the successors of the node. The acceptance condition of the automaton is $\emptyset$, guaranteeing that eventually the automaton reads a node in which $p$ holds.

**Theorem 4.1** Given a CTL formula $\psi$ and a set $D \subset \mathbb{N}$, we can construct in linear running time a WAA $A_{D,\psi} = \langle 2^{A^P}, D, cl(\psi), \delta, \psi, F \rangle$ such that $L(A_{D,\psi})$ is exactly the set of $D$-trees satisfying $\psi$.

**Proof:** The set $F$ of accepting states consists of all the $\tilde{U}$-formulas in $cl(\psi)$. It remains to define the transition function $\delta$. For all $\sigma \in 2^{A^P}$ and $k \in D$, we define:

- $\delta(p, \sigma, k) = \text{true}$ if $p \in \sigma$.  
- $\delta(p, \sigma, k) = \text{false}$ if $p \notin \sigma$.
- $\delta(-p, \sigma, k) = \text{true}$ if $p \notin \sigma$.  
- $\delta(-p, \sigma, k) = \text{false}$ if $p \in \sigma$.
- $\delta(\varphi_1 \land \varphi_2, \sigma, k) = \delta(\varphi_1, \sigma, k) \land \delta(\varphi_2, \sigma, k)$.
- $\delta(\varphi_1 \lor \varphi_2, \sigma, k) = \delta(\varphi_1, \sigma, k) \lor \delta(\varphi_2, \sigma, k)$.
- $\delta(AX\varphi, \sigma, k) = \bigwedge_{c=0}^{k-1}(c, \varphi)$.
- $\delta(EX\varphi, \sigma, k) = \bigvee_{c=0}^{k-1}(c, \varphi)$.
- $\delta(A\varphi_1 U\varphi_2, \sigma, k) = \delta(\varphi_2, \sigma, k) \lor (\delta(\varphi_1, \sigma, k) \land \bigwedge_{c=0}^{k-1}(c, A\varphi_1 U\varphi_2))$.
- $\delta(E\varphi_1 U\varphi_2, \sigma, k) = \delta(\varphi_2, \sigma, k) \lor (\delta(\varphi_1, \sigma, k) \land \bigvee_{c=0}^{k-1}(c, E\varphi_1 U\varphi_2))$.
- $\delta(A\varphi_1 \tilde{U}\varphi_2, \sigma, k) = \delta(\varphi_2, \sigma, k) \land (\delta(\varphi_1, \sigma, k) \lor \bigwedge_{c=0}^{k-1}(c, A\varphi_1 \tilde{U}\varphi_2))$.
- $\delta(E\varphi_1 \tilde{U}\varphi_2, \sigma, k) = \delta(\varphi_2, \sigma, k) \land (\delta(\varphi_1, \sigma, k) \lor \bigvee_{c=0}^{k-1}(c, E\varphi_1 \tilde{U}\varphi_2))$.

The weakness partition and order of $A_{D,\psi}$ are defined as follows. Each formula $\varphi \in cl(\psi)$ constitutes a (singleton) set \{\varphi\} in the partition. The partial order is then defined by \{\varphi_1\} \leq \{\varphi_2\} iff $\varphi_1 \in cl(\varphi_2)$. Since each transition of the automaton from a state $\varphi$ leads to states associated with formulas in $cl(\varphi)$, the weakness conditions hold. In particular, each set is either contained in $F$ or disjoint from $F$.

We now prove the correctness of our construction, namely, that $L(A_{D,\psi})$ contains exactly all the $D$-trees that satisfy $\psi$. We first prove that $A_{D,\psi}$ is sound. That is, given an accepting run $\langle T_r, r \rangle$ of $A_{D,\psi}$ over the tree $\langle T_K, V_K \rangle$, we prove that for every $y \in T_r$ such that $r(y) = (x, \varphi)$, we have $V_K(x) \models \varphi$. Thus, in particular, $V_K(\epsilon) \models \psi$. The proof proceeds by induction on the structure of $\varphi$. The case where $\varphi$ is an atomic proposition is immediate and the cases where $\varphi$ is $\varphi_1 \land \varphi_2$, $\varphi_1 \lor \varphi_2$, $AX\varphi_1$, or $EX\varphi_1$ follow easily, by the induction hypothesis, from the
definition of $\delta$. Less immediate are the cases where $\varphi$ is an $U$-formula or a $\tilde{U}$-formula. Consider first the case where $\varphi$ is of the form $A\varphi_1 U \varphi_2$ or $E\varphi_1 U \varphi_2$. As $\langle T_r, r \rangle$ is an accepting run, it visits the state $\varphi$ only finitely often. Since $A\varphi_2$ keeps inheriting $\varphi$ as long as $\varphi_2$ is not satisfied, then it is guaranteed, by the definition of $\delta$ and the induction hypothesis, that along all paths or some path, as required in $\varphi$, $\varphi_2$ does eventually holds and $\varphi_1$ holds until then. Consider now the case where $\varphi$ is of the form $A\varphi_1 \tilde{U} \varphi_2$ or $E\varphi_1 \tilde{U} \varphi_2$. Here, it is guaranteed, by the definition of $\delta$ and the induction hypothesis, that $\varphi_2$ holds either always or until both $\varphi_2$ and $\varphi_1$ hold.

We now prove that $A_{D, \psi}$ is complete. That is, given a $D$-tree $\langle T_K, V_K \rangle$ such that $\langle T_K, V_K \rangle \models \psi$, we prove that $A_{D, \psi}$ accepts $\langle T_K, V_K \rangle$. In fact, we show that there exists an accepting run $\langle T_r, r \rangle$ of $A_{D, \psi}$ over $\langle T_K, V_K \rangle$. We define $\langle T_r, r \rangle$ as follows. The run starts at the initial state; thus $r(\varepsilon) = (x, \psi)$. The run proceeds maintaining the invariant that for all $y \in T_r$ with $r(y) = (x, \varphi)$, we have $V_K(x) \models \varphi$. Since $\langle T_K, V_K \rangle \models \psi$, the invariant holds for $y = \varepsilon$. Also, by the semantic of CTL and the definition of $\delta$, the run can always proceed such that all the successors $y \cdot c$ of a node $y$ that satisfies the invariant have $r(y \cdot c) = (x, \varphi')$ with $V_K(x') \models \varphi'$. Finally, the run always try to satisfy eventualities of $U$-formulas. Thus, whenever $\varphi$ is of the form $A\varphi_1 U \varphi_2$ or $E\varphi_1 U \varphi_2$ and $V_K(x) \models \varphi_2$, it proceeds according to $\delta(\varphi_2, V_K(x), d(x))$. It is easy to see that all the paths in such $\langle T_r, r \rangle$ are either finite or reach a state associated with a $\tilde{U}$-formula and stay there thereafter. Thus, $\langle T_r, r \rangle$ is accepting.

By the sufficient degree property [ES84], a CTL formula $\psi$ is satisfiable if and only if it is satisfied in an $\{n\}$-tree, where $n$ is the number of occurrences of the path quantifier $E$ in $\psi$. Hence, satisfiability of $\psi$ can be reduced to the nonemptiness of $A_{\{n\}, \psi}$. As the nonemptiness problem for WAA*s is in exponential time [MSS86], the above described WAA*s provide also an exponential-time satisfiability procedure for CTL.

**Example 4.2** Consider the CTL formula $\psi = A(trueU(Afalse\tilde{U}p))$. For every $D \subseteq \mathbb{N}$, the WAA associated with $\psi$ is $A_{D, \psi} = \langle \{\{p\}, \emptyset\}, D, \{\psi, \text{Afalse}\tilde{U}p\}, \delta, \psi, \{\text{Afalse}\tilde{U}p\} \rangle$, where $\delta$ is described in the following table (we restrict $A_{D, \psi}$ to the reachable states).

<table>
<thead>
<tr>
<th>state</th>
<th>$q$</th>
<th>$\delta(q, {\psi}, k)$</th>
<th>$\delta(q, \emptyset, k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi$</td>
<td></td>
<td>$\wedge c \leq k(c, \text{Afalse}\tilde{U}p) \lor \wedge c = 0(c, \psi)$</td>
<td>$\wedge c = 0(c, \psi)$</td>
</tr>
<tr>
<td>Afalse\tilde{U}p</td>
<td>$\wedge c = 0(c, \text{Afalse}\tilde{U}p)$</td>
<td>false</td>
<td></td>
</tr>
</tbody>
</table>

In the state $\psi$, if $p$ holds in the present, then $A_{D, \psi}$ may either guess that $\text{Afalse}\tilde{U}p$, the eventuality of $\psi$, is satisfied in the present, or proceed with $\wedge c = 0(c, \psi)$, which means that the requirement for fulfilling the eventuality of $\psi$ is postponed to the future. The crucial point is that since $\psi \not\in F$, infinite postponing is impossible. In the state $\text{Afalse}\tilde{U}p$, $A_{D, \psi}$ expects a tree in which $p$ is always true in all paths. Then, it keeps visiting $\text{Afalse}\tilde{U}p$ forever. Since $\text{Afalse}\tilde{U}p \in F$, this is permitted.
Example 4.3 Consider the CTL formula $\psi = \mathcal{A}((EX\neg p)Ub)$. For every $D \subset \mathbb{N}$, the WAA associated with $\psi$ is $\mathcal{A}_{D,\psi} = \langle 2^{[p,b]}, D, \{\psi, \neg \psi\}, \delta, \psi, \emptyset \rangle$, where $\delta$ is described in the following table (we restrict $\mathcal{A}_{D,\psi}$ to its reachable states).

<table>
<thead>
<tr>
<th>state $q$</th>
<th>$\delta(q, {p, b}, k)$</th>
<th>$\delta(q, {p}, k)$</th>
<th>$\delta(q, {b}, k)$</th>
<th>$\delta(q, \emptyset, k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi$</td>
<td>true</td>
<td>$\bigvee_{c=0}^{k-1}(c, \neg p) \land \bigwedge_{c=0}^{k-1}(c, \psi)$</td>
<td>true</td>
<td></td>
</tr>
<tr>
<td>$\neg p$</td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>true</td>
</tr>
</tbody>
</table>

In the state $\psi$, if $b$ does not hold on the present, then $\mathcal{A}_{D,\psi}$ requires both $EX\neg p$ to be satisfied in the present (that is, $\neg p$ to be satisfied in some successor), and $\psi$ to be satisfied by all the successors. As $\psi \notin F$, $\mathcal{A}_{D,\psi}$ should eventually reach a node that satisfies $b$.

We now present a similar translation for the alternation-free $\mu$-calculus.

Theorem 4.4 Given an alternation-free guarded $\mu$-calculus formula $\psi$ and a set $D \subset \mathbb{N}$, we can construct in linear running time a WAA $\mathcal{A}_{D,\psi} = \langle 2^{[p,b]}, D, cl(\psi), \delta, \psi, F \rangle$, such that $\mathcal{L}(\mathcal{A}_{D,\psi})$ is exactly the set of $D$-trees satisfying $\psi$.

Proof: For atomic propositions constants and for formulas of the forms $\varphi_1 \land \varphi_2, \varphi_1 \land \neg \varphi_2, AX\varphi$, or $EX\varphi$, the transition function $\delta$ is equal to the one described for CTL. For $\mu$ and $\nu$ formulas, and for all $\sigma \in \Sigma$ and $k \in D$, we define:

- $\delta(\mu y.f(y), \sigma, k) = \delta(f(\mu y.f(y)), \sigma, k)$.
- $\delta(\nu y.f(y), \sigma, k) = \delta(f(\nu y.f(y)), \sigma, k)$.

Note that since $\psi$ is guarded, it is guaranteed that we have no circularity in the definition of $\delta$. In order to define $F$, we define an equivalence relation $\mathcal{R}$ over $cl(\varphi)$ where

$$\varphi_1 \mathcal{R} \varphi_2 \iff \varphi_1 \in cl(\varphi_2) \text{ and } \varphi_2 \in cl(\varphi_1).$$

Since $\psi$ is alternation free, it is guaranteed that an equivalence class of $\mathcal{R}$ cannot contain both a $\nu$-formula and a $\mu$-formula. A state $\varphi \in cl(\psi)$ belongs to $F$ if and only if it belongs to an equivalence class that contains a $\nu$-formula.

The weakness partition and order of $\mathcal{A}_{D,\psi}$ are induced by $\mathcal{R}$ as follows. Each equivalence class of $\mathcal{R}$ constitutes a set $Q_i$. We denote each set $Q_i$ by $[\varphi]$, for some $\varphi \in Q_i$. The partial order is defined by $[\varphi_1] \leq [\varphi_2] \iff \varphi_1 \in cl(\varphi_2)$. As in CTL, since each transition of the automaton from a state $\varphi$ leads to states associated with formulas in $cl(\varphi)$, the weakness conditions hold. In particular, each set is either contained in $F$ or disjoint from $F$.

The correctness proof of the construction is similar to the one for CTL. Here, the definition of $F$ guarantees that an accepting run cannot get trapped in a set with a $\mu$-formula, and, on
the other hand, it is allowed to stay forever in a set with a \( \nu \)-formula. We describe here the soundness and completeness for the formula \( \mu z.f(z) \). Recall that \( \mu z.f(z) \) is equivalent to the formula \( f(\mu z.f(z)) \). Thus, proceeding according to \( f(\mu z.f(z)) \) is consistent with the semantics of \( \mu \)-calculus. Assume that \( \langle T_r, r \rangle \) is an accepting run over a tree \( \langle T_K, V_K \rangle \). We prove that for every \( \varphi \in d(\psi) \) and for every \( y \in T_K \) such that \( r(y) = (x, \varphi) \), we have \( V_K(x) \models \varphi \). As in CTL, the proof proceeds by induction on the structure of \( \varphi \). Let \( \varphi = \mu z.f(z) \). Since \( r \) is an accepting run, it visits the set \([\varphi]\) only finitely often. The only possibility of \( r \) to escape from the set \([\varphi]\) is to proceed to states \( \xi \) that appear in \( \delta(f(\varphi), \sigma, k) \) and for which \( \varphi \not\in d(\xi) \). For such \( \xi \), we can employ the induction hypothesis, which implies, by the semantics of \( \mu \)-calculus and the definition of \( \delta \), that \( V_K(x) \models \varphi \). For the completeness, we show that if \( \langle T_K, V_K \rangle \models \psi \), then there exists an accepting run of \( A_D,\psi \) over \( \langle T_K, V_K \rangle \). As in CTL, we can define a run \( \langle T_r, r \rangle \) such that for all \( y \in T_r \) with \( r(y) = (x, \varphi) \), we have \( V_K(x) \models \varphi \). Consider a node \( y \in T_r \) with \( r(y) = (x, \mu z.f(z)) \). Let \( \varphi = \mu z.f(z) \). If \( V_K(x) \) satisfies \( \varphi \) by satisfying a subformula \( \xi \) of \( f(\mu z.f(z)) \) for which \( \varphi \not\in d(\xi) \), we say that \( y \) is an escape node. By the semantics of \( \mu \)-calculus and the definition of \( \delta \), all the nodes \( y \in T_r \) with \( r(y) = (x, \mu z.f(z)) \) eventually reach an escape node. Hence, the run \( \langle T_r, r \rangle \) can proceed to states associated with the corresponding subformulas \( \xi \) and avoids \([\varphi]\)-cycles.

**Example 4.5** Consider the formula \( \psi = \mu y. (p \lor EXAXy) \). For every \( D \subset \mathbb{N} \), the WAA associated with \( \psi \) and \( D \) is \( A_{D,\psi} = (\{ \{ p \}, \emptyset \}, D, \{ \psi, AX\psi \}, \delta, \psi, \emptyset) \), where \( \delta \) is described below (we restrict \( A_{D,\psi} \) to its reachable states).

By definition, \( \delta(\mu y. (p \lor EXAXy), \sigma, k) = \delta(p \lor EXAX\mu y. (p \lor EXAXy), \sigma, k) \). Hence we have:

<table>
<thead>
<tr>
<th>state</th>
<th>( \delta(q, { p }, k) )</th>
<th>( \delta(q, \emptyset, k) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \psi )</td>
<td>true</td>
<td>( \forall_{c=0}^{k-1}(c, AX\psi) )</td>
</tr>
<tr>
<td>( AX\psi )</td>
<td>( \wedge_{c=0}^{k-1}(c, \psi) )</td>
<td>( \wedge_{c=0}^{k-1}(c, \psi) )</td>
</tr>
</tbody>
</table>

In the state \( \psi \), if \( p \) does not hold in the present, \( AX\psi \) should be satisfied in some successor. Since the state set of \( A_{D,\psi} \) constitutes a single rejecting set, \( p \) should eventually hold.

We now turn to study the complexity of the nonemptiness problem for WAA. We first consider the general nonemptiness problem for them.

**Theorem 4.6** The nonemptiness problem for weak alternating automata is EXPTIME-complete.

**Proof:** Membership in EXPTIME is proved in [MSS86]. Hardness in EXPTIME follows from reduction of satisfiability of CTL, proved to be EXPTIME-hard in [FL79].
Thus, the general nonemptiness problem for WAAAs, the one required for solving the satisfiability problem, cannot be solved efficiently. For model checking, we do not have to solve the general nonemptiness problem. Taking the product with the Kripke structure, we get a 1-letter WAA over words. As we prove below, the nonemptiness problem for these automata can be solved in linear time. We note that the general nonemptiness problem for WAA over words is PSPACE-complete [MH84]. Thus, the transition to a 1-letter automaton is essential. Also, as follows from Theorem 3.1, the best upper-bound known for 1-letter nonemptiness of Büchi alternating word automata is quadratic [VW86b]. Thus, the weakness of the automaton is also essential.

**Theorem 4.7** The 1-letter nonemptiness problem for weak alternating word automata is decidable in linear running time.

**Proof:** Following Theorem 3.1, we prove that the 1-letter nonemptiness problem for simple weak alternating word automata is decidable in linear running time. We present an algorithm with linear running time for checking the nonemptiness of the language of a simple weak alternating word automaton $A = \langle \{a\}, Q, \delta, Q^0, \alpha \rangle$.

The algorithm labels the states of $A$ with either 'T', standing for true, or 'F', standing for false. The intuition is that states $q \in Q$ for which the language of $A^q$ (i.e., the language of $A$ with $q$ as the initial state) is nonempty are labeled with 'T' and states $q$ for which the language of $A^q$ is empty are labeled with 'F'. The language of $A$ is thus nonempty if and only if the initial state $q_0$ is labeled with 'T'.

As $A$ is weak, there exists a partition of $Q$ into disjoint sets $Q_i$ such that there exists a partial order $\preceq$ on the collection of the $Q_i$'s and such that for every $q \in Q_i$ and $q' \in Q_j$ for which $q'$ occurs in $\delta(q, a)$, we have that $Q_j \preceq Q_i$. Thus, transitions from a state in $Q_i$ lead to states in either the same $Q_i$ or a lower one. In addition, each set $Q_i$ is classified as accepting, if $Q_i \subseteq \alpha$, or rejecting, if $Q_i \cap \alpha = \emptyset$. Following Theorem 2.2, if the partition of $Q$ is not given, one can find such a partition in linear time. The algorithm works in phases and proceeds up the partial order. We regard true and false as states with a self loop. The state true constitutes an accepting set and the state false constitutes a rejecting set, both minimal in the partial order. Let $Q_1 \preceq \ldots \preceq Q_n$ be an extension of the partial order to a total order. In each phase $i$, the algorithm handles states from the minimal set $Q_i$ that still has not been labeled.

States that belong to the set $Q_i$ are labeled according to the classification of $Q_1$. Thus, they are labeled with 'T' if $Q_1$ is an accepting set and they are labeled with 'F' if it is a rejecting set. Once a state $q \in Q_i$ is labeled with 'T' or 'F', transition functions in which $q$ occurs are simplified accordingly; i.e., a conjunction with a conjunct 'F' is simplified to 'F' and a disjunction with a disjunct 'T' is simplified to 'T'. Consequently, a transition function $\delta(q', a)$ for some $q'$ (not necessarily from $Q_i$) can be simplified to true or false. The state $q'$ is then labeled, and simplification propagates further.
Since the algorithm proceeds up the total order, when it reaches a state \( q \in Q_i \) that is still not labeled, it is guaranteed that all the states in all \( Q_j \) for which \( Q_j < Q_i \), have already been labeled. Hence, all the states that occur in \( \delta(q,a) \) have the same status as \( q \). That is, they belong to \( Q_i \) and are still not labeled. The algorithm then labels \( q \) and all the states in \( \delta(q,a) \) according to the classification of \( Q_i \). They are labeled ‘T’ if \( Q_i \) is accepting and are labeled ‘F’ otherwise.

Correct operation of the algorithm can be understood as follows. It is guaranteed that once the automaton visits a state that belongs to \( Q_1 \), it visits only states from \( Q_1 \) thereafter. Similarly, when the automaton visits a state \( q \) whose labeling cannot be decided according to labeling of states in lower sets, this state leads to a cycle or belongs to a cycle of states of the same status, so the labeling of states according to the classification of the set to which they belong.

Formally, we prove that for all \( 1 \leq i \leq n \), all the states in \( Q_i \) are labeled correctly. The proof proceeds by induction on \( i \). The case \( i = 1 \) is immediate. Assume that we have already labeled correctly all the states in all \( Q_j \) with \( j < i \) and let \( q \in Q_i \). We consider the case where \( Q_i \) is an accepting set. The proof is symmetric for the case where \( Q_i \) is a rejecting set. We distinguish between three possibilities of labeling \( q \):

1. The state \( q \) is labeled ‘T’ before the phase \( i \). Then, the value of \( \delta(q,a) \), simplified according to the labeling already done, is **true**. Therefore, there exists a run of \( \mathcal{A}^q \) in which every copy created in the first step (i.e., every copy that is created in order to satisfy \( \delta(q,a) \)) reaches a state \( q' \) for which, by the induction hypothesis, the language of \( \mathcal{A}^q \) is not empty. Hence, the language of \( \mathcal{A}^q \) is also not empty.

2. The state \( q \) is labeled ‘F’ before the phase \( i \). The correctness proof is symmetric to the one of the previous case: The value of \( \delta(q,a) \), simplified according to the labeling already done, is **false**. Therefore, every run of \( \mathcal{A}^q \) has at least one copy created in the first step and reaches a state \( q' \) for which, by the induction hypothesis, the language of \( \mathcal{A}^q \) is empty. Hence, the language of \( \mathcal{A}^q \) is also empty.

3. The state \( q \) is labeled ‘T’ during the phase \( i \). Then, it must be the case that the simplification of \( \delta(q,a) \) contains states of \( Q_i \). Moreover, it contains only states of \( Q_i \) and they all have not been labeled before the phase \( i \). Thus, there exists a run of \( \mathcal{A}^q \) in which every copy created in the first step either reaches a state \( q' \) for which the language of \( \mathcal{A}^q \) is not empty, or stays forever in \( Q_i \). Hence, the language of \( \mathcal{A}^q \) is not empty.

Note that these are indeed the only possibilities of labeling \( q \): a state in an accepting set \( Q_i \) cannot be labeled after the phase \( i \) and it cannot be labeled with ‘F’ during the phase \( i \) since we are dealing with an accepting \( Q_i \).

Using an AND/OR graph, as suggested in [BB79, Bee80, DG84], the algorithm can be implemented in linear running time. The graph, \( G \), induced by the transition function, maintains
the labeling and the propagation of labeling performed during the algorithm execution. In more
details, each node of \( G \) corresponds to a state \( q \in Q \). For \( q \) with \( \delta(q, a) = q_1 \ast q_2 \), the node \( q \)
is a \( * \)-node with two successors, \( q_1 \) and \( q_2 \). For \( q = \{ \text{true}, \text{false} \} \), the node \( q \) is a sink-node.
Since \( A \) is simple, these are the only possible forms of transitions and hence the only possible
nodes. Each \( * \)-node \( q \) is labeled by a triple \( \langle *, \text{last}, \text{ptrs} \rangle \), where \( \text{last} \) is a Boolean flag and \( \text{ptrs} \)
is a list of pointers that point to nodes that have \( q \) as a successor. The Boolean flag \( \text{last} \) is
true iff one of the two successors of \( q \) has already been labeled with ‘T’ or ‘F’, its labeling has
been propagated to \( q \), but did not suffice to label \( q \) as well. In the beginning, \( \text{last} = \text{false} \) for
all the nodes. Each sink-node \( q \) is labeled by a set \( \text{ptrs} \) of pointers that point to nodes that
have \( q \) as a successor. It is easy to see that the size of \( G \) is linear in the size of \( \delta \), and it can be
constructed in linear running time.

In addition, the algorithm maintains an integer \( i \) that contains the current phase and two
stacks \( S_T \) and \( S_F \). The stacks contain nodes that were labeled with ‘T’ and ‘F’, yet still have not
propagated their labeling further. In the beginning, \( i = 1 \), the stack \( S_T \) contains the sink-node
\text{true} (if exists), and the stack \( S_F \) contains the sink-node \text{false} (if exists).

Using \( G \), the algorithm proceeds as follows. Whenever a node in the graph is labeled with
‘T’ (‘F’), the node is pushed into \( S_T \) (\( S_F \)). As long as \( S_T \) or \( S_F \) are not empty, some node \( q \)
is popped from either stacks, and labeling is propagated to every node \( q' \) that has \( q \) as a successor
(as detected by \( \text{ptrs} \)). In the case \( q \in S_T \), the node \( q' \) is labeled as follows.

- If \( q' \) is a \( \lor \)-node, then label \( q' \) with ‘T’.
- If \( q' \) is a \( \land \)-node with \( \text{last} = \text{true} \), then label \( q' \) with ‘T’.
- If \( q' \) is a \( \land \)-node with \( \text{last} = \text{false} \), then change \( \text{last} \) to \text{true}.

In the case \( q \in S_F \), the node \( q' \) is labeled as follows.

- If \( q' \) is a \( \land \)-node, then label \( q' \) with ‘F’.
- If \( q' \) is a \( \lor \)-node with \( \text{last} = \text{true} \), then label \( q' \) with ‘F’.
- If \( q' \) is a \( \lor \)-node with \( \text{last} = \text{false} \), then change \( \text{last} \) to \text{true}.

When both \( S_T \) and \( S_F \) are empty, nodes that correspond to the states of the current \( Q_i \)
are labeled according to the classification of \( Q_i \) and \( i \) is increased. Since each node of \( G \) is pushed
into a stack only once, and since handling of a node that is popped from a stack involves a
constant number of operations to each of the nodes that have it as a successor, the entire
complexity is linear in the size of \( G \); hence linear in the size of \( \delta \).

Theorems 4.1, 4.4, and 4.7, together with Proposition 3.2, yield model-checking algorithms
for CTL and for the alternation-free \( \mu \)-calculus with running time \( O(|K|^2 \cdot \|\psi\|) \). Indeed,
the size of the automaton $A_{D, \psi}$ is linear in both $|D|$ and $\|\psi\|$, the tightest bound for $|D|$ is the number of states in $K$, and thus the size of $A_{K, \psi}$, as guaranteed from Proposition 3.2, is quadratic in $\|K\|$ and linear in $\|\psi\|$. Nevertheless, a closer look at $A_{K, \psi}$ shows that its size is only linear in both $\|K\|$ and $\|\psi\|$, and hence, so is the running time of our algorithm. To see this, consider the automaton $A_{D, \psi}$. The $|D|$ factor in the size of $A_{D, \psi}$ comes from the need to specify the transition function for all the branching degrees in $D$. This is not the case in $A_{K, \psi}$. There, every state is associated with a state in $K$. Therefore, every state is associated with a single branching degree. Hence, when we define $A_{K, \psi}$, we need to specify for each of its states $\langle w, \varphi \rangle$ only the transition induced by $\delta(\varphi, L(w), d(w))$ in $A_{D, \psi}$. It follows that the size of the transitions in $A_{K, \psi}$ is bounded by $|R| \cdot \|\psi\|$, implying its linear size.

The algorithm used in the proof of Theorem 4.7 is clearly reminiscent of the bottom-up labeling that takes place in the standard algorithms for CTL and alternation-free $\mu$-calculus model checking [CES86, Cle93]. Thus, the automata-theoretic approach seems to capture the combinatorial essence of branching-time model checking.

### 4.2 Model Checking for the $\mu$-Calculus

The intimate connection between the $\mu$-calculus and alternating automata has been noted in [Jut90, EJ91, BC96b, Eme96]. We show here that our automata-theoretic approach provides a clean proof that model checking for the $\mu$-calculus is in $\text{NP} \cap \text{co-NP}$. The key steps in the proof are showing that $\mu$-calculus formulas can be efficiently translated to alternating parity automata, and that the 1-letter nonemptiness problem for alternating Rabin word automata is in $\text{NP}$.

**Theorem 4.8** Given a $\mu$-calculus formula $\psi$ and a set $D \subseteq \mathbb{N}$, we can construct, in linear running-time, an alternating parity automaton $A_{D, \psi}$ such that $L(A_{D, \psi})$ is exactly the set of $D$-trees satisfying $\psi$.

**Proof:** To build an alternating automaton from a $\mu$-calculus formula, one is naturally tempted to use the same transition relation as for the alternation-free $\mu$-calculus. The only problem with this is that it does not allow the necessary acceptance conditions to be defined. Indeed, if one looks carefully at the transition relation obtained for a CTL or an alternation-free $\mu$-calculus formula $\psi$, not all elements of $cl(\psi)$ are actually used as states. Specifically, a Boolean combination can appear as a state without its constituents also appearing. This makes it impossible to express an acceptance condition involving a formula appearing only as a constituent of a Boolean state. In the case of CTL this was of no consequence since the acceptance condition involves exclusively $U$ formulas and these do by construction appear as states. Similarly, for the alternation-free $\mu$ calculus, the problem was worked around by using the absence of alternation to define equivalence classes of formulas in such a way that each class contains at least one formula that is a state of the automaton. For the full $\mu$-calculus, such short cuts are not
possible and we thus need to avoid Boolean combinations as states (except for the initial state) and force states to be of the form \( p, \neg p, AX\varphi, EX\varphi, \mu y.f(y), \) or \( \nu y.f(y). \) This is the purpose of the function \( \text{split} \) introduced below.

For a \( \mu \)-calculus formula \( \psi \), we define the function \( \text{split} : B^+(\mathbb{N} \times cl(\psi)) \rightarrow B^+(\mathbb{N} \times cl(\psi)) \) as follows.

- \( \text{split}(\text{true}) = \text{true} \) and \( \text{split}(\text{false}) = \text{false} \).
- \( \text{split}(\theta_1 \land \theta_2) = \text{split}(\theta_1) \land \text{split}(\theta_2) \).
- \( \text{split}(\theta_1 \lor \theta_2) = \text{split}(\theta_1) \lor \text{split}(\theta_2) \).
- For \( \varphi \) of the form \( p, \neg p, EX\varphi', AX\varphi', \mu y.f(y), \) or \( \nu y.f(y), \) we have \( \text{split}((c, \varphi)) = (c, \varphi) \).
- \( \text{split}((c, \varphi_1 \land \varphi_2)) = \text{split}((c, \varphi_1)) \land \text{split}((c, \varphi_2)) \).
- \( \text{split}((c, \varphi_1 \lor \varphi_2)) = \text{split}((c, \varphi_1)) \lor \text{split}((c, \varphi_2)) \).

For example, \( \text{split}((0, \varphi_1 \land \varphi_2) \land (1, EX(\varphi_3 \land \varphi_4))) = (0, \varphi_1) \land (0, \varphi_2) \land (1, EX(\varphi_3 \land \varphi_4)) \). Note that \( \text{split}(\theta) \) contains no atoms of the form \((c, \varphi_1 \land \varphi_2)\) or \((c, \varphi_1 \lor \varphi_2)\).

For a \( \mu \)-calculus sentence \( \psi \) and a subformula \( \varphi = \lambda y.f(y) \) of \( \psi \), we define the alternation level of \( \varphi \) in \( \psi \), denoted \( al_\varphi(\varphi) \), as follows [BC96a].

- If \( \varphi \) is a sentence, then \( al_\varphi(\varphi) = 1 \).
- Otherwise, let \( \xi = \lambda' x. g(x) \) be the innermost \( \mu \) or \( \nu \) subformula of \( \psi \) that has \( \varphi \) as a strict subformula. Then, if \( x \) is free in \( \varphi \) and \( \lambda' \neq \lambda \), we have \( al_\varphi(\varphi) = al_\varphi(\xi) + 1 \). Otherwise, we have \( al_\varphi(\varphi) = al_\varphi(\xi) \).

Intuitively, the alternation level of \( \varphi \) in \( \psi \) is the number of alternating fixed-point operators we have to “wrap \( \varphi \) with” in order to reach a sub-sentence of \( \psi \).

Given \( \psi \) and \( D \), we define the parity automaton \( A_{D, \psi} = (2^{AP}, D, cl(\psi), \delta, \psi, F) \), where

- The transition function \( \delta \) is exactly as in the automata for the alternation-free \( \mu \)-calculus, except for splitting the right hand side of the transitions. For all \( \sigma \in 2^{AP} \) and \( k \in D \), we define:

\[
\begin{align*}
\delta(p, \sigma, k) &= \text{true} & \text{if } p \in \sigma. \\
\delta(\neg p, \sigma, k) &= \text{false} & \text{if } p \notin \sigma. \\
\delta(\varphi_1 \land \varphi_2, \sigma, k) &= \text{split}(\delta(\varphi_1, \sigma, k) \land \delta(\varphi_2, \sigma, k)). \\
\delta(\varphi_1 \lor \varphi_2, \sigma, k) &= \text{split}(\delta(\varphi_1, \sigma, k) \lor \delta(\varphi_2, \sigma, k)). \\
\delta(AX\varphi, \sigma, k) &= \text{split}(\bigwedge_{c=0}^{k-1}(c, \varphi)).
\end{align*}
\]
\[
\delta(\mathcal{E}X \varphi, \sigma, k) = \text{split}(\bigvee_{c=0}^{k-1}(c, \varphi)).
\]
\[
\delta(\mu y. f(y), \sigma, k) = \text{split}(\delta(f(\mu y. f(y)), \sigma, k)).
\]
\[
\delta(\nu y. f(y), \sigma, k) = \text{split}(\delta(f(\nu y. f(y)), \sigma, k)).
\]

Our transition relation is very similar to the one suggested in [EJ91]. Splitting the formulas in the right-hand side avoids the epsilon-transitions implicitly assumed there, and explicitly given in the proof rules in [BC96a]. Indeed, the split guarantees that when the automaton is tracing a fixed-point formula \( \varphi \), it keeps visiting the state \( \varphi \) itself.

- We first define the acceptance condition in terms of a Rabin acceptance condition, as in [BC96a] (which dualizes the Streett condition in [EJ91]). Let \( d \) be the maximal alternation level of subformulas of \( \psi \). Denote by \( G_i \) the set of all the \( \nu \)-formulas in \( d(\psi) \) of alternation level \( i \). Denote by \( B_i \) the set of all \( \mu \)-formulas in \( d(\psi) \) of alternation depth less than or equal to \( i \). The Rabin condition is \( F = \bigcup_{i \in 1 \ldots d}\{G_i, B_i\} \). That is, if the automaton gets stuck in a cycle, it must visit some \( \nu \)-formula infinitely often and can visit \( \mu \)-formulas of smaller alternation levels only finitely often. Now, let \( F_0 = \emptyset \), and for every \( 1 \leq i \leq d \), let \( F_{2i-1} = F_{2i-2} \cup B_i \) and \( F_{2i} = F_{2i-1} \cup G_i \). It is easy to see that \( F_1 \subseteq F_2 \subseteq \cdots \subseteq F_{2d} \) and that the parity condition \( \{F_1, F_2, \ldots, F_{2d}\} \) is equivalent to the Rabin condition \( F \).

\[\square\]

\textbf{Theorem 4.9} The 1-letter nonemptiness problem for alternation parity word automata is decidable in nondeterministic polynomial running time.

\textbf{Proof:} According to Theorem 3.1, the 1-letter nonemptiness problem for alternating parity word automata is of the same complexity as the nonemptiness problem for nondeterministic parity tree automata. By [Eme85, VS85], the nonemptiness problem for nondeterministic Rabin tree automata, which generalizes parity tree automata, is in NP. \[\square\]

Combining Theorems 4.8 and 4.9, Proposition 3.2, and the observation in [EJS93] that checking for satisfaction of a formula \( \psi \) and a formula \( \neg \psi \) has the same complexity, we get that the model-checking problem for the \( \mu \)-calculus is in NP \( \cap \) co-NP. Also, since the nonemptiness problem for a parity tree automaton with \( n \) states and index \( k \) can be solved in time \( O(n^k) \) [EJS93, KV98c], the construction in Theorem 4.8 also implies an \( O((\|K\| \cdot \|\psi\|)^{\|\psi\|}) \) algorithm for the model-checking problem of \( \mu \)-calculus.

\section{The Space Complexity of Model Checking}

Pnueli and Lichtenstein argued that when analyzing the complexity of model checking, a distinction should be made between complexity in the size of the input structure and complexity
in the size of the input formula; it is the complexity in the size of the structure that is typically the computational bottleneck [LP85]. The Kripke structures to which model-checking is applied are often obtained by constructing the reachability graph of concurrent programs, and can thus be very large. So, even linear complexity, in terms of the input structure, can be excessive, especially as far as space is concerned. The question is then whether it is possible to perform model-checking without ever holding the whole structure to be checked in memory at any one time. For linear temporal formulas, the answer as long been known to be positive [VW86a]. Indeed, this problem reduces to checking the emptiness of a Büchi automaton over words, which is NLOGSPACE-complete. Thus, if the Büchi automaton whose emptiness has to be checked is obtained as the product of the components of a concurrent program (as is usually the case), the space required is polynomial in the size of these components rather than of the order of the exponentially larger Büchi automaton. Pragmatically, this is very significant and is, to some extent, exploited in the “on the fly” approaches to model checking and in related memory saving techniques [CVWY92, MP94].

Is the same true of branching-time model-checking? The answer to this question was long thought to be negative. Indeed, the bottom-up nature of the known model-checking algorithms seemed to imply that storing the whole structure was required. Using our automata-theoretic approach to branching-time model-checking, we are able to show that this is not necessarily so. In this section we introduce a new type of alternating automata, called *hesitant alternating automata* (HAs), for which the 1-letter nonemptiness problem can be solved with a very efficient use of space. We show that formulas of CTL and CTL* can be translated to HAs and that the model-checking problem for these logics can be solved in space polynomial in \(m \log n\), where \(m\) is the length of the formula and \(n\) is the size of the Kripke structure. Hence, the model-checking problem for concurrent programs for these logics is in PSPACE. We also show that this bound is tight. We claim that the ability to translate formulas to HAs is of a great importance when space complexity of model checking is considered. For example, formulas of the alternation-free \(\mu\)-calculus cannot be translated to HAs and the model-checking problem for concurrent programs for this logic is EXPTIME-complete.

### 5.1 Hesitant Alternating Automata

Consider the product automaton \(A_{K,\psi} = K \times A_{D,\psi}\) for a Kripke structure \(K\) and a CTL formula \(\psi\). The states of \(A_{K,\psi}\) are elements of \(W \times cl(\psi)\) and they are partitioned into sets \(Q_i\) according to their second component (two states are in the same \(Q_i\) if and only if their second components are identical). Thus, the number of \(Q_i\)'s is bounded by the size of \(cl(\psi)\) and is independent of the size of the Kripke structure. If we examine the \(Q_i\)'s closely, we notice that they all fall into one of the following three categories:

---

2For a similar distinction in database query evaluation, see [Var82].
1. Sets from which all transitions lead exclusively to states in lower $Q_i$'s. These are the $Q_i$'s corresponding to all elements of $\text{cl}(\psi)$ except $U$-formulas and $\tilde{U}$-formulas.

2. Sets $Q_i$ such that, for all $q \in Q_i$, the transition $\delta(q, a, k)$ only contains disjunctively related elements of $Q_i$ (i.e., if the transition is rewritten in disjunctive normal form, there is at most one element of $Q_i$ in each disjunct). These are the $Q_i$'s corresponding to the $E\varphi_1 U\varphi_2$ and $E\varphi_1 \tilde{U}\varphi_2$ elements of $\text{cl}(\psi)$.

3. Sets $Q_i$ such that, for all $q \in Q_i$, the transition $\delta(q, a, k)$ only contains conjunctively related elements of $Q_i$ (i.e., if the transition is rewritten in conjunctive normal form, there is at most one element of $Q_i$ in each conjunct). These are the $Q_i$'s corresponding to the $A\varphi_1 U\varphi_2$ and $A\varphi_1 \tilde{U}\varphi_2$ elements of $\text{cl}(\psi)$.

This means that it is only when moving from one $Q_i$ to the next, we can move from a state that is conjunctively related to states in its set to a state that is disjunctively related to states in its set, or vice-versa. In other words, when a copy of the automaton visits a state in some set $Q_i$ which is associated with an $EU$-formula of an $E\tilde{U}$-formula, then as long as it stays in this set, it proceeds in an “existential mode”; namely, it imposes only existential requirements on its successors in $Q_i$. Similarly, when a copy of the automaton visits a state in some set $Q_i$ which is associated with an $AU$-formula or an $A\tilde{U}$-formula, then as long as it stays in this set, it proceeds in a “universal mode”. Thus, whenever a copy alternates modes, it must be that it moves from one $Q_i$ to a lower one.

The above observation is captured in the restricted structure of hesitant alternating automata (HAAs), and is the key to our space-efficient model-checking procedure for CTL and CTL*. An HAA is an alternating automaton $A = \langle \Sigma, \mathcal{D}, Q, \delta, q_0, F \rangle$, where $F = \langle G, B \rangle$ with $G \subseteq Q$ and $B \subseteq Q$. That is, the acceptance condition of HAAs consists of a pair of sets of states. As in WAA’s, there exists a partition of $Q$ into disjoint sets and a partial order $\leq$ such that transitions from a state in $Q_i$ lead to states in either the same $Q_i$ or a lower one. In addition, each set $Q_i$ is classified as either transient, existential, or universal, such that for each set $Q_i$ and for all $q \in Q_i$, $\sigma \in \Sigma$, and $k \in \mathcal{D}$, the following hold:

1. If $Q_i$ is a transient set, then $\delta(q, \sigma, k)$ contains no elements of $Q_i$.

2. If $Q_i$ is an existential set, then $\delta(q, \sigma, k)$ only contains disjunctively related elements of $Q_i$.

3. If $Q_i$ is a universal set, then $\delta(q, \sigma, k)$ only contains conjunctively related elements of $Q_i$.

It follows that every infinite path $\pi$ of a run $r$ gets trapped within some existential or universal set $Q_i$. The path then satisfies an acceptance condition $\langle G, B \rangle$ if and only if either $Q_i$ is an existential set and $\inf(\pi) \cap G \neq \emptyset$, or $Q_i$ is a universal set and $\inf(\pi) \cap B = \emptyset$. Note that the acceptance condition of HAAs combines the Rabin and the Streett acceptance conditions: existential sets refer to a Rabin condition $\langle \langle G, \emptyset \rangle \rangle$ and universal sets refer to a Street condition.
\{ (B, \emptyset) \}. Note also that while the transition function of HAAs is more restricted than the one of WAAAs, their acceptance condition is more expressive. We will need the stronger acceptance condition to handle CTL* formulas. We call the partition of \( Q \) into sets the \textit{hesitation partition} and we call the partial order over the sets the \textit{hesitation order}. The length of the longest descending chain in the hesitation order is defined as the \textit{depth} of the HAA. As with WAA (see Theorem 2.2), it is easy to see that the partition of the graph induced by an HAA to maximal strongly connected components refines any hesitation partition and can therefore serve as such partition. The reachability order on the MSCCs then induces the hesitation order and the depth of the HAA. Since the reachability problem for a directed graph is in NLOGSPACE, it follows that when a hesitation partition is not given, it is possible to refer to the partition into MSCCs and check, in NLOGSPACE, whether two vertices belong to the same set in the partition. In the HAA considered here, however, the hesitation partition and order are always known.

5.2 The Space Complexity of CTL and CTL* Model Checking

In Theorem 4.1 we presented a translation of CTL formulas to WAAAs. We have already shown that the resulting WAAAs have the restricted structure of HAAs. By showing that their acceptance condition can be put in the required form, we can establish Theorem 5.1 below.

**Theorem 5.1** Given a CTL formula \( \psi \) and a set \( D \subset N \), we can construct an HAA \( A_{D,\psi} \) of size \( O(|D| \times \| \psi \|) \) and of depth \( O(\| \psi \|) \) such that \( L(A_{D,\psi}) = \) exactly the set of \( D \)-trees satisfying \( \psi \).

**Proof:** As observed above, each set in the WAA that correspond to CTL formulas is either transient, existential, or universal. Thus, we only have to define a suitable acceptance condition. In the WAA, we allow a path to get trapped in a set that corresponds to \( \tilde{U} \)-formulas. Accordingly, in HAA, we allow a path to get trapped in an existential set only if it corresponds to a \( \tilde{U} \)-formula and we allow a path to get trapped in a universal set only if it does not correspond to a \( U \)-formula. This is done with the acceptance condition \( \langle G, B \rangle \) where \( G \) is the set of all \( E\tilde{U} \)-formulas in \( d(\psi) \) and \( B \) is the set of all \( AU \)-formulas in \( d(\psi) \). Since each set in the HAA corresponds to a single formula in \( d(\psi) \), the depth of the HAA is at most \( \| \psi \| \). \( \square \)

We now present a translation of CTL* formulas to HAAs. Weak alternating automata define exactly the set of weakly definable languages [Rab70, MSS86]. The logic CTL* can define languages that are not weakly definable. For example, the set of trees that satisfy the CTL* formula \( AFGp \) is not weakly definable [Rab70]. Therefore, a stronger acceptance condition is required for automata corresponding to formulas of CTL*. As we shall see later, the stronger acceptance condition does not raise the complexity of the 1-letter nonemptiness problem. We first show that complementation is easy for HAAs. For two HAA \( A_1 \) and \( A_2 \) over the same
alphabet $\Sigma$, we say that $A_1$ is the complement of $A_2$ iff $\mathcal{L}(A_1)$ includes exactly all the $\Sigma$-labeled trees that are not in $\mathcal{L}(A_2)$.

Given a transition function $\delta$, let $\tilde{\delta}$ denote the dual function of $\delta$. That is, for every $q$, $\sigma$, and $k$, with $\delta(q, \sigma, k) = \theta$, let $\tilde{\delta}(q, \sigma, k) = \tilde{\theta}$, where $\tilde{\theta}$ is obtained from $\theta$ by switching $\vee$ and $\wedge$ and by switching true and false. If, for example, $\theta = p \vee (\text{true} \wedge q)$ then $\tilde{\theta} = p \wedge (\text{false} \vee q)$.

**Lemma 5.2** Given an HAA $A = \langle \Sigma, Q, \delta, q_0, \langle G, B \rangle \rangle$, the alternating automaton $\bar{A} = \langle \Sigma, Q, \tilde{\delta}, q_0, \langle B, G \rangle \rangle$ is an HAA that complements $A$.

**Proof:** It is easy to see that $\bar{A}$ is an HAA. Indeed, the partition of $Q$ into sets and the partial order over them hold also with respect to $\bar{A}$. In particular, a set that is existential in $\bar{A}$ is universal in $\bar{A}$ and vice versa. Consider an alternating automaton $A = \langle \Sigma, Q, \delta, q_0, F \rangle$, for some acceptance condition $F$, and consider the alternating automaton $\bar{A} = \langle \Sigma, Q, \tilde{\delta}, q_0, \tilde{F} \rangle$, where $\tilde{F}$ is such that for every path $\pi \in Q^*$, we have that $\pi$ satisfies $F$ in a run of $A$ iff $\pi$ does not satisfy $\tilde{F}$ in a run of $\bar{A}$. In [MS87], Muller and Schupp prove that $\bar{A}$ complements $A$. We prove here that when $A$ is a HAA with $F = \langle G, B \rangle$, then $\tilde{F} = \langle B, G \rangle$ satisfies the required property.

Consider a path $\pi$ in a run of $A$. By the definition of acceptance of HAA, we have that $\pi$ satisfies an acceptance condition $\langle G, B \rangle$ iff either $\pi$ gets trapped in an existential set with $\inf(\pi) \cap G \neq \emptyset$, or $\pi$ gets trapped in a universal set with $\inf(\pi) \cap B = \emptyset$. Since $\pi$ always gets trapped in either an existential or a universal set, it follows that $\pi$ does not satisfy the acceptance condition $\langle G, B \rangle$ iff either $\pi$ gets trapped in an existential set with $\inf(\pi) \cap G = \emptyset$, or $\pi$ gets trapped in a universal set with $\inf(\pi) \cap B \neq \emptyset$. Dualizing $\delta$, existential sets become universal and vice versa. Hence, $\pi$ satisfies the acceptance condition $\langle G, B \rangle$ in a run of $A$ iff it does not satisfy the acceptance condition $\langle B, G \rangle$ in a run of $\bar{A}$. \hfill $\square$

For an HAA $A$, we say that $\bar{A}$ is the dual HAA of $A$.

**Theorem 5.3** Given a CTL* formula $\varphi$ and a set $D \subset \mathbb{N}$, we can construct an HAA $A_{D, \varphi}$ of size $O(|D| \ast 2^{\|\psi\|} )$ and of depth $O(\|\psi\|)$ such that $\mathcal{L}(A_{D, \varphi})$ is exactly the set of $D$-trees satisfying $\varphi$.

**Proof:** Before defining $A_{D, \varphi}$ we need the following definitions and notations. For two CTL* formulas $\theta$ and $\varphi$, we say that $\theta$ is maximal in $\varphi$, if and only if $\theta$ is a strict state subformula of $\varphi$ and there exists no state formula “between them”, namely, there exists no strict subformula $\xi$ of $\varphi$ such that $\theta$ is a strict subformula of $\xi$. We denote by $\max(\varphi)$ the set of all formulas maximal in $\varphi$. For example, $\max(\varphi) = \{ p, E \varphi \}$.

We construct $A_{D, \varphi}$ by induction on the structure of $\varphi$. For technical convenience we describe the definition for binary trees. The extension to any $D \subset \mathbb{N}$ is straightforward. With each formula $\varphi \in cl(\varphi)$, we associate an HAA $A_{\varphi}$ composed from HAAs associated with formulas
maximal in $\varphi$. We assume that the state sets of composed HAA{s} are disjoint (otherwise, we rename states) and that for all the HAA{s} we have $\Sigma = 2^{4P}$ (that is, an HAA associated with a subformula that does not involve all of $AP$ is extended in a straightforward way). For $\varphi$ with $\text{max}(\varphi) = \{ \varphi_1, \ldots, \varphi_n \}$ and for all $1 \leq i \leq n$, let $A_{\varphi_i} = \langle \Sigma, Q, \delta, q_0, \langle G^i, B^i \rangle \rangle$ be the HAA associated with $\varphi_i$ and let $A'_{\varphi_i} = \langle \Sigma, \tilde{Q}, \tilde{\delta}, \tilde{q}_0, \langle \tilde{G}^i, \tilde{B}^i \rangle \rangle$ be its dual HAA. We define $A_{\varphi}$ as follows.

- If $\varphi = p$ or $\varphi = \neg p$ for some $p \in AP$, then $A_{\varphi}$ is a one-state HAA.
- If $\varphi = \varphi_1 \land \varphi_2$, then $A_{\varphi} = \langle \Sigma, Q^1 \cup Q^2 \cup \{ q_0 \}, \delta, q_0, \langle G^1 \cup G^2, B^1 \cup B^2 \rangle \rangle$, where $q_0$ is a new state and $\delta$ is defined as follows. For states in $Q^1$ and $Q^2$, the transition function $\delta$ agrees with $\delta^1$ and $\delta^2$. For the state $q_0$ and for all $\sigma \in \Sigma$, we have $\delta(q_0, \sigma) = \delta(q_0^1, \sigma) \land \delta(q_0^2, \sigma)$. Thus, in the state $q_0$, $A_{\varphi}$ sends all the copies sent by both $A_{\varphi_1}$ and $A_{\varphi_2}$. The singleton $\{ q_0 \}$ constitutes a transient set, with the ordering $\{ q_0 \} > Q_i$ for all the sets $Q_i$ in $Q^1$ and $Q^2$.

The construction for $\varphi = \varphi_1 \lor \varphi_2$ is similar, with $\delta(q_0, \sigma) = \delta(q_0^1, \sigma) \lor \delta(q_0^2, \sigma)$.

- If $\varphi = E \xi$, where $\xi$ is a CTL* path formula, we first build an HAA $A'_\varphi$ over the alphabet $\Sigma' = 2^{\text{max}(\varphi)}$. That is, $A'_\varphi$ regards the formulas maximal in $\varphi$ as atomic propositions. Let $U_\xi = \langle \Sigma', Q, M, q_0, F \rangle$ be a nondeterministic Büchi automaton on infinite words such that $U_\xi$ accepts exactly all the word models of $\xi$ [VW94], where the maximal subformulas are regarded as atomic propositions. Then, $A'_\varphi = \langle \Sigma', Q, \tilde{\delta}, q_0, \langle F, \emptyset \rangle \rangle$ extends $U_\xi$ to trees by simulating it along a single branch. That is, for all $q \in Q$ and $\sigma' \in \Sigma'$, we have

$$\tilde{\delta}(q, \sigma') = \bigvee_{q_i \in M(q, \sigma')} (0, q_i) \lor (1, q_i).$$

If $M(q, \sigma') = \emptyset$, then $\tilde{\delta}(q, \sigma') = \text{false}$. Note that $Q$ constitutes a single existential set. The HAA $A'_\varphi$ accepts exactly all the $\Sigma'$-labeled tree models of $\varphi$.

We now adjust $A'_\varphi$ to the alphabet $\Sigma$. The resulted automaton is $A_\varphi$. Intuitively, $A_\varphi$ starts additional copies of the HAA{s} associated with formulas in $\text{max}(\varphi)$. These copies guarantee that whenever $A'_\varphi$ assumes that a formula in $\text{max}(\varphi)$ holds, then it indeed holds, and that whenever $A'_\varphi$ assumes that a formula does not hold, then the negation of the formula holds. Formally, $A_\varphi = \langle \Sigma, Q \cup \bigcup_i (Q^i \cup \tilde{Q}^i), \delta, q_0, \langle F \cup \bigcup_i (G^i \cup \tilde{G}^i), \bigcup_i (B^i \cup \tilde{B}^i) \rangle \rangle$, where $\delta$ is defined as follows. For states in $\bigcup_i (Q^i \cup \tilde{Q}^i)$, the transition function $\delta$ agrees with the corresponding $\delta^i$ and $\tilde{\delta}^i$. For $q \in Q$ and for all $\sigma \in \Sigma$, we have

$$\delta(q, \sigma) = \bigvee_{\sigma' \in \Sigma'} (\delta(q, \sigma') \land (\bigwedge_{\varphi_i \in \sigma'} \delta(q_0^i, \sigma)) \land (\bigwedge_{\varphi_i \in \sigma'} \tilde{\delta}(q_0^i, \sigma))).$$

Each conjunction in $\delta$ corresponds to a label $\sigma' \in \Sigma'$. Some copies of $A_\varphi$ (these originated from $\delta(q, \sigma')$) proceed as $A'_\varphi$ when it reads $\sigma'$. Other copies guarantee that $\sigma'$ indeed
holds in the current node. The set $Q$ constitutes an existential set, with the ordering $Q > Q'$ for all the sets $Q'$ in $\bigcup_i \{Q^i\} \cup \{\tilde{Q}^i\}$.

- If $\varphi = A_\xi$, we construct and dualize the HAA of $E\neg\xi$.

We prove the correctness of the construction by induction on the structure of $\varphi$. The proof is immediate for the case $\varphi$ is of the form $p$, $\neg p$, $\varphi_1 \land \varphi_2$, $\varphi_1 \lor \varphi_2$, or $A_\xi$. We consider here the case where $\varphi = E\xi$. If a tree $\langle T_K, V_K \rangle$ satisfies $\varphi$, then there exists a path $\pi$ in it such that $\pi \models \xi$. Thus, there exists an accepting run $r$ of $U_\xi$ on a word that agrees with $\pi$ on the formulas in $\text{max}(\varphi)$. It is easy to see that a run of $A_\varphi$ that proceeds on $\pi$ according to $r$ can accept $\langle T_K, V_K \rangle$. Indeed, by the definition of $A'_\varphi$, the copies that proceeds according to $\delta'$ satisfy the acceptance condition. In addition, by the adjustment of $A'_\varphi$ to the alphabet $2^{AP}$ and by the induction hypothesis, copies that take care of the maximal formulas can fulfill the acceptance condition. Now, if a run $r$ of $A_\varphi$ accepts a tree $\langle T_K, V_K \rangle$, then there must be a path $\pi$ in this tree such that $A_\varphi$ proceeds according to an accepting run of $U_\xi$ on a word that agrees with $\pi$ on the formulas in $\text{max}(\varphi)$. Thus, $\pi \models \xi$ and $\langle T_K, V_K \rangle$ satisfies $\varphi$.

We now consider the size of $A_\varphi$. For every $\varphi$, we prove, by induction on the structure of $\varphi$, that the size of $A_\varphi$ is exponential in $\|\varphi\|$.

- Clearly, for $\varphi = p$ or $\varphi = \neg p$ for some $p \in AP$, the size of $A_\varphi$ is constant.

- For $\varphi = \varphi_1 \land \varphi_2$ or $\varphi = \varphi_1 \lor \varphi_2$, we have $\|A_\varphi\| = O(\|A_{\varphi_1}\| + \|A_{\varphi_2}\|)$. By the induction hypothesis, $\|A_{\varphi_1}\|$ is exponential in $\|\varphi_1\|$ and $\|A_{\varphi_2}\|$ is exponential in $\|\varphi_2\|$. Thus, $\|A_\varphi\|$ is surely exponential in $\|\varphi\|$.

- For $\varphi = E\xi$, we know, by [VW94], that the size of the word automaton $U_\xi$ is exponential in $\|\xi\|$. Therefore, $A'_\varphi$ is exponential in $\|\varphi\|$. Also, $|\Sigma|$ is exponential in $|\text{max}(\varphi)|$ and, by the induction hypothesis, for all $\varphi_i \in \text{max}(\varphi)$, the size of $A_{\varphi_i}$ is exponential in $\|\varphi_i\|$. Therefore, $A_\varphi$ is also exponential in $\|\varphi\|$.

- For $\varphi = A_\xi$, we know, by the above, that $\|A_{E\neg\xi}\|$ is exponential in $\|\varphi\|$. Since complementing an HAA does not change its size, the result for $\varphi$ follows.

Finally, since each subformula of $\psi$ induces exactly one set, the depth of $A_\psi$ is linear in $\|\psi\|$.

We note that the same construction holds also for ECTL* [VW84]. In ECTL*, formulas are constructed from Boolean connectives and automata connectives. As the construction above handles a formula $E\xi$ by translating the path formula $\xi$ into an automaton, allowing automaton operators in the path formulas causes no difficulty. We handle these automaton operators as we handle the word automaton $U_\xi$ constructed for a CTL* path formula $\xi$.  
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Example 5.4 Consider the CTL* formula $\psi = AGF(p \lor AXp)$. We describe the construction of $A_{D,\psi}$, for $D \subseteq \mathbb{N}$, step by step. Since $\psi$ is of the form $A\xi$, we need to construct and dualise the HAAs of $EF(G((-p) \land EXp))$. We start with the HAAs $A_{D,\varphi}$ and $\tilde{A}_{D,\varphi}$ for $\varphi = (\neg p) \land EXp$.

$A_{D,\varphi} = \langle \{p\}, D, \{q_2, q_3\}, \delta, q_2, \langle \emptyset, \emptyset \rangle \rangle$, with

<table>
<thead>
<tr>
<th>state $q$</th>
<th>$\delta(q, {p}, k)$</th>
<th>$\delta(q, \emptyset, k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_2$</td>
<td>false</td>
<td>$\lor_{c=0}^{k-1}(c, q_3)$</td>
</tr>
<tr>
<td>$q_3$</td>
<td>false</td>
<td>true</td>
</tr>
</tbody>
</table>

$\tilde{A}_{D,\varphi} = \langle \{p\}, D, \{\tilde{q}_2, \tilde{q}_3\}, \tilde{\delta}, \tilde{q}_2, \langle \emptyset, \emptyset \rangle \rangle$, with

<table>
<thead>
<tr>
<th>state $q$</th>
<th>$\tilde{\delta}(q, {p}, k)$</th>
<th>$\tilde{\delta}(q, \emptyset, k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{q}_2$</td>
<td>true</td>
<td>$\land_{c=0}^{k-1}(c, \tilde{q}_3)$</td>
</tr>
<tr>
<td>$\tilde{q}_3$</td>
<td>true</td>
<td>false</td>
</tr>
</tbody>
</table>

Starting with a sequential Büchi automaton $U_\xi$ for $\xi = FG\varphi$, we construct $A'_{D, E\xi}$.

$U_\xi = \langle \{\varphi\}, \{q_0, q_1\}, M, q_0, \{q_1\} \rangle$, with

- $M(q_0, \{\varphi\}) = \{q_0, q_1\}$  
- $M(q_0, \emptyset) = \{q_0\}$  
- $M(q_1, \{\varphi\}) = \{q_1\}$  
- $M(q_1, \emptyset) = \emptyset$

Hence, $A'_{D, E\xi} = \langle \{\varphi\}, \emptyset, D, \{q_0, q_1\}, \delta', q_0, \langle \{q_1\}, \emptyset \rangle \rangle$, with

<table>
<thead>
<tr>
<th>state $q$</th>
<th>$\delta'(q, {\varphi}, k)$</th>
<th>$\delta'(q, \emptyset, k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0$</td>
<td>$\lor_{c=0}^{k-1}(c, q_0)$</td>
<td>$\lor_{c=0}^{k-1}(c, q_0) \lor \land_{c=0}^{k-1}(c, \tilde{q}_3)$</td>
</tr>
<tr>
<td>$q_1$</td>
<td>false</td>
<td>$\lor_{c=0}^{k-1}(c, q_1) \land \lor_{c=0}^{k-1}(c, \tilde{q}_3)$</td>
</tr>
</tbody>
</table>

We are now ready to compose the automata into an automaton over the alphabet $\{p\}$.

$A_{D, E\xi} = \langle \{p\}, \emptyset, D, \{q_0, q_1, q_3, \tilde{q}_3\}, \delta, q_0, \langle \{q_1\}, \emptyset \rangle \rangle$, with (note that we simplify the transitions, replacing $true \land \theta$ or $false \lor \theta$ by $\theta$, replacing $true \lor \theta$ by $true$, and replacing $false \land \theta$ by $false$).

<table>
<thead>
<tr>
<th>state $q$</th>
<th>$\delta(q, {p}, k)$</th>
<th>$\delta(q, \emptyset, k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0$</td>
<td>$\lor_{c=0}^{k-1}(c, q_0)$</td>
<td>$(\lor_{c=0}^{k-1}(c, q_0) \lor \lor_{c=0}^{k-1}(c, q_1) \lor \lor_{c=0}^{k-1}(c, q_3) \lor (\lor_{c=0}^{k-1}(c, q_0) \land \lor_{c=0}^{k-1}(c, q_3))$</td>
</tr>
<tr>
<td>$q_1$</td>
<td>false</td>
<td>$\lor_{c=0}^{k-1}(c, q_1) \land \lor_{c=0}^{k-1}(c, \tilde{q}_3)$</td>
</tr>
<tr>
<td>$q_3$</td>
<td>false</td>
<td>true</td>
</tr>
<tr>
<td>$\tilde{q}_3$</td>
<td>true</td>
<td>false</td>
</tr>
</tbody>
</table>

Consider $\delta(q_0, \emptyset, k)$. The first conjunction corresponds to the case where $A'_{D, E\xi}$ guesses that $\varphi$ holds in the present. Then, $A_{D, E\xi}$ proceeds with $\delta'(q_0, \{\varphi\}, k)$ conjuncted with $\delta(q_2, \emptyset, k)$. The
later guarantees that \( \varphi \) indeed holds in the present. The second conjunction corresponds to the case where \( \varphi \) does not hold in the present. Then, \( \mathcal{A}_{D, E} \) proceeds with \( \delta'(q_0, \emptyset, k) \) conjuncted with \( \delta(q_2, \emptyset, k) \).

We obtain \( \mathcal{A}_{D, \psi} \) by dualizing \( \mathcal{A}_{D, E} \). Hence, \( \mathcal{A}_{D, \psi} = \langle \{ \{ p \} \}, \emptyset, D, \{ \tilde{q}_0, \tilde{q}_1, \tilde{q}_3, q_3 \}, \tilde{\delta}, \tilde{q}_0, \langle \emptyset, \{ \tilde{q}_1 \} \rangle \rangle \), with

<table>
<thead>
<tr>
<th>state ( q )</th>
<th>( \tilde{\delta}(q, { p }, k) )</th>
<th>( \delta(q, \emptyset, k) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{q}_0 )</td>
<td>( \bigwedge_{c=0}^{k-1}(c, \tilde{q}<em>0) \ \left( \bigwedge</em>{c=0}^{k-1}(c, \tilde{q}_0) \land (c, \tilde{q}<em>1) \right) \lor \bigwedge</em>{c=0}^{k-1}(c, \tilde{q}_3) )</td>
<td>( \bigwedge_{c=0}^{k-1}(c, q_0) \lor \bigwedge_{c=0}^{k-1}(c, q_3) )</td>
</tr>
<tr>
<td>( \tilde{q}_1 )</td>
<td>true</td>
<td>( \bigwedge_{c=0}^{k-1}(c, \tilde{q}<em>1) \lor \bigwedge</em>{c=0}^{k-1}(c, \tilde{q}_3) )</td>
</tr>
<tr>
<td>( \tilde{q}_3 )</td>
<td>true</td>
<td>false</td>
</tr>
<tr>
<td>( q_3 )</td>
<td>false</td>
<td>true</td>
</tr>
</tbody>
</table>

Consider the state \( \tilde{q}_1 \). A copy of \( \mathcal{A}_{D, \psi} \) that visits \( \tilde{q}_1 \) keeps creating new copies of \( \mathcal{A}_{D, \psi} \), all visiting \( \tilde{q}_1 \). Spreading a copy that visits \( \tilde{q}_1 \) stops only when it reaches a node that satisfies \( p \) or \( \mathsf{AX}p \). Since \( \tilde{q}_1 \in B \), all the copies should eventually reach such a node. Hence, by sending a copy that visits the state \( \tilde{q}_1 \) to a node \( x \), \( \mathcal{A}_{D, \psi} \) guarantees that all the paths in the subtree rooted \( x \) eventually reach a node satisfying \( p \lor \mathsf{AX}p \). Hence, in the state \( \tilde{q}_0 \), unless \( \mathcal{A}_{D, \psi} \) gets convinced that \( p \lor \mathsf{AX}p \) holds in the present, it sends copies that visit \( \tilde{q}_1 \) to all the successors. In addition, it always send copies visiting \( \tilde{q}_0 \) to all the successors.

Before we get to the space complexity of the 1-letter nonemptiness problem for HAAs over words, let us consider the time complexity of this problem.

**Theorem 5.5** The 1-letter nonemptiness problem for hesitant alternating word automata is decidable in linear running time.

**Proof:** We present an algorithm with a linear running time for checking the nonemptiness of the language of an hesitant alternating word automaton \( \mathcal{A} = \langle \{ a \}, Q, \delta, q_0, (G, B) \rangle \). The algorithm is very similar to the one described in the proof of Theorem 4.7. The only change is that here we do not have accepting and rejecting sets. Rather, being trapped in an existential set, the automaton should be able to visit states from \( G \) infinitely often. Similarly, being trapped in a universal set, the automaton should be able to visit states from \( B \) only finitely often. As in Theorem 4.7, the algorithm proceeds up a total order of the \( Q_i \)'s, labeling states with ‘\( T \)’ and ‘\( F \)’, guaranteeing that when it reaches a set \( Q_i \), all the states in all sets \( Q_j \)'s for which \( Q_j < Q_i \), have already been labeled. For a transient set \( Q_i \), the above implies that the states in it have already been labeled too. For existential and universal sets, the algorithm proceeds as follows.

- In an existential set \( Q_i \), all the transitions from states in \( Q_i \) only contain disjunctively related elements of \( Q_i \). So, when the algorithm reaches \( Q_i \), all its simplified transitions
are disjunctions and induce an OR-graph that has states in $Q_i$ as nodes. The algorithm partitions the graph into maximal strongly connected components $Q_i^j$. Since the partition is maximal, there exists a partial order over these components ($Q_i^j \leq Q_i^k$ if and only if there exists a transition from $Q_i^j$ to $Q_i^k$) and there exists an extension of it into a total order $Q_i^1 \leq \ldots \leq Q_i^{m_i}$. The algorithm proceeds up this total order. When it reaches a component $Q_i^j$ for which $Q_i^j \cap G \neq \emptyset$, then all the states in $Q_i^j$ are labeled 'T'. Otherwise ($Q_i^j \cap G = \emptyset$), they are labeled 'F'. In both cases, the labeling is propagated. Indeed, a copy of $A$ can stay in $Q_i$ and visit states in $G$ infinitely often if and only if it reaches a maximal strongly connected component $Q_i^j$, with $Q_i^j \cap G \neq \emptyset$.

- For a universal set, the transitions induce an AND-graph. Accordingly, when the algorithm reaches a maximal strongly connected component $Q_i^j$ for which $Q_i^j \cap B \neq \emptyset$, all the states in $Q_i^j$ are labeled 'F' (and the labeling is propagated). Otherwise, they are labeled 'T'. Here, a copy of $A$ can stay in $Q_i$ and visits states in $B$ only finitely often if and only if it reaches a component $Q_i^j$, with $Q_i^j \cap B = \emptyset$.

Consider the total order $Q_i^1 \leq Q_i^2 \leq \ldots Q_i^{m_i} \leq Q_i^2 \leq \ldots \leq Q_i^{m_i}$. We prove that for all $1 \leq i \leq n$ and $1 \leq j \leq m_i$, all the states in $Q_i^j$ are labeled correctly. The proof proceeds by induction on $(i, j)$ (with the ordering $(i_1, j_1) < (i_2, j_2)$ iff $i_1 < i_2$ or $i_1 = i_2$ and $j_1 < j_2$):

- The set $Q_1$ cannot be a transient set. Consider the case where it is an existential set. Then, for every $q \in Q_1^1$, it must be that $\delta(q, a)$ is a disjunction of states in $Q_1^1$. The algorithm labels all the states in $Q_1^1$ with 'T' if and only if $Q_1^1 \cap G \neq \emptyset$. Assume first that $Q_1^1 \cap G \neq \emptyset$. Then, as $Q_1^1$ is a strongly connected component, there exists, for every $q \in Q_1^1$, a state $q' \in G$ such that $q'$ is reachable from $q$ and from itself. Hence, there exists a run of $A^q$ that visits (in its single branch) the state $q'$ infinitely often. This run is accepting an thus the language of $A^q$ is not empty. Assume now that $Q_1^1 \cap G = \emptyset$. Then, for every $q \in Q_1^1$, no run of $A^q$ can visit, even once, a state in $G$. Thus, no run of $A^q$ is an accepting run. The proof is analogous for the case in which $Q_1$ is a universal set.

- Assume that we have already labeled correctly all the states in all $Q_i^k$ with $(k, l) < (i, j)$, and let $q \in Q_i^j$. If $q$ is labeled before the phase $(i, j)$ then, by the same consideration we used for WAAs, it is labeled correctly. Consider the case that $q$ is labeled during the phase $(i, j)$ and let $Q_i$ be a universal set. Then, the simplification of $\delta(q, a)$ is a conjunction of states in $Q_i^j$ and $q$ it is labeled 'F' if and only if $Q_i^j \cap B \neq \emptyset$. Assume first that $Q_i^j \cap B \neq \emptyset$. Then, as $Q_i^j$ is a strongly connected component, there exists, for every $q \in Q_i^j$, a state $q' \in B$ such that $q'$ is reachable from $q$ and from itself. Hence, in every run of $A^q$ there is a copy that visits $q'$ infinitely often. Thus, no run of $A^q$ is an accepting run. Assume now that $Q_i^j \cap B = \emptyset$. Then, for every $q \in Q_i^j$, no copy of $A^q$ can visit, even once, a state in $B$. So, every copy either stays in $Q_i^j$ without visiting $B$, or reaches a state $q'$ for which the
language of $\mathcal{A}'$ is not empty. Thus, all the copies of $\mathcal{A}'$ are accepting and the language of $\mathcal{A}'$ is not empty. The proof is analogous for the case in which $Q_i$ is an existential set. Since partitioning each graph into maximal strongly connected components can be done in linear running time [Tar72], the overall running time remains linear, as with WAAs. The data structure used for a linear-time implementation is an AND/OR graph similar to the one described for WAAs. Since when testing WAAs for nonemptiness we were dealing with simple WAAs, taking the states of the WAA as nodes induced an AND/OR graph in a straightforward way. Here, however, $\mathcal{A}$ is not simple. Let $\mathcal{A}'$ be the simple alternating word automaton obtained from $\mathcal{A}$ by the simplification described in Theorem 3.1, and let $Q_1^i \leq \ldots \leq Q_n^i$ be the order on its sets (described there too). The automaton $\mathcal{A}'$ is no longer an HAA. Still, taking its states as the nodes of the AND/OR graph is adequate: the flow of the labeling in the graph guarantees that when the algorithm reaches an existential (universal) set, all the nodes of this set that are still not labeled induce an OR-graph (AND-graph) as required.

So, the 1-letter nonemptiness problem for HAAs over words can be solved in linear running time. This, together with Theorem 5.3 and Proposition 3.2 (with the observation that the size of $\mathcal{D}$ does not influence the size of $\mathcal{A}_{K,\psi}$), provides us with a model-checking procedure for CTL* with running time $O(|K| \times 2^{O(|\psi|)})$. Note that the algorithm used there is essentially a bottom-up labeling of the transition graph of the automaton. We now show that by using a top-down exploration of this transition graph, we can get a space efficient 1-letter nonemptiness algorithm for HAAs.

**Theorem 5.6** The 1-letter nonemptiness problem for hesitant alternating word automata of size $n$ and depth $m$, can be solved in space $O(m \log^2 n)$.

**Proof:** Consider a HAA $\mathcal{A} = \langle \{a\}, Q, \delta, q_0, \langle G, B \rangle \rangle$. The algorithm described below assumes that the hesitation partition and order for $\mathcal{A}$ are given. Otherwise, it proceeds with the partition of $Q$ into maximal strongly connected components. As discussed above, such a partition is a hesitation partition, it induces a hesitation order, and (as we elaborate further below) it is possible to check in space $O(\log^2 n)$ whether two given states in $Q$ belong to the same set in the partition.

The property of HAAs we use is that, from a state in $Q_i$, it is possible to search for another reachable state in the same $Q_i$ using space $O(\log^2 n)$. For a transient $Q_i$, there are no such states. For universal and existential $Q_i$, the exact notion of reachability we use is the transitive closure of the following notion of immediate reachability. Consider a set $Q_i$ and assume that we have a Boolean value for all states in sets lower than $Q_i$. Then, a state $q' \in Q$ is immediately reachable from a state $q$, if it appears in the transition from $q$ when this transition has been simplified using the known Boolean values for states in lower $Q_i$'s. Note that the simplified transition is always a disjunction for a state of an existential $Q_i$, and a conjunction for a state
of a universal \( Q_i \). As we describe below, the algorithm does not perform simplification of the transitions, but rather computes recursively the values of states in lower \( Q_i \)'s.

We call a state \( q' \) of \( Q_i \) \textit{provably true} if, when the procedure is applied to the successors of \( q' \) that are not in \( Q_i \), and the Boolean expression for the transition from \( q' \) is simplified, it is identically true. States that are \textit{provably false} are defined analogously.

The following recursive procedure labels the states of the automaton with ‘T’ (accepts) or ‘F’ (does not accept).

1. Start at the initial state.

2. At a transient state \( q \), evaluate the transition from \( q \) by recursively applying the procedure to the successor states of \( q \). Label the state with the Boolean value that is obtained for the transition.

3. At a state \( q \) of an existential \( Q_i \), proceed as follows.
   
   3.1 Search for a reachable state \( q' \) of the same \( Q_i \) that is provably true (note that this requires applying the procedure recursively to all states from lower \( Q_i \)'s that are touched by the search). If such a state \( q' \) is found, label \( q \) with ‘T’.
   
   3.2 If no such state exists, search for a state \( q \in Q_i \cap G \) that is reachable from \( q \) and from itself. If such a state is found, label \( q \) with ‘T’.
   
   3.3 If none of the first two cases apply, label \( q \) with ‘F’.

4. At a state \( q \) of a universal \( Q_i \), proceed as follows.

   4.1 Search for a reachable state \( q' \) of the same \( Q_i \) that is provably false. If such a state \( q' \) is found, label \( q \) with ‘F’.

   4.2 If no such state exists, search for a state \( q \in Q_i \cap B \) that is reachable from \( q \) and from itself. If such a state is found, label \( q \) with ‘F’.

   4.3 If none of the first two cases apply, label \( q \) with ‘T’.

With every state \( q \) we can associate a finite integer, \textit{rank}(\( q \)), corresponding to the depth of the recursion required in order to label \( q \). It is easy to prove, by induction on \textit{rank}(\( q \)), that \( q \) is labeled correctly.

We now consider the complexity of our algorithm. We show that for each state \( q \in Q_i \), if we already have Boolean values for all the states in sets lower than \( Q_i \), then evaluating the Boolean value of \( q \) can be done deterministically in space \( O(\log^2 n) \). In practice, we do not keep the Boolean values of the states in sets lower than \( Q_i \). Instead, whenever we need such a value we evaluate it recursively. Clearly, the depth of the recursion is bounded by the number of sets lower than \( Q_i \). Hence, evaluating the Boolean value of the initial state can be done in space \( O(m \log^2 n) \).
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We start with $q$ that belongs to a transient set. There, we have to evaluate the transition from $q$. It is known that the problem of evaluating Boolean expressions is in LOGSPACE [Lyn77]. Here, we evaluate expressions over $Q$ and the length of each expression is linear in $n$. Hence, evaluating the Boolean value of a transient state in $Q_i$, assuming we have Boolean values for all states in sets lower than $Q_i$, can be done deterministically in space $O(\log n)$.

Consider now a state $q \in Q_i$ for an existential set $Q_i$. For each state $q' \in Q_i$, we have that $q'$ is provably true iff the transition from $q'$ evaluates to true when we assign false to all the states in $Q_i$ (and evaluates, using a recursion, states in lower sets). Checking the latter is as simple as evaluating a transition from a transient state. Thus, determining whether a state in $Q_i$ is provably true assuming we have Boolean values for all states in sets lower than $Q_i$, can be done deterministically using space $O(\log n)$.

Furthermore, for each pair of states $q'$ and $q''$ in an existential $Q_i$, we have that $q''$ is immediately reachable from $q'$ iff the following two conditions hold. First, the transition from $q'$ evaluates to true when we assign true to $q''$ and assign false to all the other states in $Q_i$ (and evaluate recursively states from lower sets). Second, the transition from $q'$ evaluates to false when we assign false to all the states in $Q_i$ (and evaluate recursively states from lower sets). Again, checking this is as simple as evaluating a transition from a transient state. Thus, determining whether a given state in $Q_i$ is immediately reachable from another given state in $Q_i$, assuming we have Boolean values for all states in sets lower than $Q_i$, can be done nondeterministically using space $O(\log n)$.

It is known, by [Jon75], that the graph accessibility problem is in NLOGSPACE. Now, to check whether $q''$ is reachable from $q'$, we restrict the graph accessibility test, replacing immediate accessibility with immediate reachability. This, as described above, can be done nondeterministically in space $O(\log n)$ (assuming we have Boolean values for all states in sets lower than $Q_i$). Thus, determining whether a given state in $Q_i$ is reachable from another given state in $Q_i$ can also be done nondeterministically in space $O(\log n)$. Hence, as the labeling of $q \in Q_i$ only involves a search for reachable states, we can determine its labeling nondeterministically in space $O(\log n)$, or, by [Sav70], deterministically in space $O(\log^2 n)$.

The case where $q \in Q_i$ for a universal set $Q_i$ is symmetric.

\[ \square \]

Theorems 5.1 and 5.3 provide us with the sizes and depths of the HAAs associated with formulas of CTL and CTL*. Hence, the theorem below follows from Proposition 3.2 and Theorem 5.6.

**Theorem 5.7**

1. The model-checking problem for CTL can be solved in space $O(m \log^2 (mn))$, where $m$ is the length of the formula and $n$ is the size of the Kripke structure.
2. *The model-checking problem for CTL* can be solved in space \(O(m(m + \log n)^2)\), where \(m\) is the length of the formula and \(n\) is the size of the Kripke structure.*

The algorithm given in the proof of Theorem 5.6 can be viewed as a local model-checking algorithm. However, to be practical, the searches within the existential and universal components should be made deterministic, which cannot reasonably be done without forgoing some space efficiency and storing the markings as they are obtained. With these changes, the algorithm of the proof of Theorem 5.6 becomes an automata-theoretic counterpart of the algorithm presented in [VL93]. We note that once the search is made deterministic, the algorithm may need to generate computations of the Kripke structure that are not directly relevant for determining the truth of the formula in it. Still, the algorithm traverses, in the average, less states than bottom-up algorithms.

Now, let us define the *program complexity* [VW86a] of model checking as the complexity of this problem in terms of the size of the input Kripke structure; i.e., assuming the formula fixed.

**Theorem 5.8** *The program complexity of CTL and CTL*\(^*\) model checking is NLOGSPACE-complete.*

**Proof:** Fixing the formula, we get an HAA of a fixed depth. According to the algorithm presented in the proof of Theorem 5.6, the nonemptiness problem for an hesitant alternating word automaton of a fixed depth is in NLOGSPACE. Thus, so is the program complexity of CTL and CTL* model checking. Hardness in NLOGSPACE is immediate by a reduction from the graph accessibility problem, proved to be NLOGSPACE-complete in [Jon75]. □

The fact that CTL and CTL* formulas can be translated to HAA plays a crucial role in our upper bounds. To see this, we prove in Theorem 5.9 bellow, that the 1-letter nonemptiness problem for weak alternating word automata is P-complete. Thus, the restricted structure of HAA is essential for a space-efficient nonemptiness test.

**Theorem 5.9** *The 1-letter nonemptiness problem for weak alternating word automata is P-complete.*

**Proof:** Membership in P follows from Theorem 4.7. Hardness in P follows by a reduction from the Alternating Graph Accessibility problem, proved to be P-complete in [Imm81, CKS81, GHR95], to nonemptiness of weak alternating word automata. In the Alternating Graph Accessibility problem, we are given a directed graph \(G = (V, E)\), a partition \(\mathcal{E} \cup \mathcal{U}\) of \(V\), and two designated vertices \(s\) and \(t\). The problem is whether alternating_path \((s, t)\) is true, where alternating_path \((x, y)\) holds if and only if:

1. \(x = y\), or
2. \( x \in \mathcal{E} \) and there exists \( z \) with \( \langle x, z \rangle \in E \) and \( \text{alternating\_path}(z, y) \), or

3. \( x \in \mathcal{U} \) and for all \( z \) with \( \langle x, z \rangle \in E \), we have \( \text{alternating\_path}(z, y) \).

Given \( G, \mathcal{E}, \mathcal{U}, s, \) and \( t \), we define the weak alternating word automaton \( \mathcal{A} = \langle \{ a \}, V, \delta, s, \{ t \} \rangle \) where \( \delta \) is defined as follows:

- If \( q \in \mathcal{E} \) and \( q \neq t \), then \( \delta(q, a) = \bigvee_{(q, q') \in E} q' \).
- If \( q \in \mathcal{U} \) and \( q \neq t \), then \( \delta(q, a) = \bigwedge_{(q, q') \in E} q' \).
- \( \delta(t, a) = \text{true} \).

It is easy to see that a partition of \( V \) into two sets, \( V \setminus \{ t \} \) and \( \{ t \} \), satisfies the weakness requirements and that the language of \( \mathcal{A} \) is not empty iff \( \text{alternating\_path}(s, t) \). \( \square \)

Recall that while we can translate alternation-free \( \mu \)-calculus formulas to WAA, we can not translate them to HAA. As we show in Theorem 5.10 below, this inability is reflected in the program complexity of alternation-free \( \mu \)-calculus.

**Theorem 5.10** The program complexity of alternation-free \( \mu \)-calculus model checking is \( P \)-complete.

**Proof:** The upper bound follows from the known linear complexity of AFMC model checking. As in the proof of Theorem 5.9, we are doing a reduction from the Alternating Graph Accessibility problem. Given \( G = \langle V, E, \mathcal{E}, \mathcal{U}, s, t \rangle \), we define the Kripke structure \( K_G = \langle \{ t, e, u \}, V, E, s, L \rangle \) where for every state \( v \in V \), we have

\[
L(v) = \begin{cases} 
  t & \text{if } v = t, \\
  e & \text{if } v \in \mathcal{E} \setminus \{ t \}, \\
  u & \text{if } v \in \mathcal{U} \setminus \{ t \}.
\end{cases}
\]

It is easy to see that the state \( s \) of \( K_G \) satisfies the fixed alternation-free \( \mu \)-calculus formula

\[
\mu y.(t \lor (e \land EXy) \lor (u \land AXY)) \text{ iff } \text{alternating\_path}(s, t).
\] \( \square \)

6 The Complexity of Model Checking for Concurrent Programs

We consider a concurrent program \( P \) composed of \( n \) concurrent processes \( P_i \). Each process is described by a transition system \( D_i = \langle AP_i, AC_i, S_i, \Delta_i, s_i^0, L_i \rangle \) where \( AP_i \) is a set of atomic propositions, \( AC_i \) is an action alphabet, \( S_i \) is a finite set of states, \( \Delta_i \subseteq S_i \times AC_i \times S_i \) is a transition relation, \( s_i^0 \in S_i \) is an initial state, and \( L_i : S_i \to 2^{AP_i} \) maps each state to the set
of atomic propositions true in this state. We require that the atomic-proposition sets of the processes are disjoint.

A concurrent behavior of these processes is defined by the usual interleaving semantics: transition actions that appear in several processes are synchronized by common actions. Using this convention, one can obtain a global transition system \( D \) describing the joint behavior of the processes \( P_i \). This global transition system is computed by constructing the reachable states of the product of the processes \( P_i \). This product is the transition system \( D = \langle AP, AC, S, \Delta, s^0, L \rangle \) where,

- \( AP = \bigcup_{1 \leq i \leq n} AP_i \).
- \( AC = \bigcup_{1 \leq i \leq n} AC_i \).
- \( S = \prod_{1 \leq i \leq n} S_i \). We denote the \( i \)th component of a state \( s \in S \) by \( s[i] \).
- \( \langle s, a, s' \rangle \in \Delta \) if and only if
  - for all \( 1 \leq i \leq n \) such that \( a \in AC_i \), we have \( \langle s[i], a, s'[i] \rangle \in \Delta_i \), and
  - for all \( 1 \leq i \leq n \) such that \( a \not\in AC_i \), we have \( s[i] = s'[i] \).
- \( s^0 = \langle s_1^0, s_2^0, \ldots, s_n^0 \rangle \).
- For every \( s \in S \), we have \( L(s) = \bigcup_i L_i(s[i]) \).

We define the complexity of model checking for a concurrent program \( P \) with respect to the size of its components \( P_i \) and the length of the formula being checked. Accordingly, the program complexity of model checking for concurrent programs is defined in terms of the size of the components of the concurrent program. It is shown in [Koz77] that the nonemptiness problem for a concurrent program \( P \) is PSPACE-complete. This immediately implies a PSPACE lower bound for the complexity of CTL and CTL* model checking for concurrent programs. We still present a similar proof below, as we shall later use a variant of it in the proof of Theorem 6.3.

**Theorem 6.1** The complexity of CTL and CTL* model checking for concurrent programs is PSPACE-complete.

**Proof:** We have just proved that the model-checking problem for CTL and CTL* can be solved in space polynomial in the length of the formula but only poly-logarithmic in the size of the Kripke structure. Since the product of the components of a concurrent program is at most exponentially larger than the program, membership in PSPACE follows directly by an argument similar to the one developed in [VW94]. To prove that it is hard in PSPACE, we do a reduction from polynomial space Turing machines.
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We show that there exists a CTL formula \( \psi \) such that given a Turing machine \( T \) of space complexity \( s(n) \), it is possible to build a concurrent program \( P \) of size \( O(s(n)) \) such that \( P \) satisfies \( \psi \) if and only if \( T \) accepts the empty tape.

Let \( T = \langle \Gamma, Q, \rightarrow, q_0, F \rangle \) be a Turing machine where \( \Gamma \) is the alphabet, \( Q \) is the set of states, \( \rightarrow \subseteq Q \times \Gamma \times Q \times \Gamma \times \{R, L\} \) is the transition relation (we use \( (q, a) \rightarrow (q', b, \Delta) \) to indicate that when \( T \) is in state \( q \) and it reads the input \( a \) in the current tape cell, it moves to state \( q' \), writes \( b \) in the current tape cell, and its reading head moves one cell to the right/left, according to \( \Delta \)), \( q_0 \) is the initial state, and \( F \subseteq Q \) is the set of accepting states. The concurrent program \( P \) has \( s(n) \) processes, one for each tape cell that is used. For all \( 1 \leq i \leq s(n) \), the process \( P_i \) is defined as follows.

1. \( AP_i = \{ \text{accept}_i \} \) and \( AC_i = \{ i-1, i, i+1 \} \times Q \).
2. The state set of \( P_i \) is \( (Q \times \Gamma) \cup \Gamma \). A state of the form \( (q, a) \) indicates that \( T \) is in state \( q \), its reading head is on cell \( i \), and the content of cell \( i \) is \( a \). A state of the form \( a \) indicates that the content of cell \( i \) is \( a \) and the reading head is not on cell \( i \).
3. For each transition \( (q, a) \rightarrow (q', b, \Delta) \) of \( T \), we have the following transitions in \( P_i \).
   (a) A transition from \( (q, a) \) to \( b \) labeled by \( (i+1, q') \) if \( \Delta = R \) and by \( (i-1, q') \) if \( \Delta = L \). This transition corresponds to the head moving from cell \( i \) to cell \( i+1 \) or \( i-1 \).
   (b) A transition from every \( a \in \Gamma \) to \( (q', a) \) labeled by \( (i, q') \). This transition corresponds to the head moving to cell \( i \) from cell \( i+1 \) or \( i-1 \).
4. The initial state of \( P_i \) corresponds to the initial content of cell \( i \). Thus, it is \( (q_0, \varepsilon) \) for \( i = 1 \) and it is \( \varepsilon \) for \( 1 < i \leq s(n) \).
5. We label a state \( (q, a) \) with \( \text{accept}_i \) if and only if \( q \in F \).

The concurrent behavior of the processes embodies all the computations of \( T \) on the empty tape. To see this, observe that each reachable state \( s \) in \( P \) has exactly one \( 1 \leq i \leq n \) for which \( s[i] \in Q \times \Gamma \). Thus, each reachable state in \( P \) corresponds to a configuration of \( T \). Also, a transition from a state \( s_1 \) to a state \( s_2 \) corresponds to a possible transition from the configuration associated with \( s_1 \) to the one associated with \( s_2 \).

Now, let \( \text{accept} = \bigvee_i \text{accept}_i \). Consider the CTL formula \( \psi = EF\text{accept} \). \( P \models \psi \) if and only if there exists a computation of \( T \) on the empty tape in which eventually reaches an accepting state. Thus, \( P \models \psi \) if and only if \( T \) accepts the empty tape. \( \square \)

**Theorem 6.2** The program complexity of CTL and CTL* model checking for concurrent programs is PSPACE-complete.
Proof: Clearly, the upper bound proved in Theorem 6.1 holds here too. Since proving the lower bound there we used a fixed formula, hardness in PSPACE holds also here.

We now consider the program complexity of $\mu$-calculus and alternation-free $\mu$-calculus model checking for concurrent programs. The WAAs that correspond to alternation-free $\mu$-calculus do not have the restricted structure of HAAa. In Example 4.5, we presented the WAA that corresponds to the formula $\psi = \mu y.(p \lor EXAxy)$ and in which an alternation between existential and universal states that belong to the same set is possible. Thus, while the syntax of CTL and CTL* makes the alternation of the path quantifiers $A$ and $E$ bounded by the length of the formula, the fixed-point operators in $\mu$-calculus enable an unbounded alternation. This unbounded alternation is the key for the following theorem:

**Theorem 6.3** The program complexity of alternation-free $\mu$-calculus model checking for concurrent programs is EXPTIME-complete.

Proof: Clearly, the problem can be solved in EXPTIME by building the nondeterministic program corresponding to the concurrent program and using the model-checking algorithm from Section 4.1. To prove that it is hard in EXPTIME, we do a reduction from alternating linear-space Turing machines, proved to be EXPTIME-hard in [CKS81].

Similarly to what we have done proving Theorem 6.1, we show that there exists an alternation-free $\mu$-calculus formula $\psi$ such that given an alternating Turing machine $T$ of space complexity $s(n)$, it is possible to build, with a logarithmic space construction, a concurrent program $P$ of size $O(s(n))$ such that $P$ satisfies $\psi$ if and only if $T$ accepts the empty tape. The model of alternation we use is that the transition relation is universal in its even steps and is existential in its odd steps.

Given $T$, the construction of $P$ is exactly the same as in Theorem 6.1. Consider the $\mu$-calculus formula

$$\psi = \mu y.(\text{accept} \lor EX(\text{accept} \lor AXy)).$$

$P \models \psi$ if and only if there exists a computation of $T$ on the empty tape in which all the leaves of the computation tree eventually reach an accepting state. Thus, $P \models \psi$ if and only if $T$ accepts the empty tape.

In Theorem 6.4 below, we show that $\mu$-calculus model checking for concurrent programs can also be done in time exponential in the program. Thus, the program complexities of model checking for concurrent programs for alternation-free $\mu$-calculus and general $\mu$-calculus coincide.

**Theorem 6.4** The program complexity of $\mu$-calculus model checking for concurrent programs is EXPTIME-complete.
**Proof:** Clearly, hardness in EXPTIME follows from Theorem 6.3. To prove membership in EXPTIME we use the algorithm suggested in [EL86]. Given a concurrent program $P$ and a $\mu$-calculus formula $\psi$, the size of a Kripke structure $K$ that models the nondeterministic expansion of $P$ is of size exponential in the size of $P$. According to [EL86], model checking of a Kripke structure $K$ with respect to a $\mu$-calculus formula $\psi$ is of time complexity $O((\|\psi\| \cdot \|K\|)^{n+1})$, where $n$ is the alternation depth of $\psi$. The alternation depth of a formula $\psi$ is the maximal number of alternations between $\mu$ and $\nu$ on any syntactic path from an occurrence of $\mu y$ or $\nu y$ to an occurrence of $y$ (see [EL86]). We clearly have that $n < \|\psi\|$ and, therefore, model checking of $K$ with respect to $\psi$ is of time complexity $O((\|\psi\| \cdot 2^{|P|})^{|\psi|})$. Hence, fixing $\psi$ we get that the program complexity of $\mu$-calculus model checking for concurrent programs is in EXPTIME.

Theorem 6.3 implies that while the time complexities of model checking for CTL and alternation-free $\mu$-calculus coincide, there is probably a gap between the space complexities of model checking for these logics. Moreover, the program complexity of model checking for CTL* is probably lower than the program complexity of model checking for the alternation-free $\mu$-calculus. To conclude, the automata-theoretic framework provides improved (and significant) space-complexity upper bounds for the model checking problem of CTL and CTL* and explains why similar improved bounds cannot be obtained for model checking of the $\mu$-calculi.

7 Discussion

In this work we argue that alternating tree automata provide a comprehensive and uniform framework for branching temporal logics. While the satisfiability problem for these logics reduces to the nonemptiness problem for alternating tree automata, the model checking problem reduces to the (much easier) 1-letter nonemptiness problem for these automata. The automata-theoretic approach separates the logical and the combinatorial aspects of reasoning about systems. The translation of specifications to automata handles the logic and shifts all the combinatorial difficulties to automata-theoretic problems. This enabled us to improve the space complexity of branching-time model checking. In particular, we show that alternating tree automata provide a PSPACE procedure for CTL* model checking of concurrent programs, and provide an explanation why this bound can not be achieved for $\mu$-calculus model checking and even for its alternation-free fragment.

The automata-theoretic approach to branching-time model checking described here has contributed to several other results in the area of specification and verification of reactive systems. In [KV95], the framework is extended to handle (and improve the space complexity of) branching-time model checking for fair systems. In [HKV96], the framework is extended to handle real-time and hybrid systems, and in [KV96, AHK97, KVW97], it is extended for the verification of open systems. One of the difficulties present when reasoning about open and
distributed systems is fact that the components of a system may have internal variables, thus
the other components have incomplete information about the global configuration of the system.
The structure of alternating tree automata has turned out to be particularly suitable for coping
with incomplete information, and in [KV97, KV99a, KV99b, KV99c], the automata-theoretic
approach is extended to handle verification and synthesis of open and distributed systems.
Finally, the approach is combined with partial-order methods in [WW96], combined with the
assume-guarantee paradigm for modular model checking in [Var95, KV98b], and it contributes to
the study of linear-time properties that can be checked efficiently and symbolically in [KV98a].
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