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תקציר

יחד עם עליית רמת המרוכבות של מערכות מחשב, דרגת הקושי של ניהול מערכות אלה משימת הבקרה עליהם גם עלתה – דבר שהביא איתו איום תמידי של איחורים באחזקת המערכות ותיקונם, כאשר כל שנייה של השבתת מערכת במימדים אלה עלולה להביא להפסדים רבים לחברה המתחזקת אותה. 
ייתכן וישועה מסוימת תבוא משינוי בכלים המשמשים לבקרה על מערכות אלה.   תחום הממשקים המוחשיים מבטיח במיוחד בעניין זה: ייתכן והוספת אספקט המוחשיות תוכל להוסיף יתרונות כגון הורדת עומס הקוגניטיבי של מנהלי הרשתות, שמירת ‘צילומים נישאים’ של מצבי המערכת, ומאוד ייתכן גם שתוסיף לייעול העבודה בצוותים. בנוסף, שינוי צורת הצגת המידע עשויה להקל על גילוי בעיות במערכת בהקדם האפשרי.
תזה זו מציגה אפוא ממשק מוחשי מקורי לבקרה על מערכות גדולות:  מערכת בקרה בקוביות -  או כפי שמכונה באנגלית, ה  Cube Monitoring System )או בקיצור CMS ) המייצגת מערכת באופן הירארכי ודינאמי בעזרת קוביות המונחות על מגש בעל אזורים שונים.   בהיבטיו השונים של ה CMS מוצגים בהקשר של מחקר קיים בתחומי עיצוב ממשקים וניהול מערכות.  סקירת המחקר הקיים נותן שפה לתיאור ממשקים, בנוסף להנחיות לעיצובן, וכלים להערכתן.  הרקע התיאורטי מאפשר ניתוח מעמיק יותר של מערכת ה-CMS והערכת  מידת התאמתן  של תכונות ה CMS לצרכי מנהלי המערכות.   ניתוח זה הנחה את תכנונם של קבוצת ניסויים שמטרתם היא בדיקת הצלחתה של ממשק ה CMS לספק פתרון לבעיות הניצבות בפני משתמשיה הפוטנציאליים.
בסוף העבודה מוצגים כיוונים אפשריים למחקר עתידי, כולל בעיות וסיבוכים פוטנציאליים, וגישות נוספות למחקר, ומוצגות גם דרכים אפשריות לשפר מימושים עתידיים של מערכת ה- CMS.
Abstract

As computer systems have become increasingly complex over the years, the task of monitoring and administrating these systems has also increased in complexity, leading to the threat of potential costly and dangerous errors and delays in their maintenance and repair.
Changing the type of tools used for monitoring the system could potentially bring some relief.   The emerging field of tangible user interfaces shows some promise in this respect: adding the aspect of tangibility may offer advantages such as potentially lessening the cognitive burden of administrators, preserving 'portable snapshots' of system state, and also possibly facilitating teamwork. Tangibility may also allow the display of information to be rearranged in a manner that could facilitate the discovery of looming – and burning – problems, as early as possible. 
This thesis thus describes and analyzes an original, tangible user interface for large systems monitoring – the Cube Management System (CMS), which represents the system in a dynamic, hierarchical manner by means of cubes on a sectioned tray.  CMS is then discussed in the context of preexisting research in the fields of interface design and systems administration.   The survey of prior research provides the language for describing interface systems, as well as guidelines for their design, and tools for evaluation.  This theoretical background allows for a deeper analysis of the CMS system and an assessment of the extent to which these features fulfill the needs of system administrators; this analysis then serves to guide the construction of a set of experiments to assess the usefulness of the CMS system in fulfilling its purpose.   

The paper concludes by presenting possible directions for future research, including potential issues and complications, additional research approaches, and presents possible ways to improve future incarnations of the CMS system.
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Introduction

Maintaining a fully-operational system is usually a matter of crucial importance for its owners, where even several seconds' downtime can carry huge costs in terms of unprocessed transactions, chain reactions, and direct losses.   However, these systems are continually growing in complexity, leading to an ironic situation wherein even as organizations become more reliant on such systems, they become more difficult to maintain.   

The administrator's burden could potentially be somewhat alleviated through the use of a tangible interface.  The Cube Management System (CMS for short) is an original system
 specifically for this purpose. CMS offers a Tangible User Interface (TUI) for monitoring large-scale systems, and its tangibility promises to offer several advantages over traditional Graphical User Interface (GUI) - or Command Line Interface (CLI) - based systems.  Such assumed advantages include the reduction of system administrators' cognitive load, and the facilitation of group interaction - among other advantages which could potentially save precious seconds in maintaining these complex and often mission-critical systems.   

CMS uses cubes to represent the components of its underlying system.   The assignment of a cube-component representation is determined based on the location of the cubes on a specially sectioned tray.    The tray is connected to a live, logical representation of the underlying system, so that the cubes display the current status of the components that they represent.
However, assumptions about CMS's viability need to be evaluated:   This would assess just how much – if any – advantage is gained from the switch to tangibility, and if so, what aspects of the tangibility procure the advantage.   Such an assessment would also evaluate whether any – and if so, what - disadvantage might result from the introduction of tangibility as an element to the system.   A decision then needs to be made as to whether the advantage outweighs the disadvantage and if any worthwhile improvements can be brought about by redesign.
Such an evaluation would elucidate not only the usefulness of CMS as a tool in systems design, but would also clarify issues in cognitive psychology, perception and tool-usage, as applied to TUI design and to interface design in general.      

The first step in the evaluation process undertook a survey of prior research in the field of tangible interfaces, and studied the language used for analyzing these tools.    This paper presents a summary of this survey, and then undertakes to analyze CMS using the language of TUI analysis as it emerges from the existing research.    It then outlines proposed experiments, together with an analysis of how these experiments might be useful in evaluating the features of tangibility in general and of CMS in particular.   After undertaking the experiments outlined in this paper, our results should serve as a coherent and unified assessment of the goals and advantages of TUI design for systems administration and of the overall needs of system administrators as human users, and thus offer a significant contribution to the research and development efforts in these two fields.
The discussion of CMS ends with proposed future directions, which merit evaluation as alternative features of the CMS system.   
Section 1: CMS and its Implementation

I: Overall Architecture
As previously published
, CMS revolves around the idea of representing components of a large-scale system as cubes with dynamic display capacities, laid out on a tray with spatial awareness.  
The cubes are fed information by means of the tray.   The tray, for its part, is divided into three different active areas: One active area allows the cubes within it to receive new information; the other two areas manipulate the tray's configuration and in so doing influence the type of information that is displayed through the cubes.
The system information is fed to the tray by means of an XML feed from a live system. This information is then relayed from the tray to the cubes in the central display area of the tray, according to the present configuration of the cubes in the other active areas of the tray, as illustrated in Figure 1.
[image: image1.emf]
Figure 1:   The architecture of CMS.   

(Prototype implementation details are included as an illustrative example.)

Cubes are physically independent of the tray and can either be moved around within the tray or removed from the tray altogether.  Moving a cube from one area of the tray to another affects the tray's configuration and modifies the state and the display of the other cubes on the tray.   When a cube is removed from the tray, it loses its connection to the current state of the underlying system and so cannot be updated automatically; this freezes its state and preserves its display, so that a particular aspect of the system can be "photographed" while the rest of the system display continues to be dynamic.  This allows the user to analyze a particular aspect of the underlying system while at the same time controlling and changing the context of analysis.  It also allows the cubes to serve as "sticky notes" which can be used to keep static records of system states.   The cubes can also be carried from place to place while preserving their display – a useful feature for team coordination, and also for allowing information to be physically carried from the tray to the component itself.
II: CMS Functionality 

CMS cubes (Figure 2) have the ability to display textual information and to glow various colors.   This allows a cube to represent a system component, to display some small piece of textual information regarding that component, and to show the state of the component, as symbolized by a color.   This representation is assigned to the cube by the CMS tray when the cube makes contact with the tray; upon removal of the cube the representation on the cube remains static until the cube returns to the tray.   The cubes' LED lights provide a constant, ambient indication of the system status, and its' textual information is available to those interested enough to get a closer look.  

 SHAPE 
[image: image2]
Figure 2: A sketch of a CMS cube.   

The CMS tray is divided into areas with different functions (Figure 3):  The central area maps its cubes to some component of the system, whereas the other areas are "hot areas" which allow the user to configure what part of the system the central area will represent.   To configure the mapping function of the central tray area, the user chooses cubes and places them in the "hot areas".  The present identity of the cubes placed there determines the new identities of the cubes in the central area.   

   [image: image3.png]



Figure 3:   The CMS tray and its active areas

This configurability allows us to imitate the "drill down" behavior of popular GUI-based systems such as Ganglia
 or Nagios
.  For example (see Figure 4), at the top level, the cubes in the central area could represent the various racks which comprise the overall system.  We could then "drill down" to focus on a particular rack by picking up the cube that has been mapped to that rack and placing it in the top area of the tray.  This changes the context of the central area so that it essentially shows a close-up view of the servers that are located in the chosen rack.   
We can then "drill down" further to focus on a particular server by choosing the cube which represents that server and placing it in the top area.  The cubes in the central area would then map to the individual components of the server.   
[image: image4.emf]
Figure 4: Nested cube assignments

The LEDs on the cube show the status of the component that the cube represents.  This helps visually identify problem components, and the collective glow of the cubes on the tray create an ambient effect whose overall "shade" reflects the health of the system as a whole.  
The following illustration (Figure 5) shows how the color difference, combined with the drill-down capacity, can help identify the source of problems in the system:
[image: image5.emf][image: image6.emf][image: image7.emf]
Figure 5: Drilling down to find the exact source of a problem in the system

III: Initial Prototype 

A basic prototype of CMS has been implemented and used for unit and integration testing.  Its design consisted of four cubes on a tray with a main area of nine slots, an aggregate area of three slots, and a top area of three slots.  This is shown in Figure 6.
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Figure 6: Prototype of CMS tray, showing division of areas, connectors, and cube placement

The CMS prototype monitored the EverGrow computation clusters
, 
, and used Ganglia as back-end monitoring software.  This was connected to the CMS server, which was implemented as a Python service on a standard workstation.   Using an operational large-scale system as the underlying system afforded the opportunity to experiment, test and understand how CMS functions with live unpredictable data.  . 

The hardware implementation made extensive use of the OpenBoard microcontroller unit (MCU): The tray and CMS cubes were implemented in the LogoChip 
  language on an OpenBoard 
 PIC based (MCU) infrastructure.  The prototype used one OpenBoard MCU for each cube, and one additional OpenBoard MCU on the tray. 

Each cube (Figures 7, 8) was equipped with a single serial LCD
 and three LEDs to display a quick summary status for the cube. The LCD was driven using the standard PIC Serial communication protocol running at 9600 baud. 

[image: image9.png]



Figure 7: A cube from the CMS prototype

Each cube was powered with a 9-volt battery regulated to 5 volts, and had standard connection points to the tray.  This battery was insufficient to power the cubes and their LCD displays for a prolonged amount of time; future implementations will give higher priority to power-management considerations.
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Figure 8: Inside a prototype CMS cube

Communications between the tray and the cubes was implemented via the built-in LogoChip serial communications protocol.  The basic LogoChip system supports three serial output ports and four serial input ports; we designed a simple bus protocol where all cubes on the CMS tray could receive messages from the tray using a single communication line. Each cube was connected to one of three return communication lines; one for each of the tray areas. The protocol required that each cube respond within a fixed time period, in order to avoid collisions where two cubes might send a message at the same time. 
Server-tray communication was implemented using the OpenBoard’s RS232 serial interface connector.   Figure 9 shows a schematic diagram of the inner logic of the CMS tray and its communications ports.
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Figure 9: Schematic diagram of  a prototype CMS tray

Section 2: Background
In approaching the analysis of the CMS system, two main areas of research stand out as being of particular relevance:  Interface design for systems administration, and tangible user interface analysis and design, and.   
Before we survey these two topics, however, it would be wise to remember the fundamental purpose of the CMS system:  to offer a user-manipulable interface for representing a complex and dynamic system, in such a way as to make the details of the system as accessible and understandable to the user as possible and in so doing, to minimize the overhead incurred through human perception and reaction.  
The review will start with a brief background of direct manipulation interfaces, and then review the topic of interface design for systems administration.   A review of the theory of tangible user interface design follows; the section ends with a review of TUI projects that have notable similarities to CMS.
I: Direct Manipulation Interfaces 

In 1983, as GUIs were starting to make inroads as a feature in computing systems, Ben Shneiderman put forth the idea of a "Direct Manipulation Interface" (DMI)
.   The motivation behind the development of DMIs was to reduce the cognitive effort of human computer usage, by enabling direct manipulation of an underlying system – resulting in more intuitive, efficient and effective user behavior.
A DMI is a generalized term which can apply both to a GUI as well as to a TUI.   Shneiderman, writing in 1983, applies the term to even more basic constructs: His examples include editors such as vi or Emacs – as opposed to "indirect", teletype-based line editors which users were accustomed to before the 1980s which often entailed complex commands and had insufficient displays of the information being processed.   Also included are joystick-driven video games and spatial management systems.
Shneiderman points out several advantages to using DMIs – some subjective and others objective – and also highlights areas where DMIs can be applicable.  The key advantage that he highlights is that of transparency – where the interface itself 'disappears' in that it no longer requires large amounts of non-intuitive cerebral effort just to operate, and users are now free to use their knowledge of the represented problem to solve it directly – without diverting their precious intellectual and cognitive resources in learning an entire system of external intermediary commands.
Shneiderman enumerates the following definitive principles of a DMI system: 

a) Continuous representation - i.e., an object's representation persists and does not disappear or change
b) Actions or labeled button presses (as opposed to complex command syntax)
c) Immediately visible impact of incremental, reversible operations.   
d) Incremental learning process that allows initial access to unskilled users and acquisition of user skill by means of using the system.
Adhering to these design principles, he claims, will allow the construction of easy-to-learn systems which induce less user anxiety and allow for greater user mastery of the system as an integrated whole.   He supports this claim using his syntactic/semantic model of user behavior
.   This model classifies knowledge as being syntactic or semantic.   Syntactic knowledge is interface-specific (with some overlap between systems accounted for by standardization), arbitrary, and memorized by rote.   Semantic knowledge, at its higher levels, relates to the functions of the system.  As such, semantic knowledge is common to most similar systems, and is also more readily acquired because of its coupling to familiar concepts.  DMIs allow the user immediate and direct access to the higher level representation and as such avoid the confusion induced by arbitrary syntax. 
He cites studies from the field of education
,
,
,
 which show that students learn more effectively and rapidly when provided with visual – as opposed to temporal or logical – representations of mathematical problems, but also mentions that visual representations also have their limitations, including the need for users to learn the meanings of the graphical representations, as well the possibility of an unclear or misleading representation inducing user confusion.    He also mentions that DMIs (as he describes them) might be limited in their usefulness for use with complex systems.

Twenty-seven years after the publication of Schneiderman's paper, these issues remain high on the list of considerations for interface designers.  However, these issues are not unique to DMIs:  the issues which made non-direct interfaces so unattractive in the first place relate directly to the artificial nature of an intermediate layer of abstraction and to the mental effort imposed by the organization of that intermediate layer.   DMIs, by making the representation of that intermediate layer more intuitive, at least offer the opportunity to create or approach transparency; the extent to which this achieved depends on the problem space and on the skill on the interface designer – thus offloading the bulk of the effort on a single, specialized focal point (the designer) rather than upon the (unspecialized) user.

II: Interfaces for Systems Administration
The study of systems administration interfaces encompasses a huge body of literature owing to its importance: system safety can often translate into human safety – such as in the case of systems which control nuclear power plants or aviation – and at the very least can often translate into lost profits from system downtime.   
Jens Rasmussen of the Risø National Labs in Denmark has done extensive research on the human-cognitive aspects of systems design; his work with Kim Vicente on Ecological Interface Design (EID) is widely cited and has become the basis for commercial systems
.   Their 1992 paper on the theoretical foundations of EID is summarized below.
Eben Haber and John Bailey of IBM's Almaden Research center have done ethnographical case studies of system administrators' behavior in their "natural habitats".  This research has led to a sort of "wish list" of design features which is also summarized here as a general guideline for use when designing new interface systems.

Ecological Interface Design 

In 1992, Vicente and Rasmussen
 aimed to expand the discussion of DMI design so that it would more suitable for use with complex systems.  To this end they put forth an approach called Ecological Interface Design 
(EID). Ecological interface design integrates principles of DMI in an attempt to build robust and efficient interfaces for complex systems – taking into particular account the cognitive aspects of representing unanticipated events, which are a major cause of errors and system failure.
They start by enumerating three laws of control theory and linear systems theory which govern systems design:   
1) Complex systems require complex controllers

2) Physical systems can be described by a set of constraints

3) Every good controller must be / possess a model of the controlled system
,

They deduce from these that an interface must take into account all the constraints of the system it is representing
, and that it is not possible to somehow reduce the complexity of these constraints.   With this in mind, they turn to the task of presenting the constraints to the operator in a psychologically relevant way.  To do this, they use Rasmussen's concepts of an abstraction hierarchy
,
 and of the Skills, Rules, Knowledge (SRK) taxonomy
,
.
An abstraction hierarchy
 is a special type of hierarchy which is structured around causal aspects of the system.  The five levels of an abstraction hierarchy can be enumerated as follows:

1) Functional Purpose level (highest level) - shows the system goals 

2) Abstract Functional level – represents abstract laws pertaining to the system goals 3) Generalized Function – shows how the system functions are achieved 

4) Physical Function – shows how the physical components achieve the system goals
5) Physical Form – describes the attributes of the physical components of the system
The SRK taxonomy
 classifies behavior as being skill-based, rule-based, or knowledge-based.   Skill-based behavior is intuitive behavior which can be acquired through practice.    Rule-based behavior involves following a set of pre-set procedures; these two types of behavior are perceptual and require a low level of conscious activity.   Knowledge-based behavior requires analytical thought, but is more useful for dealing with unanticipated or rare occurrences.   Perceptual problem solving is typically fast, can be done in parallel, and does not require conscious mental effort; analytical processing is slower, and requires serial processing and conscious thought.   However, perceptual processing can only be used for familiar situations because it relies on the user's level of acquaintance with the surroundings – as opposed to knowledge-based processing, which uses analysis and deduction to deal with unfamiliar phenomena.

Vicente and Rasmussen cite Brunswik's studies
 which presented a perceptual and an analytical version of the same task to a group of users.   The users achieved the correct version more often with the analytical task, but there was higher deviation from the correct answer for the analytical version than for the perceptual version.  They also cite Hammond, Hamm, Grassia and Pearson whose studies on highway engineers
 corroborate Brunswik's result that knowledge-based cognition can lead to extreme errors.  They conclude that it is useful to use features of perceptual processing when designing interfaces for complex systems - especially in light of the observed
,
,
,
 natural tendency of users themselves to use their perceptual facilities in order to simplify tasks – even at the risk of oversimplification and wrong assumptions, and even during non-routine incidents which do not conform to any familiar models
.  They cite Kirlik
 who claimed that perceptual action could account for nearly all expert behavior.
This hits a snag when working with high-technology systems where properties cannot typically be directly observed.  For such systems, "surface control" is guided by the perceptual properties of the displays, and "deep control" (i.e. analytical processing) relies on the user's mental model of the underlying process.  Although operators seem to have a distinct preference for lower level cognitive processes
,
, this often leads to their undoing:   Hollnagel observed
 that users tended to ignore abstract properties, and instead relied on the concrete perceptual characteristics of the display – often confusing the physical structure of the a process with the physical properties of the display, even though the latter was not designed as a complete representation of the system processes.    
They enumerate the following three types of errors that can result from this confusion: 

1) Operators overlook system properties that are not visible on the display

2) Inconsistent mappings result in cues being incorrectly interpreted 
3) Users do not see functional relationships between subsystems and incorrectly perceive that they are independent of each other.
Upon analyzing this situation, they note that the level of cognitive skill required for the task depends on both the expertise of the user and the nature of the task:  more experienced users are more likely to rely on perceptual levels of cognition than novices, and different classes of activity require different types of representation owing to their different natures.   They also note that complex tasks are likely to require interaction between all three levels of cognitive control – meaning, essentially, that it is up to the interface designer to decide what role each level of cognitive control will have within the interface design.
Each level of cognitive control is induced differently: Skills-based behavior is induced by time-space signals; Rules-based behavior is induced with signs, and Knowledge-based behavior is induced by means of meaningful structures and symbols.    
All this analysis culminates in the Ecological Interface Design paradigm, which intends to integrate all here levels of cognitive control into a single interface.   The EID paradigm can be summarized by the following three principles: 
1) To support skills-based behavior:  Interaction via time-space signals should be possible by means of direct operator action on the display and isomorphism between the displayed information and the part-whole structure of movements.  Higher level system information should be presented as an aggregation of lower-level information:  this should accordingly be mirrored in the interface by aggregating the elementary movements which correspond to the lower-level information into higher level cues for the corresponding routines.  The aggregation allows multiple levels to be visible simultaneously, letting the user choose where to direct his/her attention.   This principle also favors DMIs to command languages so as not to disrupt the continuity of spatial-temporal perception.   
2) To support rules-based behavior: There should be a consistent one-to-one mapping between the constraints of the work domain and the interface cues.   This enables rule-based responses to be enacted directly and automatically via the interface, without external translations or investigations which would interfere with such response.  It also eliminates procedural traps
 wherein irregular situations erroneously trigger (unsuccessful) rule-based user responses, and in so doing improves the reliability of rule-based response mechanisms so that they can replace knowledge-based behaviors more extensively.   They back this design principle with citations of studies which show that such a mapping does indeed improve performance
,
,
.
3) To support knowledge-based problem solving: The work domain should be represented as an abstraction hierarchy to serve as an externalized mental model.  This presents the problem space to the user in a manner that allows operators to cope with unanticipated events; and facilitates the intense cognitive effort required to perform knowledge-based activities by letting the interface – not the user – keep track of changes to the changes to the underlying system structure. Making this representation accessible through the interface serves to facilitate analysis and other activities that require thought.
Haber & Bailey's Design Guidelines
Haber and Bailey
 have published an extensive "wish list" of features for system administration software.  The list is too long to be quoted here in its entirety but some general points that they raise include, among other things:
· The software must be non-obstructive to system operation.  That is, it should not block the normal operation of the system, and it should also be available online and in real-time, and it should also be recoverable.

· Formats, presentation and terminology should be standardized 

· Similar information should be easily identifiable as such 

· Tools should be able to be integrated with other tools in the system.

· Configuration and run-time information should be easily available.  These should easily be distinguished from each other and should allow for easy comparison

· Administration tools should support the creation and sharing of scripts and easy access to CLI, at the very least as a last resort.   

· Histories should be preserved

Their suggestions regarding situational awareness and monitoring tools are directly relevant to CMS:
· Administration tools should be designed to support development and maintenance of projection-level situation awareness 

· Alerting tools should be provided to help automate monitoring. Alerts should support customizable, progressive thresholds, and selectable destinations; they should also be suppressible.

· Visual representations should selectively layer physical and logical representations with configuration and operational state information.

· Users should be able to record or specify the normative baseline of system operation.    This should allow for the automatically issue warnings when there are significant departures from the norm, so that proactive measures can be taken to deal with the problem.

Regarding collaboration: sysadmins should be able to share views of system state, so they can see and discuss the same thing.   There should also be mechanisms in place to quickly introduce the present system context to new team members as soon as they join.

They summarize their suggestions as follows:  
1) Tools must provide as detailed information of the system's workings as possible.  
2) Tools should be fast enough to allow quick response to emergencies; they should also be scriptable and configurable, reliable, and scalable to the largest possible system size.   
3) And since there is always a chance that its data could be out of date because of an internal problem, information should be time-stamped, or there should be some other indicator informing sysadmins that the data collection is indeed running. 

III: Tangible User Interfaces 

The term "Tangible User Interfaces" was first used by Ishii and Ullmer in 1997
.     However, the topic was examined earlier by George Fitzmaurice in his Bricks project with Ishii and Buxton
 as well as in his doctoral thesis
.  In these earlier works the topics appears under the title "Graspable User Interfaces" - a play on the double meaning of the word to "grasp" (i.e. to physically hold and also to mentally understand).    Although others had approached the topic as early as 1993
, Fitzmaurice's thesis seems to be the earliest attempt to establish a theoretical language for TUI design.
At the time that these first papers were published, Microsoft had recently released the first versions of Windows
, which relied more heavily on Graphical UI and helped promote the idea of a GUI (as opposed to a Command Line Interface, or CLI) in the mainstream PC market.   Manufacturers of tools for artists and medical professionals (among others) were making inroads into the design of spatially-aware physical tools embedded with or connected to software
,
.  Mainstream "graspable" devices (although not quite Graspable Interfaces per se) included the Palm Pilot
 and other PDAs which were making their introduction into the mainstream market, as well as the Tamagotchi
 and second-generation cellphones with basic keypad-based functionality.  The GPRS cellular data-transfer protocol was in early stages of its development
, paving the way towards data transfer protocols that would allow a cellular phone to function as a fully-functional digital device.      At the same time, technologies such as IrDA and RFID further expanded the possibilities for inter-device communication and also enabled the spatial awareness and motion-sensitivity facets of TUIs to be more easily implemented
.
Since then, a great deal of research has been carried out to expand the capacity and horizons of input devices, describing TUIs and attempting to systemize their study.  This research has come from schools of computer science, engineering, psychology, cognitive science, and design – and significant contributions have also been made by commercial research departments. MIT's Media Lab Tangible Media Group, led by Hiroshi Ishii, is a focal point of research and innovation in the field; another early pioneer is Bill Buxton of the University of Toronto (presently of Microsoft Research), whose early work in the field of interfaces paved the way for his work on the Bricks project  and for his supervision of Fitzmaurice’s PhD.   Many other major researchers have collaborated or studied with Ishii and/or Buxton at some time in their career. Other prominent schools include the Department of Industrial Design of the Technical University in Eindhoven, the Netherlands, the Swedish Institute of Computer Science, Stockholm University, the Georgia Institute of Technology and the Tangible Visualization group at Louisiana State University, led by Brygg Ullmer.   
Many TUI projects have been proposed since the subject first started to emerge.  Two papers stand out as seminal works in terms of their contribution to the theory and analysis of TUI design:   Fitzmaurice's aforementioned PhD thesis and a paper published by Ullmer & Ishii in 2000, titled "Emerging Frameworks for Tangible User Interfaces"
.    Holmquist, Redström and Ljungstrand’s 1999 paper, “Token-Based Access to Digital Information“
, also contributes to the terminology of TUI theory.  This section will provide a brief review of the theoretical concepts presented in these papers.
Fitzmaurice’s Thesis
Fitzmaurice's work examines interfaces which fulfill two requirements:  They require two hands and they allow parallel input - which he refers to as "space multiplexed" (as opposed to "time multiplexed") input.   He presents a broad survey of prior research pertinent to such interfaces, and then describes his own research using the terminology and means of assessment put forth in the papers which he surveys.

In his historical survey, Fitzmaurice reviews the cognitive processes involved in interface usage, as well as the concepts of a gestural vocabulary, the use of space and representations, and the types of actions involved in their use.   He summarizes and formalizes a huge bulk of research in cognition, psychology and design and in doing so he has assembled the basic starting point for any research in the field of TUI design.
I will summarize much of his paper here, in particular as it pertains to the context of tangible user interfaces and presents the tools used to plan and understand any TUI project, CMS included.    In later sections I will discuss his projects as they relate to CMS.

Fitzmaurice starts by characterizing the systems under discussion.   With a nod to Shneiderman's characterization of DMI systems, Fitzmaurice goes on to define five characteristics which he sees as common to all graspable UIs.  These characteristics include:

i) Space multiplexing of both input and output

ii) A high degree of inter-device concurrency (which he further subdivides into functional/physical coupling, and foreground/background concurrency), 
iii) Specialized input devices 
iv) Spatially-aware computational devices, and 
v) Spatial reconfigurability of devices and of device context. 
(I subdivide these into behavioral characteristics (i, ii, and v) and physical characteristics (iii and iv); my focus here is upon the former.)
Fitzmaurice then goes on to survey the literature on bimanual action and prehension inasmuch as they relate to these characteristics, and then to evaluate the range of physical dexterity that users have at their disposal to grasp and manipulate objects. 

His fundamental premise is that the user must be seen as an integral part of the system, whose "computational complexity" must be factored into the overall efficiency of the system.   User action and response will remain a performance bottleneck in any interactive system until the issue of the user's response is adequately addressed. 
With this in mind, he presents Kirsch's discoveries
 that subjects performed tasks faster and more accurately when they were allowed to use both hands.   His conclusion is that interfaces that do not allow the use of the user's full faculties essentially handicap the user – since physical objects can be constructed in a manner that would require less manipulative and perceptual effort than virtual objects.  In other words, graspable UIs have significant potential to relieve the user-interactive bottleneck.

He goes on to analyze motor action, spatial arrangements and perception of physical and spatial attributes.  He refers to Kirsch and Maglio's categorization of action 
 as pragmatic (performatory) action – performed to bring the user measurably closer to an end goal - vs. epistemic (exploratory) action – which serves to aid mental processing by reducing time and space complexity, as well as by improving the reliability, of cognitive processes.   

Fitzmaurice then surveys the intelligent use of space as an aid to simplify choice, perception and internal computation - as well as to aid creativity.  Here he refers again to prior work done by Kirsch
  and notes that spatial arrangements help users by: 
a) Representing the state of the system 
b) Suggesting upcoming actions, and 
c) Predicting or suggesting the effects of actions. 
Furthermore, Kirsch claims that  if the user also uses environmental damping ("jigging") factors, then space can also help by limiting the range of user choice (and thus reducing complexity) and by biasing actions by means of attention-getting structures (thus further reducing the choice space and, by extension, the user complexity).  Another spatial manipulation technique is the use of affordances
 
, which are implicit directions of use, as suggested by structure, configuration or situation – for example, the shape of a bowl suggests its manner of use, as does the shape of a table.
Clustering and structuring of objects are additional useful spatial manipulation technique, which can help keep track of objects' locations,  can help highlight the relevant affordances and the available actions, and can help monitor the current state of the system.    Fitzmaurice quotes Kirsch again to enumerate the following factors which trigger clustering:  
a) Similarity of objects
b) Grouping of actions 
c) Continuity 
d) Grouping of objects together as a closed form, and/or 
e) Coordinated emphasis of a set of objects, contrasted against a surrounding background.  
Fowler's categorization of objects is also useful for analysis, and includes:
 
a) Importance of an object (relative to other objects)
b) Frequency of an object's use 
c) An object's function, and 
d) Sequence of objects' use.  

Fitzmaurice sees EID as an outgrowth of affordance theory which combines cognitive engineering (measurement, control) and ecological psychology (perception, action).   

Finally, in the context of bimanual interface design, Fitzmaurice stresses the importance of implementing Guiard's principles of bimanual gestures
 when designing a graspable UI.  These principles include: 

1) The non-dominant hand should serve as a reference for the dominant hand, 
2) The dominant hand performs finer movements and the non-dominant hand performs coarser movements, and 
3) The dominant hand should act first, followed by the non-dominant hand.

Later on, in his discussion of the "Bricks" project, Fitzmaurice introduces the concept of gestural "chunking and phrasing"
, 
 - where chunks are atomic units of operation used by memory/cognition, and phrases are groups of chunks.   Movement is thus a sequence of chunks, and Fitzmaurice sees the matching of chunks to tasks to be a central element of UI design.   Since, in the physical world, several actions are naturally performed in parallel (e.g. simultaneous lifting and turning), he concludes that physical interfaces reduce the number of chunks necessary to make up a phrase – thus further improving user efficiency.
Among his final conclusions, Fitzmaurice acknowledges that collections of objects in physical space introduce the potential for physical and cognitive clutter.  With this in mind, he raises the idea of hybrid systems as a potential "best of all possible worlds".   In such hybrid systems, the dynamic or visually demanding UI elements would remain virtual (taking advantage of the computer screen's ability to quickly and dynamically update itself), while static interface elements (such as tool icons or menus) would have physical instantiations. 

In conclusion of his theoretical survey, he summarizes:
Body language is a tool of thought. The organization of input devices establishes the vocabulary of body language, as it pertains to interactive systems.  

Hiroshi Ishii & Brygg Ullmer’s 2000 Paper
Hiroshi Ishii's work covers a huge variety of tangible and sensory interfaces, and   Brygg Ullmer, his student, has also been prolific.  Their joint paper from 2000 is a very well organized exposition to the discussion of TUIs.    It sets the groundwork for the formal analysis of TUIs using a survey of a wide variety of TUI projects that had already been in existence at the time.   
They start by establishing terminology:  They use the word "token" to refer to a physically manipulable element of a TUI (in CMS, these would be the cubes), and they use the term "reference frame" to refer to physical interaction spaces in which these objects are used (such as the CMS tray).  They note that tokens can serve as nested reference frames (such as pies in trivial pursuit)  
They differentiate tangible from graphical UIs as follows:  TUIs, as opposed to GUIs, give physical form to digital information.   They do this by employing physical artifacts both as representations and as controls for computational media, seamlessly integrating the two. Thus, in a TUI, form, position, and orientation all play roles in both representation and control of the underlying system.  
In order to describe representation and control, Ishii & Ullmer modify the historically employed Model-Control-View (MVC) interaction model, and put forth their own "Model-Control-Representation (Physical & Digital)" (MCRpd) model, which distinguishes the Physical and the Digital aspects of representation.  Within this modified model, it is easy to envision the physical representations of a TUI coupled to all other aspects – the Model, the Control and the Digital representation – such that the physical state of the interface tokens partially embodies the digital state of the entire system.  In other words, the physical representation can embody the underlying digital information and the interactive control mechanisms of the system, and give physical form to digital representations. 
Due to their physical nature, the physical representations of tokens in a TUI system are persistent.  However, their state and their bindings are not: these change along with the logical state of the system.   A token's state at a given point in time can be determined by some combination of three aspects:

1) Spatial aspects – i.e. the location of the token within the reference frame 
2) Relational aspects, – i.e. the relative position with respect to other tokens
2) Constructive aspects, i.e. the assembly of modular interface elements
3) Associative aspects, wherein tokens are directly associated with digital information without relying on other tokens or a reference frame.  
Ishii & Ullmer relate to the above three state-defining aspects when they characterize systems as spatial, constructive, associative, or relational.

They then correlate the system character with icon type.   To do this, they classify icons as iconic or symbolic: iconic tokens are tokens which are physically suggestive of the action they represent, whereas symbolic tokens have more generalized representations. Among the many systems which they observed, spatial and associative systems tend to have iconic tokens, whereas constructive and relational systems have more symbolic tokens. They also observe that the container functionality is more common among relational and associative systems, than among spatial or constructive mappings.

Following their theoretical analysis of the systems, Ishii & Ullmer proceed to enumerate a list of application domains for which TUIs had been developed; of particular interest to the CMS project are the domains of systems management, configuration, and control, of collocated collaborative work, of remote communication and awareness.  Notably for CMS, they comment regarding collocated collaborative work, that TUIs "offer the potential for supporting computationally mediated interactions in physical locales and social contexts where traditional computer use may be difficult or inappropriate". 

They conclude the chapter on application domains by singling out couplings between TUIs and internetworked systems.   Although this comment needs to be viewed in the context of the year of publication (when internetworked systems were still an emerging technology and much less ubiquitous than they are now), it nevertheless merits mention in the context of CMS and its use of an internet-based connection to the network being observed.
At the end of their paper, they list references to other related studies.  Of particular relevance to CMS are Gibson
 and Norman
's studies of affordances (mentioned above, in the section on Fitzmaurice) as well as various studies on the topics of distributed cognition,
,
 spatial representation
, 
 and bimanual manipulation
 (also mentioned above).   They refer to Fitzmaurice's thesis (summarized above) as well as Hinckley's
.   They also suggest that the study of semiotics – in particular, studies which look into the relationship of physical tools to language and semantics
 – could be useful, as could the literature of industrial design, particularly of product semantics, which focuses on the representation of interface semantics within designed physical forms.
  Like Fitzmaurice, they also refer to studies on direct manipulation
,
,
. They also refer to the fields of visual languages
 and diagrammatic representation
,
   
Holmquist, Redström and Ljungstrand’s Terminology
In “Token-Based Access to Digital Information”, Holmquist, Redström and Ljungstrand describe their Webstickers project, in which web pages can be accessed by means of a barcode-enhanced sticker; this project is described in greater detail below.   
As part of the discussion of their project, they put forth a classification of physical interface components as being tokens, containers, or tools (although they admit that the distinctions can sometimes be blurred)   Containers are components that are generic in form - meaning that their physical properties do not necessarily reflect the nature of their associated data – and which contain their data.  Tokens, on the other hand, have physical properties which somehow represent their associated data; instead of containing their data, tokens reference data which is stored on another device.  Finally, tools are components which represent functions.  In CMS, thus, the tray would be a tool and the cubes – since they hold and display their own data and have generic shape - would be containers.  

Since, in their discussion of token-based systems, tokens do not contain information but rather just reference it, they need other components to be able to access their information.   To this end, they present the concept of information faucets which are access points for the digital information.     They also discuss access and association of information – the latter term refers to the modification of the reference which points to the token’s data.
An additional term which they introduce is the concept of overloading – i.e. associating more than one piece of information to a particular token.
IV: Similar Projects

. 
This section will review several projects in the field of Tangible User Interfaces which bear some similarity to the CMS project, either in the type of problem they seek to resolve or in terms of design aspects which they incorporate. 

Only TUI projects will be reviewed here; a similar GUI project for system administration includes Nagios (mentioned above) and of course Ganglia, whose raw data formed the data source for the CMS prototype.    A non-digital, low-tech project which merits mention is the use of blocks with paper strips in air-traffic control; this system served as inspiration for CMS’ cubes.
There are many TUI projects which share some common features with CMS; the upcoming discussions focus on a few with particular relevance to CMS. Two other projects that deserve mention include:
Durell Bishop’s  Marble Answering Machine
 accesses answering machine messages using marbles and a “tray” with function areas, similar to CMS’s tray and cubes.  However, its data space is much smaller than CMS and much less dynamic. 
metaDESK by Hiroshi Ishii and Brygg Ullmer
 which uses sensors to detect the position of objects on a desk.  The Tangible Geospace application of the metaDESK allows users to navigate a map by placing and moving physical icons on the desk; the sensors determine which icon is used and its location, and the map is displayed accordingly.
Webstickers by Holmquist, Redström and Ljungstrand
 associate web pages with physical objects by means of stickers with barcodes which can be read with a barcode scanner;  the barcodes, once read into a computer, link to the web page.

The discussions of the other projects follow:

Triangles

The Triangles project was introduced by Gorbet, Orth and Ishii, also in 1998
.   It is comprised of triangle-shaped tokens with dynamically-determined representation, based on the configuration of the triangles relative to each other.   This project is significantly different from CMS in that a) it does not make use of a tray or other container to determine the context – it relies only on relative configuration to do so, and b) none of the applications described for it seek to represent a larger, dynamically changing, and independent underlying system such as CMS does (and therefore it escapes analysis in the context of EID).  

Nevertheless, the Triangles project merits mention here because of its defense of generic tokens – which they claim allows the tokens to be about connections and relationships and can thus better represent the topographic relationships of information elements.   They prefer a generic shape such as a triangle because they believe it lacks semantic weight; and they feel that despite its generic nature – or even because of it – the triangle offers physical affordances such as ease of digital manipulation, of connection, and of team collaboration, as well as of persistence of configuration.

The grammar of the triangles is simple:  triangles are nouns, and the act of connecting them is a verb.   And within Shneiderman's syntactic/semantic model, the triangles and the act of connecting them comprise the syntax of action, which can be seamlessly mapped to their meaning by means of application–dependent pictures on the bricks or by sounds / tactile sensations generated upon connection, in lieu of shape-based affordances.

mediaBlocks

In 1998, Ullmer, Ishii and Glas presented mediaBlocks
, which is   a TUI system for manipulating media content.   The system is comprised of blocks as well as variously shaped interfaces with different functionalities;    each block is embedded with an RFID tag which points to content on the web.   The cubes form the ‘nouns’ of the system, and the physical shape – based interfaces form the ‘verbs’ of the system.    As blocks are placed in an interface, the interface-specific function is applied to the blocks ‘contents’ according to the manner in which the blocks have been placed on the interface; the natural affordances of the interface shape naturally constrain the manner in which the blocks may be arranged on them. 
The mediaBlocks project is similar to CMS in many respects, among them the generic nature of the cube shape, the use of an intermediary between the cube/block and the underlying system (the tray in CMS and the shape-interfaces in mediaBlocks) and the assignment of meaning to the cubes /blocks by means of this intermediate interface element.   Nevertheless, there are several differences, beyond the fact that mediaBlocks exists to manipulate data, whereas CMS exists to observe data.   

One such difference is the non-generalized shape of the intermediary interfaces – which allows the natural affordances imposed by the shapes to impose the usage syntax rather than have the user remember this without anything to jog his/her memory;   this is a strength of the mediaBlocks system which CMS would likely benefit from copying.   Another difference between CMS and mediaBlocks is the token-based nature of the mediaBlocks blocks – the CMS cubes have some container functionality assigned to them because the information they hold (at least according to the present implementation) is actually downloaded to the cube and kept there.  It has been suggested that CMS also implement the RFID tag – token model
, but the present implementation contains the data in the cube, as do all planned future versions.
Lego Wall 
The Lego Wall project
, developed by Knud Molenbach of Scaitech and LEGO consists of specially designed blocks that fasten to a wall mounted panel divided up into spatial regions. The wall is composed of a grid of connectors, which supply power and a means of communication from the bricks to a central processing unit. This central processing unit runs an expert system to help track where the bricks are and what actions are valid.
The bricks are spatially aware devices:  when they are attached to the grid board, they can be uniquely identified and located on the board.  

Moreover, the proximity of bricks serves to bind an action command operator to an operand. For example, placing the "ship" container brick next to the display brick causes the shipping schedule for the given ship to be presented.  The bricks can be easily moved on or off or within the grid board.
The primary application of the LegoWall (as presented in the video), was as a shipping application: it displayed ship information according to the port and the time of day, each of which was represented as a separate axis of the grid.   Each location in the grid thus symbolized a particular time of day and a particular location, and placing the brick in that location assigned the information of that time-and-place to the brick for display.   
Analyzed grammatically, the locations on the grid were static nouns, the bricks were as dynamic nouns, and the act of placing a brick in a particular location on the grid served as the verbs in the LegoWall system.   
Seen within the context of Shneiderman's syntactic/semantic model, we can see the actions and the bricks themselves as forming a syntax of actions; despite their tangible traits, this syntax is nevertheless idiosyncratic to the system and must be learned.  However, because the location of the brick maps easily to the semantic concept of location, it would theoretically be easier to learn such a system.  Unfortunately, no experimental results are available to evaluate this.   

The EID paradigm does not fully apply here, since there is a defined, proscribed range of possible system states: the problem space of the shipping application does not seem to be complex enough for the abstraction hierarchy to be of particular relevance.  However, analysis in light of the SRK taxonomy shows support for perceptual behavior by means of the mapping between ships' location in port to the location of the ship-token on the grid.   There is also support for knowledge-based behavior by means of the textual information displayed on the 'display brick'.
Bricks

The Bricks project was introduced by Fitzmaurice, Ishii and Buxton in 1995
 and was discussed at length in Fitzmaurice's thesis
,
.   It generalizes the ideas put forth in the LegoWall project – in particular, the idea of having generic brick-like physical tokens whose position in space can be used as input.  
The Bricks project, however, explores a greater range of gestural possibilities that can be implemented with the tokens.   It thus serves as a tool to study gestural motion itself, and to evaluate the potential of capturing gestures (via physical tokens) as an input mechanism. By removing the restriction of grid-space, Fitzmaurice, Ishii & Buxton were able to make observations about how people organize their physical workspace – observations which by virtue of their generality are of use to anyone designing a physical interface.
Although the applications that they studied were geared primarily towards drawing applications, many of their observations about gestural action are of general relevance.   Among these observations are:

a) Users organized their physical workspace so that objects were within arms' length.
b) Users used a wide range of gestural motion, including use of all ten fingers
c) Users made use of the inherent physical properties of the tokens 
d) Users' gestures were complex – i.e. gestures were often composed of several sub-gestures performed in parallel, such as sliding, lifting and turning at the same time.

e) When using more than one brick simultaneously (i.e. using bimanual action), the roles assigned to the different bricks were complementary and distinct, and dependent upon dominant hand / non-dominant (supporting / guiding) hand divisions
f) Users had different styles of grasping and gesturing, even given inherent physical characteristics of the tokens
When generalizing about the system, they observe that users of a TUI need to know:

a) The permanence of attachment of a function (identity) to an object 

b) The semantics of attachment: How does the token and virtual object/function operate in a larger context?
c) The relationship between the physical attribute and its semantics: How are the functions affected by the attributes of the physical object?
It is worth noting here that they frame the issue of semantic attachment in a more general way than Shneiderman, and also leave room for the permanence of attachment to be less than absolute.   However, to take advantage of this leniency – i.e. to allow the semantics of attachment to be non-intuitive but well-known, or to interfere with the permanence of attachment – would introduce the kind of intermediate cognitive layer that DMIs strive to eliminate.  
They conclude the Bricks paper with a characterization of design space which can be of relevance when evaluating or describing a TUI. The considerations that they list include: 
· Whether a token has internal mechanisms that generate additional information or intelligence

· Input vs. output capabilities of the token

· The degree of spatial awareness of the token with respect to its environment with respect to other tokens.

· Communications mechanisms employed between tokens and the host computer and among the tokens themselves
· Temporal characteristics of interactions via tokens
· Number of bricks in use at the same time
· Frequency and mechanism of assignment of functions to tokens
· Whether the artifacts of the system are purely physical, purely virtual or hybrid, 

· For hybrid systems – the degree to which each form of UI is independent of the other (i.e., whether functions can be performed 'equally' using either physical or virtual artifacts, or whether functions can be performed 'complementarily' by each type of artifact but not by both, or whether both 'combined' together offer functionality that either one could not provide alone) 
· Whether the physical and virtual layers are mapped indirectly or directly
· Tightness of synchronization of the coupling between physical and virtual layers

· Type of operating surface – i.e. static or dynamic

· Texture of operating surface (grid/ continuous)

· Granularity of operating surface / sensing resolution
 Section 3:  An Analysis of CMS 
I:   CMS as a TUI
This section will start by slightly modifying Holmquist et al’s classification of tokens and containers for the sake of further clarity.   The terms which will be used in this paper will be as follows:  

Generic containers – these are the same as Holmquist et al’s containers; they are components with generic form which contain their data 

Representational containers – these contain their data and also reflect it in their physical form; in terms of Holmquist et al’s terminology they would be sort of a cross between a token and a container.
Generic tokens – these are a different kind of cross between Holmquist et al’s containers and tokens; these reference data on another device but do not represent it physically

Representational tokens – reference external data and represent it physically; these are the same as Holmquist et al’s tokens.
All other terms used in Holmquist et al’s paper will refer to their original meaning as used by Holmquist et al.

Using this terminology, CMS’s cubes are generic containers and the tray is a tool.    The tray also serves as an information faucet in that the data flows through it on its way to being assigned to the CMS cubes.   
In the context of the behavioral characteristics among Fitzmaurice's graspable UI characteristics, it becomes evident, first of all, that CMS input and output are space multiplexed: each cube is indeed assigned the identity of a different device at any given time, and each cube is independently and simultaneously accessible.   Additionally, the physical coupling paradigm of inter-device concurrency is at play in that moving one cube to a "hot area" on the tray will change the assignments to the other cubes.   Spatial awareness comes into play through the spatial subdivision of functional areas on the tray.   
The generalized representation of the cubes does not offer many specialized affordances: nevertheless, the spatial divisions of the tray do offer a clustering-based way of organizing the locations of cubes with different functional assignments, and, like the Triangles or mediaBlocks, their generic nature lends itself to dynamic changes of identity.   
CMS will likely benefit from implementing specialized affordances in the tray interface, for example by using different shapes similar to the mediaBlocks project rather than the location-based functionality presently implemented.   The different-shapes’ affordances reduce the need to remember the arbitrary syntactic rules of placement on the tray.   As an example: Implementing the ‘top area’ of the CMS tray as a stack would impose stack rules which would allow the user to forget how the cubes need to be arranged on it  (one weakness of CMS as presently implemented is that the behavior is undefined if the top area’s order is upset for some reason). 

Since the cubes do not connect to each other – just to the tray – it is obvious that they receive their assignments from the tray; nevertheless, the lack of ability to connect the cubes to each other independently of the tray may hinder the capacity to compare smaller groups of components and/or evaluate their interdependence.   Since the order of cube re-assignments is presently an open issue (for the meantime its cube-device assignments are done in no particular order),   this is a consideration that should be made when the order of cube assignments is indeed programmed into the CMS. 
Fitzmaurice's comments on hybrid systems will likely be of special relevance if future versions of CMS do incorporate such a hybrid system: in light of his suggestion to virtualize the dynamic UI elements, the grid could be implemented as a spatially aware screen and the cubes' role could be revised so that they become tools for "picking up" selected information from the screen and transporting it – either to the hot areas on the tray or to the physical location of the servers.  However, a hybrid implementation of CMS is beyond the scope of the paper.
Ishii & Ullmer's MCRpd model can be applied to CMS as follows:   The XML feed of system information is the output model, whereas the configuration of the CMS tray serves as the Model (M) for input of the system.  Digital bindings allow this information to be displayed on the cube screen and physical bindings determine which cube will receive each piece of information. The tray provides the control (C) aspect of the system; its physical representation is manifested by its spatial areas and its digital representation is embodied by the different functions of information that are sent / received by the different areas of the tray.   

CMS has characteristics of tangible interfaces as formulated by Fitzmaurice in his observation of the Bricks project:  The tray size fits into an arm span, and there is some use of the graspability and portability of the cubes as well as their light-glowing capacity, although no use is made of the physical characteristics of the cubes beyond this. Neither is any use made of users' gestural motion or their styles of motion, and the only advantage made of the potential for simultaneous use of the cubes, is limited to the ability to remove the cube for off-tray use while continuing the normal function of the tray with the remaining (or newly-added) cubes.
Fitzmaurice, Ishii and Buxton summarized their Bricks paper with a list of three aspects that users of a TUI system need to know.   These relate to CMS as follows:
a) The permanence of attachment of a function (identity) to an object.  
Users of CMS are constantly aware of the attachment of the identity to a cube by two mechanisms:  First, the placement of the cube in space – its location on the tray or off-tray - indicates whether its identity can change or not.    Second, the textual content of the LCD screen shows the actual identity so that the user can have a closer look as to the system object represented by the cube.
Because the cube's identity is not permanently attached, the user is liable to get confused – even though the user is conceptually aware of the limited permanence and also has visual cues that a shift in attachment has occurred (by means of changes to the cube's configurations on the tray).  This confusion would occur as a direct result of the mixing of rule-based vs. skill behavior support in the system representation:   the user uses skill-based behavior when s/he assumes that a cube has a certain identity; this identity is learned and the permanence of identity is perceptually assumed.   However, a shift in the configuration of the cubes on the tray upsets the underlying assumption of permanence of attachment and thus deviates from the EID paradigm by disregarding the requirement of tight coupling of the system and its representation. 
b) The semantics of attachment (how does the token and virtual object/function operate in a larger context) 
CMS users would learn this as part of their initial training on how to use the tool.   This raises the important point of learning curve, which will be examined more thoroughly in the lab studies, as will the question of whether the CMS system is geared towards beginner or expert users or – hopefully – both.   The experiments will also hopefully evaluate whether the advantages presented by the ambience, cube portability and other aspects of the CMS system are helpful to power-users (whose speed of use may be partially dependent upon familiarity with a previously existing interface), or whether they pose limitations upon them or even introduce confusion.
c) The relationship between the physical attribute and its semantics (how are the functions affected by the attributes of the physical object).

The most obvious relationship between physical representation and functions in CMS is the constraint upon navigation of the logical system, imposed by the stack structure of the CMS tray's "hot areas".   This aspect will likely take some time for users to grow accustomed to, although this may be expedited by the similarity to familiar GUI systems.   As mentioned above, this might be alleviated by using 3-dimensional ‘hot areas’ whose physical shapes could impose these constraints naturally;  - for example, using a 3-dimensional stack would discourage a user from taking a cube out of its place in the ‘top area’.
Other physical constraints imposed by the system include the limitations on color display for the alerts, and issues pertaining to the organization of dynamic identities upon reassignment of these identities in the main area of the tray (including the coordination of the number of cubes on the tray).  
Hopefully, the lab experiments will serve to refine the evaluation of these issues.
II:  CMS as a Tool for Systems Administration

We now turn to look at CMS through the eyes of Haber & Bailey's guidelines for the design of systems administration tools and to assess CMS's compliance with the EID paradigm.   
In terms of Haber & Bailey's advice that the interface software should not block the normal operation of the system: Most monitoring software (including CMS) fulfils this requirement on the machine level.  However, if we (like Fitzmaurice) consider the user to be an integral part of the software mechanism, any blocking of the users' view can be interpreted as an obstruction of system operation.   Here CMS presents advantages, because it frees the user's primary screen for other tasks, and also because once a component is drilled down, it can preserve the context of that component (by removal from the tray) and allow the user to freely move through the other components of the system.   CMS's disadvantages with respect to this issue include the limitations on observation during the drill-down process (a limitation which it shares with any GUI-based drill down system), as well as its lack of random-access to any part of the system.

Notably, CMS is structured such that it implicitly supports Haber & Bailey's suggestions for situational awareness and monitoring tools.   CMS supports various levels of situation awareness by virtue of its drill-down capabilities and its (configurable) internal analysis mechanisms.  Its LED lights allows for light alerts, with configurable and progressive thresholds based upon normal system operations, these can also be configured to various levels of significance of departures from the norm which enable progressive (orange or color combination) warnings to indicate the need for proactive measures .    By virtue of the combination of textual information of LCD screens, configurable logical analysis background tools, and drill down capacity – combined with the visual aids of glowing light and arrangement of cubes on the tray - CMS does indeed layer the physical and logical representations with configuration and operational state information.  
CMS receives its information from an online digital feed which passes through analysis and filtering layers on an intermediate machine before being communicated to the CMS interface.    The intermediate machine can also record logs and history of the system that is being monitored as well as of the usage of the CMS itself.  It also allows for manual configuration via a CLI and the usage of custom-made and shared scripts, as Haber & Bailey encourage.   Since the LCD screens of the cubes show an indicator of whether the cube is actively receiving updates (in the prototype this was implemented by means of a rapidly, constantly changing symbol), users can easily see if the representation is in fact in synch with the updated system state.
Finally, CMS does indeed support collaboration:  users are able to share views of system state because the tray is placed in a central common area and the glow of the cubes is visible to the peripheral vision of all people in the room.  New team members can easily figure out the present context of the main area by looking quickly at the stack of cubes in the hot areas; off-tray cubes can be identified by looking at their individual LCD information screens.  Lastly, the portability of the cubes allows them to be passed around easily between team members, allowing for easy transfer of information.
As for EID compliance:  although CMS does support all three levels of the SRK taxonomy and holds to some of EID's principles, it nevertheless cannot be said to be fully compliant with the EID methodology.   This non-compliance arises from various aspects, which may be changed in future models of the CMS system, following assessment of the various design options by means of empirical experimental evaluation.

The first aspect of non-compliance to EID is apparent by the type of hierarchy that CMS presents:  CMS represents the system in terms of its organizational hierarchy – not an abstraction hierarchy, as EID stipulates.   Furthermore, as pointed out above, CMS' dynamic mappings of cube identities might prove confusing to the user and thus hinder fluid and intuitive rule-based behavior.  
Nevertheless, CMS does adhere to EID's stipulations for skill-based behavior in that it presents higher level information as an aggregation of lower levels and thus shows an overview of the lower levels – enabling direct operator drill-down action on the tray when the user sees fit.   Additionally, despite the imperfect persistence of the cube's identity mappings, the underlying system nevertheless maps out consistently to the cubes of the interface.  Lastly, although CMS does not lay out a detailed textual description of the system as an abstraction hierarchy (as stipulated by the EID paradigm), it nevertheless does provide various mechanisms for epistemic analysis and thus supports knowledge-based behavior as well.
The extent to which this compromise comprises a tradeoff or an advantage has yet to be evaluated.   Hopefully, the results of our planned experiments will provide ample insight into this question, and will help guide our later-stage design decisions whether to fully implement the EID framework and how.
III:  A General Analysis of CMS 

The Cube Management System arose as a proposed solution to expedite administrator response to problems (and thus reduce systems downtime) by addressing and improving the cognitive and communicative aspects of systems monitoring.   

CMS addresses four main issues in systems administration, in particular:   

a) Mapping the system, its components, and the interdependent relations between these components to appropriate representations in the monitoring interface.  This issue can be subdivided into: i) the representation of localized components and globalized interdependencies, and ii) the analysis of the structural dependencies of the components and their prioritization.     

b) Correlating and interpreting events in the system so as to facilitate (or at least not impede) analysis and interpretation of the dynamic, transient events of the systems and their interactions.    This issue can be subdivided into i) the representation and analysis of short-term vs. long term issues and ii) the prioritization of these issues. 

These first two issues are essentially a problem of how to map the many simultaneously-running and interacting components of a large system into an easily readable and accessible symbolic representation – or in other words, mapping a multivariate problem space into a lesser dimensional symbol space.  The first issue deals with components in physical space and the second issue deals with events in temporal space.

c) The third issue deals with cognitive aspects of the administrator as a user - primarily, with how the user perceives space and time, color and light, and how administrators perceive cognitive load.   Understanding these aspects will help to manipulate the presentation of the system information in such a way as to appropriately engage the administrator's attention span and interact with the human aspects of the administrator in manner which would minimize the perceived cognitive load and reduce cognitive fatigue. 

d) The fourth issue deals with the administrative team as a collective user, and strives to contend with spatial and temporal issues of representation, taking into account the interactive, communicative and delegation aspects of team communication and interaction.   This also includes the issue of personal space and time of the individual working within the team, vis-à-vis the issues of shared space and interactive timing that must be considered when looking at the team as a whole.
The papers presented above all deal with these issues from various perspectives and using a variety of theoretical models.   Nevertheless, any theory needs to be applied in practice and then assessed to determine its approach.   Hopefully, the upcoming lab experiments will allow us to evaluate the proposed models in order to establish clearer guidelines for the design of CMS as a TUI.
Section 4:  Testing

I: Goals of Experiments
In order to properly evaluate the Cube Management System, a set of lab tests are necessary
.   Given the nature of the application and the existing research context, the questions which these experiments will try most to answer are as follows:
1. To what extent does the token/ tray arrangement offer intuitive affordances?

a. Is the idea of a generalized token useful or is it a hindrance?  Could there be any advantage to somehow visually representing the type or even the specific machine being represented by the token?  If so, how could this be implemented?

b. To what extent does the spatial arrangement of the cubes affect the user's perception of the situation?  Does it affect his/her response time, accuracy of response?

c. Does the location of areas of the tray have any effect on the user experience?

2. How intuitive is the drill-down scheme, as implemented by CMS?

a. How do the changes in layout affect user's perception?
b. To what extent is the preservation of context outside of the tray useful or a hindrance?
c. How do users perceive changes in the textual layout?
d. How do users perceive changes in lighting which are brought about by contextual changes (as opposed to by changes in the system)

3. To what extent and in what aspects does the physical embodiment of CMS offer an advantage over a similar GUI-based tool?

a. Does the addition of ambient aspects add or detract and in what ways?

b. Does embedded automated logical analysis of the system offer any advantage to the user or does it interfere with the user's thought processes?
c. Does the physicality of the cubes truly allow for epistemic thought?
d. How is group communication facilitated or hindered by CMS?
II:  Description of Experiments

The following is a list of aspects that to be evaluated, together with brief descriptions of the experimental scenarios planned for the purpose of evaluating them. 

Experiment set I:   Shape-based affordances
The first set of experiments sets out to exchange top are of the tray with a stack, to assess whether this has the expected effect of helping users keep track of the stack area.   To do this we will build an alternative prototype of the CMS tray, which in which the cubes are stacked upwards instead of laid down on the tray, and evaluate usage of this prototype relative to the original prototype.

Experiment Set II: Dynamic Layout

This set of experiments will strive to evaluate various layout schemes, specifically with respect to the re-assignment of identities to cubes – as occurs when the man tray changes its context.   The present dynamic reassignment scheme involves random assignment of cubes to identities; we will want to assess other schemes, such as a) mapping based upon component locations, b) mapping based on size/ importance/complexity of servers, or c) mapping based upon the level of importance of the problems involved.  The second experiment set will use virtual mock-ups of the physical CMS system - essentially a new GUI representation, in order to evaluate the cognitive aspects of the cube assignments independently of the other aspects of the CMS system.
Experiment Set III: Alerts 

This experiment set will attempt to evaluate various alerting mechanisms.  This will focus upon the users' response to color schemes and to the representation of gradual changes in the system that might signal impending problems.    This entails observation of how users respond to red-colored problems, to various representations of gradated problems, to different representations of normal states, and to multiple simultaneous problems of various combinations of seriousness.  It will also look at scenarios where the light positions change with dynamic re-mapping of the cube assignments and evaluate if this has an effect on the user's orientation.
Experiment Set IV: Interdependence of Group actions

This set of experiments will study groups of subjects working together with a single tray, to see how the actions of a single member of the group are perceived by the other members and how changes to the tray configuration affect the ability of the other users to read the tray configuration.   Some level of confusion is expected here but its extent and character need to be clarified;   if the confusion arises from a certain type of situation it may be possible to contain it by tweaking some aspect of CMS behavior.
Experiment Set V: Aggregation / De-aggregation
This set of experiments will observe the user's perception of the system when the number of cubes does not match the number of components at the presently observed level.   At present CMS utilizes an "aggregation" mechanism which marks a single cube as being mapped to several components and which allows that cube to be "exploded" by putting it in a special "hot area" on the tray;   if there are more cubes than components, then the cube simply does not show any information.   This could obviously introduce potential confusion into the use case scenarios, as the number of components at a given level can be expected to be different from the number of components at its parent or child levels.   This set of experiments will show if this is indeed the case and if so, will examine alternative scenarios which may alleviate the confusion.   It will also show if the users confuse the various hot areas on the tray with each other if the level of confusion is affected by location of the cube assigned the aggregation, or by the quantity of aggregate cubes in the system.  
Experiment Set VI: Alternative Hierarchies

This set of experiments will examine the extent to which the type of hierarchy represented by the CMS system affects the user.   An abstraction hierarchy will be compared with the present structural hierarchy, and other hierarchies might also be evaluated.    
Experiment Set VII: Multiple Display Facets 

This set of experiments will explore what happens if more than one facet of the cube is used.   Some variations that we would explore could include:  using the other sides of the cube to show higher or lower levels of the underlying system and/or to show neighboring components, thus reminding the user of the context of the displayed information, even away from the tray.    
Experiment Set VIII: Cube Size and Shape 

Using multiple facets raises the issue of how to easily convey what information is presently being viewed by the user:  i.e., what facet displays what.   For this we could try to diverge from a pure “cube” shape, to other shapes – for example, by shortening the height of the cubes so that the primary facet is larger than the others, or by changing the shape of the other facets.      
Experiment Set IX: Hybridity

This set of experiments involves building a hybrid CMS system combining both GUI and TUI elements, and test it against purely TUI and GUI systems.   Following Fitzmaurice's suggestion to virtualize the dynamic UI elements, the grid might be presented as a spatially aware screen and the role of the cubes revised, to be tools for "picking up" selected information from the screen and transporting it.  Changing pictorial representations of components could also be used on the GUI part of the hybrid system.  However, the actual implementation will ultimately depend on the results of the previous experiments.

This set of experiments will also allow us to evaluate the extent to which a TUI does in fact offer an advantage over a GUI for the task of system monitoring.  

To do this, the experiments will have to isolate the aspects of drill-down, affordances, epistemic vs. pragmatic reasoning, and portability.   This will involve the creation of small, focused tasks with simplified scenarios, such as 4 sites, each with 4 racks, each with 4 servers, each with 4 components - eliminating the need for any aggregate cubes - in order to focus upon the behavior of the subjects when asked to contend with the most basic of issues in the CMS system.    All of these test will be done with the most recent version of the CMS TUI prototype – i.e. if any improvements are made based on the experiments so far, they will be incorporated into CMS before starting this experiment set.

III:  Evaluation Techniques 
The following mechanisms will be used as evaluation tools for the experiments: 

1. Measurement of time taken to perform tasks

2. Measurements of errors made while performing tasks

3. User feedback – general comments and answers to specific questions

4. Observer's comments 
The first two techniques will give objective, directed measurements which will help assess the ease of perception or control of certain anticipated features of the interface.   The latter two techniques incorporate subjective feedback and are more open-ended, in order to learn about new, unanticipated aspects of the system which might be discovered during the experimentation process. 

Depending on the results of the subjective evaluations, additional experiments might be added, in order to surgically isolate a certain feature or to examine a new aspect or direction which might not have been anticipated when the original tests were planned.   
IV: Real-world Experimentation  
After the simplified scenarios have been studied, CMS will need to undergo similar evaluation in real-life environment, in order to evaluate how behavior might change under circumstances which more closely resemble those which sysadmins must deal with on a daily basis.   
The tests described above are all of a diagnostic nature;   they set controlled conditions which test actual behavior against expected user activity, all while focusing on a single aspect of the system.   They are useful as a tool for guiding the final system design, to know what features to tweak before making the next full prototype.  In a broader sense, they cast light on the way users perceive certain features of tangible interfaces, and in so doing contribute their part to the broader field of TUI design as a whole.

However, the overall goal of this project is to assess the suitability of the CMS system for its stated task – chiefly – the long-term monitoring of large-scale systems as part of the management of these systems.  Therefore, upon completion of the diagnostic tests, the next step is to examine the Cube Management System under real-life or almost-real-life situations:  namely, with a group of sysadmins monitoring a large-scale system.   The following controlled situations are to be tested in such an environment:

1. introduction of a single problem into the underlying system being monitored
2. introduction of several (independent) problems into the underlying system

3. introduction of several interconnected problems into the underlying system

4. introduction of lurking configuration issues into the underlying system
5. introduction of a combination of the above

Using these scenarios, we hope to observe the manner in which the system administrators perceive the system and work with it, as filtered through the "eyes" of CMS.   
In order to measure the effectiveness of CMS under these scenarios, user response with CMS will be compared to user response using a GUI or CLI under similarly-structured (but not exactly the same) scenarios, using the evaluation techniques outlined in the previous chapter.   In order to correctly evaluate the advantage of CMS,  each experiment set will involve 30 almost-repetitions (i.e. similar but not the exact same situation) of each scenario, and evaluate the average response times and error ratios over all the experiments.
Statistical analysis of these measurements will also help pinpoint any significant deviations from the norm, which might arise in a certain configuration.   Such deviations should then be analyzed to see what aspect of the particular deviant configuration might have brought about the deviation.   The conclusions of the analysis (and of any other comments which might have arisen through the subjective analysis) would then need to be re-tested, and the system possibly adjusted to incorporate the new considerations. 
After several cycles of testing, evaluating, and tweaking, the details of the CMS interface will ultimately converge towards an optimal TUI for systems monitoring.  At that point, enough will have been learnt about how systems administrators respond to CMS and to TUIs in general, to be able to come to significant conclusions for any future considerations in interface design.
As CMS enters its testing and evaluation stages, input from the UI / Systems / Cognition communities is welcome, to help refine and optimize the plans for testing and evaluation.

Future Directions 
Since CMS was first presented, much interest has been generated about the idea of a TUI for large-scale systems monitoring. Suggestions and inquiries have been made by members of the research community, systems administrators, and designers alike.   Attitudes have ranged from skepticism along the lines of "if it ain't broke, don't fix it" to unadulterated gadget-lust.  Alternative implementation suggestions have also been plentiful, including suggestions to use cards with embedded RFID chips that can pull up information from distributed displays or to use cellphones as cubes, with or without tray awareness.   The novelty of the idea seems to have stimulated the creative juices of many researchers, and it is clear that CMS has opened discussions which could be carried on much further. 

As for us, the CMS research team:  we are still looking to optimize the usability of the system, and then if all goes well and we see that that the system does indeed proffer a usability advantage, we hope to also incorporate implementation optimizations, to see if, the system can be produced cheaply enough but usefully enough to offer an attractive cost-advantage ratio. This means evaluating various materials, sizes of the system, types of light, display materials, power supplies, and other implementation factors.
It is clear that the most immediate necessary step forward is to perform the lab experiments described in this paper, to be able to make informed decisions converging towards a design worth implementing.   These observations also promise to contribute insights to the fields of cognitive science and usability research; we look forward to seeing what kind of insights will emerge from our trials.
Another aspect of the CMS that we hope to develop and which promises to yield fruit for the larger scientific community is an analysis of the logic of systems representation.  This relates also to the ideal of representing the abstraction hierarchy or any other logical construct of the system – it could very well be that as systems expand in complexity, they may even reach a saturation point beyond which there simply is no feasible way of representing all of the various possible functions of the system – and that the side-effects are thus inadequately represented in the interface. In order to properly assess this situation, thorough mathematical and experimental analyses are in order.   This touches on theoretical mathematics such as multivariate analysis, as it investigates the question of how to map an issue in a complex, multilayered system, to a single or double- layered visual context. Or, more formally: given n multi-value variables per system element, we need to investigate what heuristic would best map these to a smaller subset of data.  
Instinctively, it would seem that the tangibility and ambient aspects of a TUI would "sneak in" additional dimensions of representation to the range of the mapping function, and thus enable more flexibility in the tradeoff between the expansion of the results set and the simplification of the mapping function – and even so, this might be insufficient to adequately represent the immense complexity that forms our computer systems.  

None of this intuition has yet to stand the test of mathematical rigor or of large-scale thorough experimental analysis. Putting it to this test serves to offer the most promising contribution that the study of CMS and systems administration in general have to offer the scientific, design, development, and general research communities.
 “… the world portrayed on our information displays is caught up in the two-dimensionality of the endless flatlands of paper and video screen …  
Escaping this flatland is the essential task of envisioning information – for all the interesting worlds …that we seek to understand are inevitably and happily multivariate in nature. Not flatlands.”

- E. Tufte, Envisioning Information
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