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Proposal of Distributed Scheduling Heuristics
using Mediation Agent

Takahiro Kawamura
Corporate Research & Development Center

Toshiba Corp.

Akihiko Ohsuga
Graduate School of Information Systems

University of Electro-Communications

ABSTRACT
This paper proposes an agent-based distributed scheduling system
against the background of the deregulation of electric utility and the
smart grid for the renewable energy, and then focuses on a mainte-
nance scheduling in the context of real problems. A synchronous
backtrack algorithm, a well-known method for distributed schedul-
ing problems, has difficulties handling A)rapid schedule adjust-
ments and B)impartial assignment. Thus, we propose two kinds
of heuristics: 1)parallel assignment and 2)multiple priority strate-
gies, and developed the distributed scheduling system which makes
use of the heuristics.It consists of schedulers for each power station
and mediation agents which have cloning and merging functions to
support the implementation of the heuristics. Finally, the result of
our experiment shows an improvement when handling the rapid ad-
justment and the impartiality issues with reasonable computational
overhead.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence ]: Multiagent systems

General Terms
Experimentation

Keywords
Multi-agent, Distributed Scheduling, Power Management, Smart
Grid

1. INTRODUCTION
Configurations of electric power generation and its T&D (trans-

mission and distribution) differ from one country to another. In
Japan and some other countries, a single company by region inte-
grates and controls all the power stations and their facilities in order
to keep high reliability and consistency among them. However, in
addition to the recent deregulation of electric utility where inde-
pendent companies are allowed to supply the electric power, the
latest trend of smart grid which aims at incorporation of as much
as renewable energy and its efficient operation has been chang-
ing the configurations. The renewable source does not have much
electric-generating capacity in comparison with fossil fuels, so that
the small but many independent power generating companies will

Cite as: Proposal of Distributed Scheduling Heuristics using Mediation
Agent, T. Kawamura and A. Ohsuga,Proc. of 10th Int. Conf. on Au-
tonomous Agents and Multiagent Systems (AAMAS 2011), Yolum,
Tumer, Stone and Sonenberg (eds.), May, 2–6, 2011, Taipei, Taiwan, pp.
XXX–XXX.
Copyright c⃝ 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

arise. Thus, a concentration of the controls over the companies has
gotten more difficult in recent years. From the technical viewpoint,
the concentration approach is also considered rather inconvenient
because of excessive loading caused by data processing and trans-
fer: each time additional partial modifications in the schedule arise
(as a result of either a change in weather or insignificant produc-
tion delays), the appropriate data have to be collected, reprocessed
in the computer center, updated, and recirculated between the sta-
tions. Against this background, there has been several researches to
propose a multi-agent system where an agent has a different social
authority in the smart grid world. As one of these researches this
paper proposes an agent-based distributed scheduling system[3] to
make power outage maintenance schedules of the facilities belong-
ing to different companies. This is assumed to be acceptable for
the companies compared to the concentration approach, because
they do not need to make all of the scheduling data and constraints
available to another company.

Section 2 contains a brief description of the distributed mainte-
nance scheduling method. Section 3 discusses A)rapid reschedul-
ing adjustments and B)impartial assignment of initial power station
schedules. This problem arises in the process of distributed mainte-
nance scheduling using the synchronous backtrack algorithm, one
of the typical methods used to solve a distributed constraint sat-
isfaction problem. Therefore, the authors propose two kinds of
heuristic: 1)parallel assignment and 2)multiple priority strategies.
Furthermore, section 4 contains an explanation of the distributed
maintenance scheduling system where these heuristics are imple-
mented within a framework of mediation agents with cloning and
merging functions. Section 5 describes the results of an experi-
mental analysis of the effect of the proposed heuristics on A)rapid
adjustments and B)impartial assignment in the context of real prob-
lems. Finally, section 6 provides analysis of the approaches adopted
in this work.

2. DESCRIPTION OF MAINTENANCE
SCHEDULING PROBLEM

Maintenance scheduling defines a date for the temporary inter-
ruption in electric power supply for the purpose of maintenance,
performing repair work, replacement or installation of the addi-
tional power equipment (e.g., mains, transmission lines, genera-
tors, transformers). However, since the electric power system must
supply electric power 24 hours a day, various constraints must be
observed in relation to the specific equipment during the equipment
shutdown. In addition, each piece of equipment is serviced by a lo-
cal power station, therefore, local constraints of the power stations
must also be satisfied. In the context of this problem, the shutdown
of the equipment related to the power system is set as a parameter,
and the value of such parameter is a shutdown date.
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This problemcan be considered as a form of constraint satis-
faction problem, where both the parameters and the constraints are
distributed between schedulers set up for each station. The sched-
ulersSi(i = 1, ..., n) retain a number of jobsJij(j = 1, ..., k),
and their values are selected from the setDij = {1, ..., 365}. Be-
tween jobsJij andJnm, Same time constraintPijnm andGroup-
ing constraint Qijnm exist, where the former is simply to prevent
unintended blackout, and the latter has two meanings: preventing
overload for the rest in case of partial shutdown and efficiency of
operations. The scheduler should assign maintenance operations,
so that both constraints are satisfied. In Figure 1,CJij has a con-
stant value (job duration), predetermined for each valueJij , where
Jij indicates a job starting date, andJij + CJij correspondingly
indicates a job completion date. Here we can define the constraints
as follows:

Jij andJnm conflict with Same time constraintPijnm,
if Jnm ∈ Int(Jij , CJij ) or Jij ∈ Int(Jnm, CJnm),
whereInt(Jij , CJij ) ≡ (Jij , Jij + 1, ..., Jij + CJij ).

Jij andJnm conflict with Grouping constraintQijnm,
if Int(Jij , CJij ) ̸⊂ Int(Jnm, CJnm), and
Int(Jnm, CJnm) ̸⊂ Int(Jij , CJij ).

The criterion function to optimize each constraint is not determined.
Often, one constraint may relate to all the jobs. Moreover, it is
possible that all the jobs have constraints overlapping between the
schedulers. Most of the time, scheduling is carried out by way
of partial rescheduling rather than by drafting a one-time overall
schedule. Scheduling is completed when all parameters satisfy ap-
propriate constraints.

3. PROBLEMS OF DISTRIBUTED MAIN-
TENANCE SCHEDULING AND
OUR APPROACHES

In the distributed maintenance scheduling using synchronous back-
track algorithm, which is a typical method to solve distributed con-
straint satisfaction problems, the following difficulties may arise.

A) Rapid adjustment
When scheduling is conducted based on the synchronous back-

track algorithm, a fixed strategy of parameter value assignment by
individual schedulers, or a set of several alternately used strategies
is implemented to allow resolving the constraints to the last one.
Constraint resolution is strictly conducted sequentially. Therefore,
rescheduling due to sudden change or modification of schedules
takes some time. For example, it is impossible to find a solution as
quickly as possible by using any of the assignment strategies.

B) Impartial assignment
Besides, although some parameters have equal high priority, the

process of assigning values follows a certain preset order. As a re-
sult, despite the same priority, some parameters obtain their values
last and appear to be in worse condition than those receiving their
values first. For example, when it is desirable to minimize the devi-
ation from initial schedules drawn up at each power station, those
with a late adjustment queue will be affected by the other stations.
schedules, which may result in rather considerable deviations from
the initial schedule.

In order to resolve these problems, the authors propose to utilize
the following two heuristics. Our contribution of this paper is a

Figure 1: Same time constraint and Grouping constraint

realization of those heuristics using a multi-agent system.

1) Parallel assignment
The normal assignment strategy of each individual scheduler is

used to determine which value out of several possible ones should
be assigned to the retained jobs. A variety of specific strategies may
be utilized resulting from initial and final loading, priority of sup-
ply terms, minimization of surplus power, and so on. In this work,
a method of parallel processing of the above assignment strate-
gies is proposed. When several assignment strategies are stored
in a scheduler, their search is carried out in parallel when a certain
trigger occurs. Since it partially replaces breadth-first search with
depth-first search, this actually constitutes parallel processing of the
synchronous backtrack algorithm, which is sequential in nature. In
this case, the assignment strategy is assumed to be retained in indi-
vidual schedulers. Besides, the trigger is regarded as an extremity
(unavailability) of the partial solution expansion (backtrack). More
specific examples are given in the following section to explain sys-
tem operation.

2) Multiple priority strategies
Priority determination between schedulers is to decide an order

of jobs whose values have constraints related to other jobs and will
be sequentially assigned. Typically, priority determination is con-
ducted sequentially starting from either an earlier production pro-
cess, or a process close to a final product, and the like. In this work,
a method allowing duplication of the order of such determinations
is introduced. When certain jobs have identical priority, the method
of gradual adjustment is applied, according to which as soon as any
of the jobs is determined as the first, another one is not added to
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Figure 2: System architecture

it, but is gradually adjusted. According to the gradual adjustment
method, the values being assigned to two parameters are lowered
step by step based on the respective constraints to minimize the de-
viation from the initial values. However, the value lowering method
depends on a type of constraint to be satisfied. It is assumed that
the priority is preset for each job. More specific examples are given
in the following section to explain the operation of the system.

4. AGENT-BASED MAINTENANCE
SCHEDULING SYSTEM

In this work, the distributed maintenance scheduling is carried
out based on our multi-agent framework Bee-gent (Bonding and
Encapsulation Enhancement Agent), whose objective is to allow
flexible interconnection between legacy systems, databases, and
other existing systems by providing coordination and communi-
cation functions. Especially, interaction protocols describing in-
teractions between system components are divided between global
processing related to problem solving, and component-specific lo-
cal processing. Coordination between system components in the
global processing is ensured through consistent control by mobile
mediation agents. Then, a well-known problem of distributed con-
straint satisfaction, which is vast amounts of direct communication
between the system components (in this paper, schedulers) is re-
placed by local communication between the scheduler and the me-
diation agent. The actual implementation and evaluation for the
framework are presented in [8].

In order to apply the heuristics of maintenance scheduling to a
distributed scheduling system, the authors came up with a method
in ease which a mediation agent repeatedly performs cloning and/or
merging functions as necessary. Below, the system architecture is
described, and the scheduling method using mediation agent is ex-
plained.

4.1 System architecture
This system consists of schedulers for each station and agents

performing mediation functions (Figure 2).
The schedulers A, B, C control scheduling jobs entered by a user

(a person responsible for drawing up schedules for each station) and
arrange them in accordance with constraints. In case a constraint
related to any of the entered jobs also affects a job retained by an-
other scheduler, a mediation agent is formed to resolve the conflict.
If necessary, the mediation agent operating in conjunction with an
individual scheduler may be switched off. No direct exchange of
messages between the schedulers is carried out.

Mediation agents ensure resolution of the overlapping constraints

Figure 3: Synchronous backtrack using mediation agent

between the schedulers (Same time constraintandGrouping con-
straint ). In the process of doing so, they migrate between the
schedulers, as necessary, and assign the jobs. Due to the locking
function described below, only one mediation agent may handle
each job group related to specific constraints. Consequently, a lim-
ited number of mediation agents is formed in the entire system.
Therefore, there is no need to arrange for centralized control over
the mediation agents. On the other hand, several mediation agents
may conduct simultaneous parallel scheduling with regard to the
job groups not connected by constraints. Hence, it does not mean
one mediation agent handles all the problems.

4.2 Implementation of synchronous backtrack
algorithm using mediation agents

Described below is a process flow diagram of synchronous back-
tracking algorithm using mediation agents (the numbering in Fig-
ure 3 corresponds to the numbers utilized in the text below).

1. The user (responsible for scheduling the operation of power
station) enters new jobs and constraints into a scheduler set
up at each station. The user also updates information (e.g.,
modifies constraints) about already-scheduled jobs.

2. The scheduler assigns jobs related by constraints. The sched-
uler performs the initial assignment of jobs based on local
constraints (e.g., number of workers, constraints associated
with type of equipment). Then the scheduler checks the jobs
for constraints (Same time constraint or Grouping con-
straint) overlapping with those of other schedulers. If they
exist, the scheduler creates the mediation agent and hands
over to it the relevant scheduling jobs and constraints.

3. Based on a list of schedulers related by constraints which is
the minimum global information created by the user, the me-
diation agent creates an itinerary. It is a certain preset order
(such as date order) of assigning values for the schedulers,
and also a order of migration for the mediation agent. Then,
it tries to lock groups of jobs related by constraints by the
following locking function.

Locking function is as follows:
The mediation agent checks the itinerary and tries to lock

9



all otherscheduling jobs related by constraints (to exclude
any changes in job assignment). A message requesting that
all corresponding jobs be locked is sent to other schedulers.
Upon receipt of the message, the schedulers reply by sending
a confirmation if locking is possible, and lock the schedul-
ing job. As soon as the mediation agent receives messages
confirming locking from each of the schedulers, it starts the
scheduling procedure. Should a response arrive (even a sin-
gle one) stating that locking is impossible, the message is
sent out to all schedulers involved, canceling the locking.
Then, after some time, the locking attempt is repeated. As
a result, the possibility of simultaneous copying of the same
job by several mediation agents or other mismatched pro-
cessing is eliminated.

4. With locking successfully completed, the mediation agent
begins resolving constraints according to the itinerary. How-
ever, constraint resolution is not carried out in the scheduler
where the mediation agent was created, and the assignment
of jobs that is obtained becomes the initial partial solution.

Constraint resolution function is as follows:

(a) When the mediating agent arises in the next scheduler,
it requests the constraints extending over the other sched-
ulers and the actually assigned value of the job related
to the scheduling job.

(b) The scheduler identifies the related jobs and together
with constraints extending over the other schedulers trans-
fers them to the mediation agent.

(c) The mediation agent adjusts the assigned values with
minimal deviation, so that they do not conflict with
the actual partial solution and sends them back to the
scheduler.

(d) The scheduler checks whether they conflict with the lo-
cal constraints. If they do, the scheduler adjusts them
(except for the values equal to already-assigned values
before) with minimal deviation so that they satisfy the
local constraints, and transfers again to the mediation
agent.

(e) In case the agent fails to obtain the assigned value satis-
fying both constraints after multiple repetitions of (c),(d),
it goes back to the previous scheduler (the scheduler the
mediation agent visited before the current scheduler on
the itinerary) and tries to obtain the assigned value dif-
ferent from that obtained earlier (backtracking).

(e’) Or, in case the assigned value satisfying both constraints
is obtained, this new value is added to the partial solu-
tion and is stored by the mediation agent (termination).
Then, the agent goes to the next scheduler.

5. Upon completion of the job assignment for all jobs connected
by constraints, the mediation agent returns to the itinerary
and communicates the new assigned value to each scheduler.
Ultimately, the mediation agent informs the user of the com-
pletion of rescheduling and switches off.
On the other hand, if further search is impossible, the me-
diation agent informs the user of an unsuccessful outcome
of rescheduling and switches off. In regard to groups of
scheduling jobs not relating by constraints, parallel process-
ing can be carried out using several mediation agents.

Figure 4: Parallel assignment strategy using mediation agent

4.3 Parallel assignment strategy using media-
tion agent cloning

Described below is a method of mediation agent cloning to re-
alize 1)parallel assignment strategy for A)rapid adjustment when
resolvingSame time constraint. (the numbering in Figure 4 cor-
responds to the numbers utilized in the text below).

1. When the mediation agent finds the unavailability of the par-
tial solution expansion (4(e) at section 4.2), it refers to the
list of effective assignment strategies.

In case that any parameter conflicts withSame time con-
straint, the scheduler can choose to utilize at least two as-
signment strategies by shifting its value by a minimum step
back or forward. Both assignment strategies are not always
applicable. For example, once the earliest start time is passed,
no shifting forward is possible.

2. The mediation agent creates its own clones, each of them im-
plementing only one assignment strategy (back or forward).
Thus, parallel search for a solution is performed. A clone of
the mediation agent is not allowed to perform backtracking
from the scheduler where it was created to a previous one on
the itinerary.

3. The very first mediation agent to find a solution satisfying all
the constraints forces all other clones to switch off.

4.4 Multiple priority strategy based on merg-
ing of mediation agents

Described below is a method of merging of mediation agents
to realize 2)multiple priority strategy for B)impartial assignment
when resolvingGrouping constraint. (the numbering in Figure 5
corresponds to the numbers used in the text below).

1. When several highest-priority jobs exist, the mediation agent
creates clones for the schedulers containing these jobs and
after setting a merging point begins resolving the constraints.

If there areGrouping constraint between certain jobs, the
mediation agent combines the assigned value of one job with
that of another and makes modifications (grouping). How-
ever, when determining the solution order, these jobs may
appear to be of equal importance. Usually, after successful
completion of locking, the mediation agent interrogates the
schedulers having jobs with the highest priority and assigns

10



Figure 5: Multiple priority using mediation agent

Table 1: Example of priority and merging
Priority

Scheduler A 1
Scheduler B 1
Scheduler C 2 ← a merging point
Scheduler D 3

jobs inaccordance with the preset priority. Since in the pro-
cess of search the mediation agent gives equal treatment to
jobs of equal priority, if there are several jobs with the high-
est priority, the mediation agent resolves the constraints by
putting clones for the schedulers containing jobs after select-
ing the scheduler to act as a merging point. The scheduler
selected to serve as a merging point is the one containing a
job which has a unique priority. In the example given below
(Table 1), mediation agent 1 which begins scheduling from
scheduler A, and mediation agent 2 which begins scheduling
from scheduler B, merge in scheduler C.

2. The mediation agent and its clone merge together in a merg-
ing point.

The process of merging of mediation agents is explained be-
low. The mediation agent with the earlier assigned inter-
nal ID (mediation agent 1) transfers the partial solution and
constraints stored in it to the second agent (mediation agent
2). However, mediation agent 1 migrates to scheduler C,
carrying constraints extending over to the other schedulers,
to which it was referring when determining parameter A,
and local constraints for parameter A obtained exception-
ally from scheduler A. Mediation agent 2 does the same.
Then, mediation agent 1 transfers the partial solution and
constraints retained therein over to mediation agent 2 and
switches off. Mediation agent 2 performs gradual adjust-
ment of parameter A from scheduler A and parameter B from
scheduler B in accordance with their respective constraints so
that deviations in both cases would be minimal.

The actual method of gradual adjustment varies depending
on the type of constraint to be satisfied. However, the adjust-
ment forGrouping constraint is simply to change the as-
signed parameter values until they coincide with each other

at their intermediary point. For example,

if Jij = t1 andJnm = t2,
thenJij = t1 + ∆t

2
andJnm = t2− ∆t

2
,

wheret2 > t1,∆t = t2− t1.

3. If the gradual adjustment is impossible (for example, when it
is impossible to obtain assigned values satisfying both con-
straints or when there is a substantial change in the assigned
value of only one parameter), the mediation agent informs
the user that the priority must be changed and switches off.

5. EXPERIMENT AND EVALUATION
This section provides a description of experiments conducted to

evaluate ways of possible improvement of the handling of A)rapid
schedule adjustments and B)impartial assignment of schedules.

5.1 Experimental Setting
The number of power stations was assumed to be 10 while the

total number of connected equipment was 200 units. Schedules for
equipment downtime were created based on a “once a month” as-
sumption, and the duration of works to be done was selected from
the range of 1 day to 1 week depending on their complexity. The
scheduling period was chosen to be 1 year. The above settings and
other specified conditions are based on the configuration and scale
of existing electric power systems operated by a certain power com-
pany. However, it is not the same as the real data, but our simula-
tion. In addition, the following system constraints were taken into
account:

• Grouping constraints
• Same time constraints

– Same time constraints for the equipment in the loop
– Same time constraints for the equipment supporting sys-

tem’s reliability. Work on adjacent electrical lines should
not be carried out on the same day because of seri-
ous consequences which may result from failures at the
workplaces.

• Constraints on the number of personnel
• Other constraints related to characteristics of the equipment

By checking the entire system, the possibility of overloading as-
sociated with switching was carefully calculated for different pro-
cesses. If overloading was detected, rescheduling of the system was
performed. However, by formulating conditions leading to over-
loading and entering them as constraints, returns for rescheduling
could be minimized.

This system was developed in Java for Windows (Figure 6). User
interface of the schedulers includes a Gantt chart window indicat-
ing equipment shutdown, dialog windows for scheduling data in-
put and modifications, and also a window displaying personnel al-
location. Interface for the mediation agent is pre-defined and the
scheduling data format is shared in this system.

5.1.1 Parallel assignment strategy experiments
During the series of experiments, the initial values utilized in

each of the power station schedulers were set at random, after which
an attempt was made to resolve the constraints resulting from shut-
ting down of approximately 10 units among all the equipment shared
between the stations. The authors tried to minimize the number of
modifications in order to ensure the priority of initial schedules de-
veloped at individual stations. During the next step, a comparison
was made between the actual measured time required to resolve the

11



Figure 6: System Snapshots

constraints in this case and that when a single mediation agent per-
forms solution search without cloning (in other words, synchronous
backtracking without use of 1)parallel assignment strategy).

When performing search without cloning, the mediation agent
proceeds on the basis of the predefined assignment strategy, without
reference to another assignment strategy available from the sched-
uler of destination. In the course of experiments, both minimum
step back and minimum step forward shifting were tested in an al-
ternate mode. For example, if the mediation agent is set to perform
a minimum step forward shifting strategy when in scheduler A, and
the expansion of the partial solution in scheduler B cannot be real-
ized, it returns to scheduler A and performs a minimum step back
shifting strategy.

5.1.2 Multiple priority strategy experiments
In these experiments, the standard deviation was determined for

the number of days modified from the initial configuration, and was
compared to the actual spread in the modified number of days be-
tween power stations in the case of a single mediation agent per-
forming a solution search without merging (in other words, syn-
chronous backtracking without use of 2)multiple priority strategy).
When performing a search without merging, the mediation agent
determines the sequence for the parameters having identical prior-
ity based on a criterion and assigns them values in accordance with
this sequence.

5.2 Results of experiments

5.2.1 Experimental results of parallel assignment
strategy application

Figure 7 represents a comparison between the search time for
1)parallel assignment strategy using clones, and that for simple
synchronous backtracking performed by a single agent. The figure
summarizes the results obtained in the course of a series of exper-
iments. The vertical axis is the period of time required to resolve
the constraints, and the horizontal axis shows the number of clones.
The point on the horizontal axis where the clone number is equal to
0 was determined by using synchronous backtrack without 1)paral-
lel assignment strategy. This corresponds to the value of 100% on
the vertical axis, which characterizes the search time.

Experiments confirm that by implementing 1)parallel assignment
strategy with cloning function it is possible to reduce the search

Figure 7: Efficiency of parallel assignment strategy

time by a maximum of 40 to 50% compared to the usual syn-
chronous backtrack method. At this point, the number of clones
was about 10 to 20. Since the number of clones corresponds to
the volume of calculations required for search, it is very impor-
tant to limit it in order to minimize the search time. From this
point of view, the mediation agents in this system serve as a thread,
and if their number is maintained within the limits, no significant
consumption of calculation resources will take place. Hence, the
results obtained with regard to the actual maintenance schedul-
ing problems can be considered sufficient from the perspective of
A)rapid schedule adjustments in view of the fact that they do not
cause an increase in calculation volume and that they help reducing
the search time nearly by half. However, these results are attributed
to their comparative remoteness from the maintenance scheduling
issues, as well as to the absence of optimization function. There-
fore, when applied to other problems with more rigid constraints,
the number of mediation agents (volume of calculations) will in-
crease and so will the search time.

5.2.2 Experimental results of multiple priority strat-
egy application

Figure 8 represents a comparison between the spread in the case
of 2)multiple priority strategy supported by the merging function
and that in the case of a single agent performing priority assign-
ment (the usual synchronous backtracking). The figure presents
a plot summarizing the results obtained in the course of a series of
experiments. The vertical axis is the spread of the modified number
of days (standard deviation) with respect to initial values assigned
to each parameter, and the horizontal axis is the number of merges
(number of gradual processing operations). A point on the horizon-
tal axis where the number of merges is equal to 0 was determined
by using synchronous backtrack without 2)multiple priority strat-
egy. This corresponds to the value of 100% on the vertical axis,
which characterizes the spread. The narrower the spread, the bet-
ter.

The experiments show that implementation of 2)multiple prior-
ity assignment strategy supported by the merging function allows
spread reduction of the time deviation for each parameter by more
than 50% compared to the simple synchronous backtrack method.
The number of gradual processing operations is from 2 to 8. Grad-
ual processing requires a greater volume of calculations than the
usual variable assignment process, and therefore the smaller their
number, the better. Hence, the results obtained with regard to the
actual maintenance scheduling problems can be considered suffi-
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Figure 8: Efficiency of multiple priority

cient from the perspective of impartiality provided that they re-
duce the spread by more than half despite requiring only a slight
increase in calculation volume. This means that B)impartial sched-
ule assignment is possible when there are several power stations
with identical job priority. However, these results are also depen-
dent on the nature of the maintenance scheduling task, the presence
of a small number of jobs, and the fact that the minor deviations
from the schedule could be resolved by small-scale adjustments.
Therefore, if gradual adjustment is applied to, for example, job
shop scheduling problems, a decrease in solution efficiency may
result. Apparently, in that case, the calculation volume will have
to be restrained by setting an upper limit for the number of gradual
processing operations.

6. DISCUSSION
The method of 1)parallel assignment strategy based on cloning

of mediation agents represents partial parallel processing. How-
ever, there is the issue of minimizing the calculation volume and
increasing the efficiency based on process branching, where back-
tracking serves as a trigger and the assignment strategy as a unit.
The volume of calculations largely depends on such issues as the
time during the search at which a set of jobs arises which are most
difficult to adjust, or how the trigger is modified during process
branching. For example, if there were two jobs at the beginning
and at the end of search, which were the hardest to assign, then it
would be necessary to correct the initial job at the final stage of
search. That is why a single clone must be created at each back-
tracking, eventually leading to an extremely large number of them
(large volume of calculations).

Consequently, it is necessary to develop a process branching
method suited to the nature of the task. For example, assuming that
a job set which is difficult to adjust can be determined by the do-
main analysis, it is possible to develop a method of process branch-
ing directly to any job set causing adjustment problems, rather than
backtracking to the previous job.

It is important to analyze the quantitative relationship between
the nature of the task and the number of clones (volume of calcu-
lations). In particular, it is necessary to define quantitatively the
distance of the search order between several jobs that are difficult
to adjust, or the number of hard-to-adjust jobs constituting a job
set, or the total number of such sets, as well as the relationship be-
tween the number of clones and the actual search time. This will
allow more precise establishment of the scope of application of this
method.

The main feature of 2)multiple priority strategy based on merg-
ing of mediation agents when required is the actual method of grad-
ual adjustment. The specific method of gradual adjustment depends
on the type of constraint to which it is applied. In the course of
experiments, we examined the effect of using a simple method ac-
cording to which gradual adjustment was performed by changing
the assigned values of parameters, so that they could coincide in
their midpoint. The same is applicable to cases in which the num-
ber of parameters exceeds 3. Furthermore, as far as the job shop
scheduling problem is concerned, if it is necessary to minimize
stocks in an intermediate store when changing lines, the adjustment
can be made to minimize the difference between the end time on a
line and the start time on the next one.

In more general, some readers would question whether mobile
agent technology fits to the electric power systems. However, the
electric power system has less focus on interoperability than one
for the internet, and even the proprietary system has a chance to
be adopted if it has an obvious advantage. In fact, our Bee-gent
based system for distributed power feeding record collection has
been introduced in an information network of the electric system
for several years. Moreover, the recent trend of the smart grid will
further enhance and reform the information network in the near
future. Therefore, it is more of a time to be fit to the electric power
systems for the (mobile) agent systems.

7. RELATED WORKS
In the field of the distributed constraint satisfaction, [1] well

surveyed this research area. It includes a description of the syn-
chronous backtrack algorithm which is a basis of our heuristics,
and some other improvement algorithm and techniques. One ex-
ample of the improvement which is comparable with our approach
is [2], where agents assign variables sequentially, but perform for-
ward checking asynchronously. So that it’s also trying to make
the synchronous backtracking partially asynchronous as well as our
1)parallel assignment heuristics. However, this paper has focused
on problems when applying the heuristics to improve the efficiency
of a real schedule, rather than a constraint satisfaction problem in
general.

Thus, we will show below some related approaches to the prac-
tical distributed scheduling problems. [3] surveyed applications of
agents to the scheduling problems in manufacturing. It lists many
different approaches which have been proposed in the past, and we
are almost impossible to compare with them all in this section. We
should note that it also assert importance of non-sequential schedul-
ing based on the agents. One of the leading approaches is multi-
scheduler-agents negotiation, such as [4]. After this research, sev-
eral distributed scheduling systems based on the multi-agents have
been proposed. However, this would need replacement of all the
scheduling systems in the different power generating companies
to agent-based ones in practise. On the other hand, our approach
is adding on the mediation agents to the schedulers, and needs to
connect to the schedulers with data file and apis. [5] is aimed at
the maintenance schedule, but it also using the multi-agents nego-
tiation.

The latest topics are naturally related to the smart grid. [6] and
[7] are application of agents to the scheduling problems in the smart
grid. [6] uses a bottom-up electronic market mechanism, and [7]
determines schedules of various distributed energy resources by an
auction mechanism. Both are economical approaches unlike ours,
and not handling the maintenance scheduling in specific.

8. CONCLUSIONS
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In this paper, an agent-based distributed scheduling system has
been proposed against the background of the deregulation of elec-
tric utility and the smart grid for the renewable energy. Then,
A)rapid schedule adjustments and B)impartial assignment are con-
sidered as problems arising in the process of distributed mainte-
nance scheduling. In order to solve these problems, the authors pro-
posed two kinds of heuristics: 1)parallel assignment and 2)multiple
priority strategies, then realized them by mobile mediation agent’s
cloning and merging functions in a scheduling system. We believe
this point is our novel contribution to the agent-based distributed
scheduling research. Based on experiments oriented to real prob-
lems and measurements of system efficiency, it was found that the
rapidity of schedule adjustment and the impartiality are improved
without massive calculation. The authors plan to apply this sys-
tem to solve other kinds of scheduling problems associated with
the smart grid in the future.
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ABSTRACT
In many (agent-based) simulations the programmers purport
to model elements of human society. These models are often
based on the researchers’ understanding of and focus on spe-
cific elements of this society. We suggest that using a frame-
work that is used in social and political science (the Insti-
tutional Analysis and Development framework) will greatly
improve the design, comparison and validation of artificial
societies. We apply this approach dubbed MAIA to a pre-
existing model of consumer lighting.

Categories and Subject Descriptors
I.6.5 [Simulation and Modelling]: Model development

General Terms
Design, Standardization, Documentation

Keywords
Institutional analysis and development, socio-technical sys-
tems, simulation, consumer lighting, MAIA

1. INTRODUCTION
Agent-based simulation is a rapidly developing method

both in the social sciences as well as in the engineering sci-
ences, e.g. energy systems [14, 7]. As is the case with de-
veloping fields of research, there are many approaches with
regard to conceptual design, software implementation and
outcome analysis that are hard to compare. Especially when
the models move away from general and abstract notions
towards more specific and ‘predictive’ modes (although pre-
diction in complex systems is arguably impossible), more in-
formation is required on the assumptions about the agents
and the world they inhabit. Partially, this is a matter of
clear and consistent reporting and open access to code and
data [22]. The other part is building on a shared under-
standing of concepts, required elements, and framing of the
problem at hand, for which we propose using a framework
of institutional analysis.

Some colleagues have suggested the use of ontologies to
facilitate shared use of code and concepts [25, 22]. This has
certainly led to a basis for cooperation among colleagues
and a close circle of friendly institutes, all from technical
universities. However, as the aspects of energy systems that
we are interested in are on the edge of social and technical
sciences – emergent market behaviour, policy response, co-
operative efforts, societal transitions – we need to go further

and embrace frameworks of social and political science that
allow us to design, test and communicate our models with
other scientists. We have studied the Institutional Analy-
sis and Design framework (IAD) of Elinor Ostrom and col-
leagues [11], and developed a methodology for agent-based
modelling using institutional analysis (MAIA) introduced in
[12].

In this paper we test MAIA by applying it to a model of
consumer lighting that was developed without institutional
analysis in mind. We first describe the MAIA methodology
(section 2), then describe the consumer lighting background
and the conceptualisation of the model based on MAIA (sec-
tions 3 and 4). We discuss the advantages observed in using
MAIA for this particular case (section 5) and conclude on
the usefulness of the proposed methodology (section 6).

2. INSTITUTIONAL ANALYSIS
Agent-based models are built with the idea that collec-

tive behaviour is a result of the aggregate of individual be-
haviours. In doing so, the social or institutional structures
that are the basis for this behaviour are implicitly assumed
in the modelling process. For example, two (simulated)
agents entangled in a negotiation process will need to be un-
derstood in a human (social) context to make sense of the
model outcome. Thus, to let a model resting on artificial
agents reflect reality, social structures need to be (explic-
itly) specified and implemented. This can ideally be done
independently of the individual agents that constitute the
model.

To artificially implement social structures, many researchers
have developed methodologies and frameworks which are
mainly used for implementing multi-agent systems but not
for simulation purposes [5, 9, 26]. Even though some of
these are primarily based on social theories [5], their focus
is mainly on roles rather than the more complex concepts
existing in social environments such as laws, policies, regu-
lations, culture and practices.

2.1 The Institutional Analysis and Development
Framework

Institutional analysis aims to find and describe unifying
building blocks in diverse, regularised social interactions, that
can help to explain human behaviour in these situations. It
is this unifying aspect that has led to the growth of the in-
stitution concept in several disciplines, including economics,
philosophy, sociology, and politics [15].

So, what are these institutions? Ostrom defines an insti-
tution as “the set of rules actually used by a set of individ-
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uals to organise repetitive activities that produce outcomes
affecting those individuals and potentially affecting others”
[23]. While rules are one of the main elements, the Institu-
tional Analysis and Development (IAD) framework clearly
specifies different elements of the system description (see
figure 1).
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Figure 1: The IAD framework

2.2 The MAIA methodology for agent-based
modelling

To apply the IAD framework for modelling agent-based
artificial systems, many of the concepts need to be further
specified. The MAIA framework has been developed for this
purpose. The core concepts of this framework are inspired by
the IAD while the details are added based on agent-based
software methodologies including OperA [9]. The MAIA
methodology covers the whole development cycle of agent-
based modelling starting from conceptualisation and design
to the coding and implementation of such models. This
methodology consists of five structures presented in figure
2.
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Figure 2: The five structures of MAIA

In this section we briefly describe the meta-model concepts
that are used for system decomposition and would later be
used for detailed design and implementations. The defini-
tions of this section are used to decompose the consumer
lighting case study in the next section. Some explanations
of how the conceptualisation can be used in detailed design
are given but not covered by the case due to space limitation.
The order in which the concepts are defined is the sequence
used for the decomposition of a system with MAIA.

2.2.1 Physical Structure
The physical structure is made of three distinct concepts

namely resource, location and link. Resources have names
and properties. They have a type which can either be private
(e.g. money) or common pool (e.g water, electricity) [23].
A location (e.g. house) also has name, can have properties
such as size, coordinate or capacity. A link is a physical
connection that can be between resources or locations (e.g.
electricity grid linking houses). Therefore, beside the name,
a link has a begin node and an end node.

2.2.2 Constitutional Structure
Generally speaking, the roles the agents take, the groups

they form, the dependencies they rely on and the institutions
they follow in the social context are defined in the second
component called the constitutional structure (see figure 3).
The first step is to define the institutions of the system.
Institutions can be formal (i.e. law, regulation etc) or in-
formal (i.e. culture). Fashion is an example of the informal
constitutional environment in the society. Institutions can
prohibit, oblige or permit roles to do certain tasks.

A role is defined independent of the underlying agent.
Roles have predefined objectives which can be in contradic-
tion with the agent goals. A role can be external to the
system which means that agents cannot take that role, or
internal. The boundary rule of a role defines when an agent
can be considered as having the role. The rights of a role
however define what the agent can do when taking a partic-
ular role.
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Figure 3: Meta-Model Concept: Constitutional Structure

To reach their objectives, roles depends on other roles
which is represented in a dependency graph (figure 7). The
nodes of the graph represent the roles and the edges are
the objectives. A link is drawn between two nodes if a role
depends on some other role to achieve his objective. Some-
times, an institution may belong to more than one role. In
such case, a group is defined. Also, when a resource belongs
to more than one role, it is given to a group.

2.2.3 Collective Structure
This structure specifies the agent, the social network and

the domain ontology. Agents can take different roles. Each
agent has some preferences which may also affect how he
would follow the institutions of the role he is taking. The
preferences of the agent together with his properties such
as age or eduction define the personality of an agent which
affects the decision making process. The information pro-
cessing capability of an agent is the amount of information
one may have access to. Similar to roles and groups, agents
can also have resources. The number of agents taking a spe-
cific role is also defined in the agent table.The link between
agents and roles is one of the most important aspects of the
MAIA framework which will later be discussed.

The social network is a graph where the sender and re-
ceiver are agent-role pairs and the link between two nodes
gives a general description of the interaction between two
pairs. Finally, a domain ontology defines the common terms
and concepts of the system. Therefore, every concept de-
fined in system conceptualisation are put in the ontology
which can later be used for the implementation of the model.

2.2.4 Operational Structure
The general focus of the operational structure is on the

continuous activities of the system such as decision mak-
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ing of the participating agents and the functions that link
decisions to outcomes.

This structure is divided into three main components, the
action situation, the role enactment agreement and the ac-
tion sequence. In the action situation, the actual processes
of the system take place. Roles take actions which have some
costs and may result in benefits. Each action situation may
have its own institutions and resources. In a role enactment
agreement table, the link between agents and roles is defined.
Each agent can take one or more roles and vice versa. The
specifications of the role and the agent are all present in this
table and each possible combination occupies one row of the
table. In the behaviour identification column, the decision
making process of the agent is defined. This can be done by
giving weights to different components or reading external
data. The agents can take actions that are forbidden as a
part of the role institutions. Since this is done explicitly in
the model it is thus traceable.

The action sequence which is a component of the detailed
design phase, defines the actual interaction between agent-
roles. The interaction is the message exchanges and the
action is an atomic process taken by only one agent. These
set of diagrams are drawn based on the action situations
defined in this part and the social network diagram in the
collective structure.

2.2.5 Evaluation Structure
Model evaluation is a step that is often addressed after the

software has been implemented and not taken into consid-
eration at the conceptualisation or even design phase. The
evaluation indicators of an agent-based model can be divided
into two different categories:

1. Reality closeness parameters: When modelling a real
world system, we first have to make sure that the artifi-
cial society is functioning as close to the real system as
possible. Choosing the relevant parameters to evalu-
ate the closeness of the model to reality is a function of
this category. These parameters are suggested by the
domain experts. In the consumer lighting example,
light bulb consumption is chosen as one of the close-
ness parameters. It is important to realise that the
value of these parameters are outcomes of the system
and will be calculated after (or during) the model run.
The values are not given during the implementation of
the model.

2. Problem domain parameters: The purpose of the mod-
elling exercise is to answer a set of questions defined
by the problem owner. To better understand these
questions and make efforts to answer them, certain pa-
rameters have to be assigned to each question. These
parameter values are again the outcome of the system
and only realised during runs or even after.

The purpose of a scope matrix (see e.g. table 2) is to
document the relation between the operational events
and the global outcomes. Through this matrix one
would have a general idea of which local behaviours
may lead to certain emergent outcomes.

The feedback received from these two categories of param-
eters can be reflected in the physical, collective and consti-
tutional structures of the MAIA framework to further affect
agent actions and interactions at the operational structure.

3. CONSUMER LIGHTING MODEL

3.1 Background
Lighting is essential for modern living – it enables humans

to do many things otherwise impossible. Edison’s first car-
bon filament glow bulb had a lifetime of 45 hours and an
efficiency of 2 lm/W.1 Many gradual improvements in elec-
tric lighting technologies increased the lifetime of the bulbs
and the electric efficiency [10]. By 1912, the glow bulb’s ef-
ficiency had improved to reach a light output of 12 lm/W
of electricity. Technological progress in incandescent bulbs
halted at that point. Presently, almost 100 years later, the
incandescent lamps are hardly more efficient: even now, over
98% of the electricity used is converted into heat and not into
light.

More energy efficient alternatives have been developed,
for example the compact fluorescent lamp (CFL) [2]. The
CFL was first introduced by Philips in 1980, and offered four
times energy savings and a much longer lifetime, with some
disadvantages (size, weight). Subsequently, the CFL was
much improved in the decades afterwards, and was known as
the ‘saving lamp’. The CFL enables a dramatic increase in
the energy efficiency of lighting while, partly being a screw-
in/plug-in replacement, it retains an amount of compatibil-
ity with existing luminaires. CFL’s offer clear benefits for
many applications, and many governments tried to stim-
ulate their use (e.g. [20, 18]), but these stimulus policies
have only seen limited success. Presently, CFL saving bulbs
are present only in 55% of European households [4]. An-
other exciting development is solid-state lighting: the Light-
Emitting Diode (LED). Proponents consider the LED as the
ultimate lamp of the future, because it is very suitable to
a wide range of applications and because it continues to
achieve significant gains in electric efficiency [8, 24, 16, 2].

Consumers have adopted CFL and LED technology only
partially because of a number of obstacles [19]. CFL and
modern LED saving lamps are characterized by high up-
front cost for consumers and poor light quality, which serve
as a barrier for adoption. Consumers implicitly use high dis-
count rates when purchasing energy efficient durable goods
[13, 17]. Halogen lamps proved more attractive because they
fitted in popular designs and do not have the disadvantages
that CFLs have (cost, unfavourable colour, size, no dimming
option, . . . ).

In consumer lighting, changes are forthcoming. The Eu-
ropean Union’s phase-out of incandescent lighting is a clear
strategy that will change the sector, it involves regulation de-
signed to remove from stores the cheapest forms of inefficient
household lighting [6]. Although implied, it is uncertain
whether the lighting sector will become efficient overnight;
consumers may switch to forms of inefficient lighting that
are exempt from the phase-out; or consumer behaviour will
change. The precise dynamics induced by the phase-out are
unknown.

3.2 Model implementation
To get a better insight in these dynamics, Afman et al.

developed an agent-based simulation using Java with el-
ements of RePast [1]. This model encompasses agents –

1Light output is measured in lumen (lm). An ordinary in-
candescent 75 W bulb (which is now banned in the EU)
emits more or less 900 lumen at 12 lm/W. With a theoreti-
cal maximum of 683 lm/W, the bulb is <2% efficient [2].
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Figure 4: Model run with a ban on bulbs
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Figure 5: Model run with a tax on bulbs

consumers – that buy lamps, based on the available lumi-
naires in their houses, their personal preferences and the
preferences of their acquaintances. By introducing policies
that affect consumers’ behaviour (banning light bulbs, tax-
ing light bulbs, or subsidising energy efficient alternatives),
the system outcome is affected over a simulated period of 40
years.

3.3 Simulation results
The myriad of individual decisions of agents to purchase

lamps drives the system as a whole: system level adoption of
the technology types, average electricity consumption levels
and average expenditure on lamp purchases are important
indicators of a transition towards more efficient energy use.

The adoption of the four different lamp categories is plot-
ted over simulated time (40 years), see figures 4, 5, and 6
per policy initiative. The results show that both the ban
on bulbs and the taxation scheme on incandescent bulbs are
effective to phase out the incandescent bulb in the long run.
The ban on bulbs has a faster and more prominent effect.
With the LED subsidy the incandescent bulbs remain dom-
inant.

The simulation model confirms that, in the long run, the
‘ban on bulbs’ is the most effective way of achieving a lower
electricity usage for lighting. A tax on bulbs of euro 2 is
also effective. In contrast, a subsidy on LEDs is not effec-
tive. An important disadvantage of a ban is the burden on
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Figure 6: Model run with a subsidy for LEDs

consumers: expenditures spike during the start of the ban.
This might be considered unacceptable. In contrast to the
ban, a tax could be made income neutral. Whether it is a
ban or a tax, it is crucial to attack all unwanted products.
In this case halogen is not more electricity extensive then
incandescents, but is not banned or taxed. If the penetra-
tion of halogen proceeds, it hampers the transition to lower
electricity consumption in the sector.

4. RECONCEPTUALISATION OF THE CON-
SUMER LIGHTING MODEL

In this section we revisit the consumer lighting model us-
ing the MAIA framework. The description of the model
is made in an effort to be compact yet complete. We will
only use the components that are necessary for the con-
sumer lighting case study. Due to space limitation, we will
only illustrate some of the tables and diagrams used for this
particular case.

4.1 Physical Structure
The physical structure (resources, locations and links) in

the consumer lighting model is fairly small. There are two
resources, namely luminaires and lamps. Luminaires have
the properties: socket type (E27, GU10, E14), wattage and
status (operational, failed). Lamps have more properties:
the lamp technology (empirical data on 70 lamp technologies
were collected in a variety of lighting stores), the expected
lifetime, uncertainty of the lifetime, light output, electricity
consumption, colour rendering index, colour temperature,
voltage, shape, socket, and purchase price. There is also the
ageing process that is a part of the lamp resource. Both
lamp and luminaires are private resources.

Usage for each lamp is related to the location in the house:
some lamps are used more often than others. Therefore, we
define luminaireLocation as a location in this structure. We
define a distribution function for the place of lamp in the
house based on survey data on the number and usage of
lamps in consumers’ homes [1].

4.2 Constitutional Structure
The four different components of the constitutional struc-

ture are covered in this section.

4.2.1 Institutions
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There are four institutions implemented in the model.
First, word of mouth is considered as a culture which is an
informal institution. People give their opinion about lamps
to other people. When a consumer communicates its opin-
ion, the opinions of a neighbour are averaged between its old
value and the other consumer’s opinion.

There are three possible policy interventions beside the
base case (no governmental policy) in this model i.e. (1) a
ban on bulbs, (2) an incandescent taxation scheme and (3) a
subsidy scheme on LED lamps. Each of these are considered
a formal institution that the agents are obliged to follow.

The first policy entails a complete ban on the standard
incandescent light bulb, implemented between years 2 and
5 (relative to the start of the simulation). This policy is
comparable to the EU ban on household light bulbs: first the
incandescent bulbs with the highest wattages are removed
from the stores, after which progressively the lower wattages
are removed.

The second policy scenario introduces a taxation on the
sale of incandescent light bulbs that increases progressively
during the first five years of the simulation to a maximum
of euro 2.00 per lamp (which is relatively large compared to
a purchase price of euro 0.35 – euro 1.50).

The third policy is a subsidy on the purchase price of LED
lamps. The subsidy is a discount of 33% of the purchase
price. After five years, relative to the start of the simulation,
the subsidy is slowly removed until year ten, where it is zero.

4.2.2 Roles
The Consumer is considered as a role in this case study.

The objective of the consumer role is to have pleasant light in
the house. The agent taking the consumer role must follow
the word of mouth, tax and subsidy institutions. This role
is internal, which means that agents in the model can take
this role. The boundary rule is for the agent taking this role
to own luminaires. In other words, when checking to see if
an agent has the role of a consumer, we need to see if he
owns luminaires. The information available to this role is
the information about lamps and luminaires. The physical
components belonging to this role are luminaires and lamps.
The other roles of the system are presented in table 1. As
can be seen in the table, except the consumer the rest of the
roles are considered external. Agents cannot take external
roles and thus there is no decision making in the behaviour
of these external entities. Therefore, there is no need to
define conditions (boundary rules) for an agent to take any
of these roles.

4.2.3 Other Components
The group component was not defined for this case since

there were no institutions that had meaning for more than
one role, just as there were no physical structures for a group
of roles. To give more details to this model, one option is
to have co-inhabitants of an apartment building as a group
where there are lamps in hallways that are shared by ev-
eryone in the group and the type of lamp to be chosen is
a group decision. The last component of the constitutional
structure is the group dependency graph which is shown in
figure 7.

4.3 Collective Structure
The collective structure in the consumer lighting deals

with the agents who are taking part in the society and the

Government

Manufacturer

Consumer

Retailer

sell lamps

create lamps

decrease electricity 
consumption

influence price

influence
availability

Figure 7: Dependency Graph for Consumer Lighting

social network. All the defined components throughout the
framework are put in a domain ontology for later use.

4.3.1 Agents
There is only one type of agent, the consumerAgent, in

the consumer lighting case study since the other entities in
the system such as the retailer or manufacturer are consid-
ered external. The consumerAgent has properties including
the number of lamps he owns, usage of lamps, total num-
ber of luminaires, socket types, the specific lamps installed
initially and his opinion about the lamps. ConsumerAgents
have preferences such as light colour, colour rendering and
light output. We assume consumers as heterogeneous in
their initial portfolio of lamps (total number of luminaires,
socket types, and the specific lamps installed initially) and
in their preferences for light colour, colour rendering and
light output. Consumers start with neutral opinions (to
become negative or positive during the simulation). Con-
sumers form opinions about individual lamp types, tech-
nologies and brands. Since the luminaires and lamps belong
to every agent taking the consumer role, there is no need
to define these resources here. However, each agent has lu-
minaireLocation which is different for every agent and thus
given to the agent and not the role.

4.3.2 Social Network
There are 250 consumerAgents, arranged in a scale-free

network, which is considered sufficient for modelling con-
sumer networks [3, 21]. In the network, agents are con-
nected to at least 15 others. The main interaction taking
place in this model is the exchange of opinion between two
consumers. The buy interaction takes place between the
consumer and the retailers and there is also an order in-
teraction between the retailer and the manufacturer. These
interactions are the general interactions in the model which
are represented in a graph similar to the dependency graph
shown previously. These interactions will be further speci-
fied in sequence diagrams in the detailed design phase.

4.4 Operational Structure

4.4.1 Action Situation
The system to be modelled is divided into distinct action

situations. Each action situation may consist of several ac-
tions and interactions. However, sometimes it is necessary
to define a situation for an event that will be happening
somewhere during the runs. In other words, the trigger for
anything to happen through the model run should be defined
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Table 1: The Role Table for Consumer Lighting

Name Objective/Sub-
objective

Institution Type Boundary
Rule

Information Physical
Component

Consumer Light in his house fashion, tax,
subsidy, ban

internal agent owning
luminaire

lamp and lu-
minaire data

luminaire,
lamp

Retailer Sell lamps ban external none lamp and lu-
minaire data

luminaire,
lamp

Manufacturer Produce lamps ban external none lamp and lu-
minaire data

luminaire,
lamp

Government Decrease electric-
ity consumption

none external none lamp and lu-
minaire data

none

here.
The first action situation defined for consumer lighting

is the lamp replacement situation which involves the con-
sumer role. The actions happening here are: lamp defect,
check socket type, update opinion (based on the history of
this defect) and replace lamp. In this version of the model,
households do not change their luminaires. Therefore, the
options to change lamps are limited to socket-compatible
lamps. The information that becomes available in this sit-
uation is the socket type and the status of the lamp which
could be operational or failed.

Similar to this action situation, there is the buy lamp ac-
tion situation where the actual choosing and buying of the
lamp takes place. Exchange of opinion and lamp supply are
yet other action situations. When a consumer communi-
cates its opinions in the exchange of opinion situation, the
opinions of a neighbour are averaged between its old value
and the other consumer’s opinions.

One situation that is somewhat distinct compared to the
others is the technological advancement action situation.
Even though there are no roles involved in this situation,
the consideration of it is especially important for the imple-
mentation of change in prices according to technology later
on in the model. The action in this situation is ‘change
price’.

Although the prices of all lamp models differ, the lamp
technology type determines the decline in price over time.
Newer technologies – LED and CFL – are modelled to de-
cline faster than proven technologies (halogen and incandes-
cent). Due to technological progress, the efficiency of each
technology increases over time, where the efficiency of more
‘modern’ technologies CFL and LED are assumed to increase
faster than the old technologies.

4.4.2 Role Enactment Agreement
The only internal role in this model is the consumer. There-

fore, the consumerAgent requires decision making and char-
acter specifications. The behaviour patterns of the con-
sumerAgent are defined according to the properties of the
consumerAgent and the specifications of the role. The con-
sumer’s lamps purchase decision is modelled using multi-
criteria analysis incorporating criteria related to aspects of
the lamps (purchase price, efficiency, and lifetime), prefer-
ences for subjective lamp qualities (colour, colour render-
ing index (CRI), light output), and opinions (perceptions)
on the lamp’s aspects (lamp model, brand, and technology
type). A final criterion relates to what other consumers do
(word of mouth).

A number of important behavioural assumptions underlie
the criteria weight factors that determine the relative impor-

tance of the normalized scores. As the purchase price needs
to be the most important criterion [19], it is assigned a high
weight factor of 4. Then lamp efficiency, colour rendering,
light colour, the household’s opinion of lamp technology type
and normative adaptation (word of mouth: imitating neigh-
bours) are assigned a weight factor of 2: important, but
not as strong as the purchase price. Last, the lamp’s light
output, lifetime, and the consumer’s opinions on brand and
lamp model are even less important, these get a weight fac-
tor of 1. Between household agents, weight factors differ by
+/– 50% to make them heterogeneous.

A consumer’s opinions (a [-1..1] scale) are changed as a
result of own experiences with bought lamps and through
information it receives from neighbours in the social network
(word of mouth). Parameters and increment values used for
autonomous opinion change are:

• if positive experience: + 0.1

• if negative experience: – 0.3

• if positive experience, contrary to existing opinion: +
0.2

4.5 Evaluation Structure
Three main evaluative parameters were defined regarding

the main questions: system level adoption of the technol-
ogy types, average electricity consumption level and average
money expenditure on lamp purchases. The scope matrix
relates the main parameters to the actions situation while
helping us define new parameters which may also be as cru-
cial in analysing the system. This parameter identification
happens while trying to further specify the indirect relation-
ship between the main parameters and the action situation.
The scope matrix is represented in table 2. There is a di-
rect relationship between system level adoption of technol-
ogy types and the buy lamp action situation as this is where
the actual buying of different technologies happens. There is
an indirect relationship with all the other action situations.

The next step is to define a parameter that would have
a direct relationship (d) with the opinion exchange action
situation while explaining the first parameter in more detail.
The general public opinion about different technology types
seems to be the parameter we are looking for. This process
can continue for all the other indirect relationships (i) until
we have sufficient number of indicators specified. The letter
(n) indicates that there is no relationship present between
the two entities.

The reality closeness parameter matrix is a similar ma-
trix where the indicators do not necessarily answer domain
problem questions. The number of lamp defects or the price
of lamps are two such parameters.

20



Table 2: Scope Matrix linking actions and outcomes (PI =
policy initiative; d = direct i = indirect n = no relationship)

Action Situa-
tion / Outcome
Parameters

buy
lamp

word
of
mouth

lamp
defect

ban tax sub-
sidy

adoption of
lamp type

d i i d i i

perceptions on
lamp types

n d i i i i

electricity con-
sumption level

d i d i i i

money expen-
diture on pur-
chases

d i i i i i

5. DISCUSSION
The proposed method attempts to combine insights from

computer science, social science (institutional economics),
and multidisciplinary approaches focused on socio-technical
systems. The reason we believe that this approach makes
sense is because (1) a common framework can ensure com-
parable approaches and facilitate communication, (2) intro-
ducing the IAD will open up communication with social sci-
entists who have focused on institutions for several decades
and (3) tying it all in the MAIA approach brings computer
and social sciences together. In other words: social science
concepts are translated into formal concepts that can be
used to program models.

5.1 Common frameworks
It is a basic value of science that our work should be clearly

described and repeatable for falsification of the findings. In
practise, researchers forget to mention on what platform the
models are developed or to verify their outcomes [14]. Ap-
plying a common framework does not remedy such omis-
sions. It does, however, facilitate comparison of different
models using the same framework. For those knowledge-
able of the framework, it helps to qualify the outcomes and
to place them in a certain school of thought. It helps the
modeller to structure the model and to give attention to the
different elements of the framework. It also makes it easier
to detect omissions or simplifications, for example regard-
ing the decision making of agents. Except for very abstract
models or toy models adhering to a modelling framework
makes good sense. The question is: what framework?

5.2 Using the IAD framework
As indicated above, many researchers have developed frame-

works that are used for implementing agent-based software
systems [5, 9, 26]. The focus of these approaches is on in-
dividual roles (the ‘micro’ level) rather than the more ag-
gregate phenomena such as laws, policies, regulations and
culture (the ‘macro’ level). These frameworks are more
thoroughly grounded in the computer sciences, and as such
are less accessible for social and political scientists or non-
scientific experts.

The use of the IAD framework comes with the impor-
tant advantage that the concepts employed have been used,
tested and validated by a wide array of scientists. This en-
sures that the building blocks are comprehensive and relieves
the researcher somewhat from explaining the choices that
she made. Furthermore, explicit attention is given to the

evaluation structure, which again helps in structuring the
research beforehand. The nature of the IAD is also closer to
agent-based modelling than other tools such as system dy-
namics. This makes thinking in terms of agents easier when
applying this framework.

5.3 Using MAIA
The last step is linking IAD back to computer science.

With MAIA we formalise the concepts in the IAD and the
links between the concepts. We believe it facilitates the
writing of code and one of the authors (Ghorbani) is working
on providing tools for this purpose.

Looking back at the original consumer lighting model, we
cannot prove that using MAIA would have improved the
model – this is also a function of the experience of the mod-
eller. What we do find is that it can help in the concep-
tualisation phase and function as a guideline for including
necessary elements of socio-technical systems. In the case
of the consumer lighting, it has helped in checking if all as-
sumptions made by the modelling team were well thought
through and consistent. In particular, the distinction be-
tween agents and the roles they take up could be an inter-
esting extension of the model. In addition, some entities in
the model such as the government were considered as the en-
vironment in the implemented model while with the MAIA
methodology, such elements are considered external roles.
This is more logical as it gives more flexibility to the defi-
nition of the government as an active component. Instead
of hard coding policy measures in the program, linking the
(formally defined) institutions or policies to governmental
enactment (action situation) would facilitate the implemen-
tation of different policies in the model and the analysis of
their influence on other entities, including agents.

The use of role tables such as table 1 points at the fact
that there is only one agent that is responsive to changes in
the system. This then leads to ideas of adding of various
retailerAgents and manufacturerAgents could have added
insight into the interaction between consumers and retailers’
strategies (e.g. marketing).

The MAIA framework also contains elements that are not
necessary for the purpose of the model. For instance, the
links between physical structures (physical connections of
houses) are suggested by the MAIA framework, but were not
modelled. Despite the fact that such links are unnecessary,
the framework explicates that we could have modelled them.
The framework is only intended to help in selecting the right
elements of the model without forcing us to take any.

5.4 Limitations of using MAIA
Like any other software methodology, the MAIA frame-

work has a learning curve which may be time consuming. Af-
ter three case studies we have developed through MAIA, we
realised that understanding the distinction between agents
and roles may not be straight forward for users. However,
once this is understood, it is a practical and useful concept
of the framework. One other issue that can be considered
as a drawback for MAIA is that there is no specific archi-
tecture for making agents. All MAIA gives to the user is
the set of properties that should be considered when defin-
ing an agent, these include the properties of an agent, its
preferences and its decision making process, among others.
However, MAIA considers these information in a set of ta-
bles without structuring them into an architecture such as
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BDI, reactive or psychological framework. This can also be
considered a positive point as it gives more flexibility to the
user.

6. CONCLUSION
Although there are many different ways of describing the

social (or the technical) context of simulations, communi-
cation is served if a common framework is used. For the
modeller, some of the assumptions she makes on the struc-
ture of society may seem trivial, but they may not be in
an international context and thus will need to be explained,
preferably in a standard way. Furthermore, the framework
encourages the researcher to be explicit about the elements
she includes and the ones she excludes. This may be too
much effort for abstract models that focus on one or two
elements, but for simulations of complex socio-technical sys-
tems we deem it invaluable to be as precise as possible about
the building blocks of the model. The MAIA method, built
on cross-disciplinary insights, may help in this respect.

We have already developed a few case studies with regard
to energy and industrial networks to test the applicability
of MAIA. We invite other researchers in the field of agent-
based simulation to further test and apply the method with
us.
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ABSTRACT
The present paper relates to systems and methods for detecting 
faults in multi-variable systems/agents. The approach is 
particularly suitable for detecting faults in heating, ventilation and 
air-conditioning (HVAC) systems and will be described in 
relation to that exemplary but non-limiting embodiment.  

The fault detection approach is based on statistical machine 
learning technology. This is achieved by learning the consistent 
nature of normal HVAC operation, and then using the statistical 
relationships between groups of measurements to identify 
anomalous deviations from the norm and identify faults in all 
subsystems for which sensor information is available, regardless 
of the specifics of the installation. 

The approach models the dynamical sub-systems (agents) and 
sequence data in HVAC system. These models (agents) are 
constructed via a learning process from some training data of 
normal running HVAC systems. The trained models (agents) can 
then be used for automatic fault detection. Our algorithm can 
capture the fact that time flows forward by using directed 
graphical models (agents), it is adaptive to environment changes 
and is reliable in HVAC systems. The approach has been tested 
based on real data from commercial HVAC systems. We can 
successfully detect a number of typical faults. The experimental 
results are all very positive.  

Using the adaptive learning approach requiring only incumbent 
sensors’ data, this technique offers several advantages over rule-
based techniques. In particular, the amount of customization, 
configuration and expert knowledge required to implement such 
techniques on different HVAC systems is greatly reduced. The 
results obtained by using the methods prove that this algorithm 
has the property of robustness and adaptability. Current intention 
can achieve better fault detection results when the building 
situation and/or environment properties changes, while traditional 
approaches are normally not adaptable to these changes 
automatically. 

Categories and Subject Descriptors
J.2 [Physical Sciences and Engineering]: Engineering.

General Terms
Algorithms, Reliability, Experimentation, Detection, Fault. 

Keywords
Machine learning, Dynamic Bayesian Network, multi-variable 
system, fault detection, HVAC system. 

1. INTRODUCTION 

A wide variety of systems can be described as multi-variable 
systems/agents. For example systems such as building heating, 
ventilation and air-conditioning (HVAC) systems are multi-
variable systems/agents. Multi-variable systems/agents such as 
these commonly fail to satisfy performance expectations 
envisioned at design time. Such failings can be due to a number of 
factors, such as problems caused by improper installation, 
inadequate maintenance, or equipment failure. These problems, or 
"faults," can include mechanical failures, control problems, design 
errors, and inappropriate operator intervention [4]. Due to the 
complexity of such multi-variable systems/agents, it is relatively 
common for faults to go unnoticed for extended periods of time, 
and only identified when they become significant enough to cause 
complete equipment failure, excessive power consumption, and/or 
sufficient performance degradation to trigger user complaints.
By way of one example, faults in HVAC systems may be caused 
by a variety of factors. Mechanical faults can include stuck, 
broken, or leaking valves, dampers, or actuators, fouled heat 
exchangers, or other damaged/inoperative components. Control 
problems ran relate to failed or drifting sensors, poor feedback 
loop tuning or incorrect sequencing logic [2]. 
A variety of fault detection and diagnostic (FDD) techniques for 
multi-variable systems/agents are known, and their use provides 
for a number of benefits [3][21]. By detecting and acting on faults 
in multi-variable systems/agents significant energy savings can be 
realized.  Additionally, if minor faults are detected before 
becoming major problems, the useful service life of equipment 
can be extended, maintenance costs can be reduced, and repairs 
can be scheduled when convenient (avoiding downtime and 
overtime work) [5][6].  
Further, and again using a HVAC system by way of example, 
detecting faults allows for better control of temperature, humidity, 
and ventilation of occupied spaces. This, in turn, can improve 
employee productivity, guest/customer comfort, and/or product 
quality control.  

Cite as:  
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Many current fault detection techniques for multi-variable 
systems/agents are rule-based [7][8][9][15]. The fault detection 
system integrates and interprets incoming data in accordance with 
a pre-determined set of rules, produces a risk profile, and 
autonomously initiates a response to a breach of these rules. Rule-
based systems are, however, limited insofar as they are very 
specifically derived for/tailored to a particular system and are very 
difficult to update, change, or adapt to a different system. 
Additionally, rule-based systems typically fail miserably if 
conditions beyond the boundaries of the knowledge incorporated 
in them are encountered.    
Although less common, another class of fault detection techniques 
used for multi-variable systems/agents are model-based systems 
[10][11][12]. Model-based systems use analytical mathematical 
models to identify faults. As with rule-based systems, however, 
model-based systems have a number of limitations. For example, 
model-based systems are generally complex and computationally 
intensive, and a large amount of skilled work is required to 
develop a model for a particular system. Also, in order to create a 
usable model many inputs are required to describe the system 
being modeled and the values of some of the required inputs may 
not be readily available.  
In addition to the above limitations, most multi-variable 
systems/agents are installed in different buildings/environments. 
This generally means that rules or analytical models developed for 
a particular system cannot be easily applied to an alternative 
system.  As such, the difficult process of determining and setting 
rules or generating analytical mathematical models must be 
tailored to each individual building/environment. In addition, the 
task of setting the thresholds used by such systems to raise alarms 
is involved, and prone to producing false alarms. Also, building 
conditions such as structure of the internal architecture design and 
even external factors (such as shading and the growth of plant 
life) often change after the system installation/initialization of a 
fault detection system, which can require rules/models that were 
originally appropriate to be revisited and updated.
It would be desirable to provide a fault detection system and/or 
method which overcomes or ameliorates one or more of the 
limitations of existing fault detection systems/methods. In the 
alternative, it would be desirable to provide a useful alternative to 
existing fault detection systems and methods. 
Broadly speaking, the present approach relates to systems (agents) 
and methods for detecting faults in a multi-variable system /agent. 
In order to illustrate the features of the machine learning 
approach, examples of the proposed fault detection system and 
method will be described in relation to HVAC systems. It is to be 
understood, however, that systems and processes according to the 
approach may be used to detect faults in other multi-variable 
systems/agents. 
Two most recent papers by Najafi et. al. [13][14] present an 
approach for fault diagnostics in HVAC systems based on 
Bayesian Networks . Their papers apply a Bayesian updating 
approach that is systematic in managing and accounting for most 
forms of model and data errors. The proposed method uses both 

knowledge of first principle modelling and empirical results to 
analyse the system performance within the boundaries defined by 
practical constraints. The focus of their application is to cope with 
sensor failure which does not necessary mean that the system has 
faults. It is mentioned in the paper that “The goal of this paper is 
to develop a systematic solution to improve the observability of 
the system when faced with limited data.” The goal of our 
approach is to detect the real faults in the system with a model 
with strong adaptability. Our approach has good generalisation 
ability. That is, it can be easily applied to different HVAC 
systems without long training time. The adaptability and 
generalibility is not mentioned in their paper.   
Using the presented machine learning approach requiring only 
incumbent sensors’ data, this technique offers several advantages 
over existing techniques. In particular, the amount of 
customization, configuration and expert knowledge required to 
implement such techniques on different HVAC systems is greatly 
reduced. The results obtained by using the methods prove that this 
algorithm has the property of robustness and adaptability. Current 
intention can achieve better fault detection results when the 
building situation and/or environment properties changes, while 
traditional approaches are normally not adaptable to these changes 
automatically. 

2. HVAC SYSTEM DESCRIPTION 

Many HVAC systems use a central plant to provide hot water 
(e.g., with temperature of 32oC) for heating purposes or cold 
water (e.g., with temperature of 6oC) for cooling purposes. Figure 
1 is a schematic diagram of a typical HVAC system with multiple 
zones for cooling purpose.  
The water path is presented by black arrows, which shows that 
cold water with temperature flows from the central plant along the 
pipework and into the cooling coils. The chilled water valves 
(CHWV) are used to control the volume of water flowing through 
the coils. A cooling coil exchanges heat energy between air from 
the mixing box and water from the central plant, with the output 
water flowing back to the central plant with a slightly higher 
temperature.  
The air path is represented by grey arrows. The outside air can be 
drawn in by an outside air fan (OAF) and outside air damper into 
the mixing box. A mix of outside air and return air then flows 
through the air filter and passes over the cooling coil. A supply air 
fan (SAF) then forces the air through an insulated supply duct into 
the zone area as supply air (SA) for the zone. The supply air gains 
part of its heat from the zone to replace the heat that is leaking 
through the walls, roof, etc. The supply air then passes through the 
room and into the return air inlets. Some return air is exhausted 
through an exhaust air damper. The remaining return air passes 
through the re-circulation air damper into the mixing box and 
mixes with the outside air. The outside air dampers and exhaust 
air dampers control the amount of air flow amount from the 
outside air (OA) and return air (RA) streams respectively.  
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Figure 1: Schematic diagram of a typical HVAC system for cooling purpose. 

3. FAULT DETECTION PROCESS 

3.1 Overview of the approach 
By way of overview, Figure 2 provides a flowchart illustrating the 
high-level processes involved in a fault detection process. The 
fault detection process will typically be performed by a computer 
system (agent). In the HVAC system example this agent may be 
(or form part of) the HVAC control system, or may be a 
standalone system which has access to the relevant 
data/information. The instructions may be stored on a memory of 
a computing device, a portable computer readable medium (e.g. a 
disc or a flash drive or suchlike), and/or conveyed to the 
computing system by means of a data signal in a transmission 
channel. Examples of such transmission channels include wired or 
wireless network connections enabled by a communications 
interface and various communications protocols. 
As shown in Figure 2, the data from the components of the multi-
variable system/agent is received. This data may, for example, 
include sensed data from various sensors within the agent and 
feedback data from various components of the agent. Additional 
data from external data sources is also received. Such additional 
data may include data from additional sensors (external agents) 
and/or other sources such as the Internet. 
It will be appreciated that while receiving HVAC data is depicted 
as occurring before receiving other data, the order of these steps 
may be changed, or, in fact, these steps may occur concurrently. 
Further, and depending on the multi-variable system/agent in 
question, it may be the case that only data from the components of 
the agent is necessary to perform fault detection. 
The received data is then processed in accordance with a plurality 
of fault detection techniques. This will be referred to as 
preliminary fault detection processing. Many models are 
generated accordingly. (Each model can be seen as an agent in the 

fault detection system). One specific dynamic machine-learning 
based fault detection technique based respectively on Dynamic 
Bayesian Networks (DBNs) is discussed below. DBN involves 
“learning” regular patterns of normal operation of the multi-
variable system/agent, and then identifying deviations from these 
patterns as faults. Applying machine learning techniques to fault 
detection is advantageous in that they do not rely on fixed rules or 
models to determine a fault. 

Figure 2: The high-level processes involved in a fault detection 
process. 

The fault detection techniques may be techniques intended simply 
to detect abnormal operation of the multi-variable system/agent 
(as opposed to normal operation), techniques designed to detect 
specific faults in the system, or a combination of both. As 
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discussed below, using a fault detection technique to detect 
abnormal operation in general versus using the same technique to 
detect a specific fault depends, in many instances, on how the 
fault detection technique is trained.  As such, and for example, the 
fault detection techniques may include: 
1. multiple instances of the same general type of fault detection 

technique (e.g. DBN based techniques) with each specific 
technique being trained to detect different faults;

2. different types of fault detection techniques (e.g. DBN based 
techniques, Hidden Markov Model based techniques, support 
vector machine based techniques, Kalman filter based 
techniques) trained to detect the same type of faults; 

3. different types of fault detection techniques trained to detect 
different faults; 

4. or a combination thereof. 
The fault detection process may be performed concurrently (on 
multiple processors), or sequentially in any order desired. At next 
step, confidence levels of the outputs of each trained agent 
(model) are calculated. These calculations can be performed using 
data fusion technologies. The faults detected along with their 
corresponding levels of confidence, are fused together to provide 
a combined output (being either the present of a fault or 
otherwise) and a level of confidence associated with that output. 
While the fault detection process has been depicted as a single 
linear process it will be appreciated that the process is continuous, 
in that system and other data may be continuously (or, at least, 
periodically) received and processed.

3.2 Preliminary fault detection 
The data available (and relevant) is processed according to a 
plurality of fault detection techniques. The techniques may be 
adapted to detect generally whether the system appears to be 
operating normally or not, or may be trained for the detection of 
specific faults.  
The plurality of techniques may include multiple instances of the 
same general fault detection technique trained on different 
datasets (i.e. trained to detect different types of faults), different 
types of fault detection techniques trained to detect the same type 
of fault, or different types of techniques trained to detect different 
faults. Employing multiple fault detection techniques and fusing 
the consequent data provides a valuable tool for the evaluation of 
risk and reliability in engineering applications where it is not 
possible to obtain precise measurement from experiments, or 
where knowledge is obtained from expert elicitation.   
One specific fault detection technique based on DBN is 
implemented in the multi-variable systems/agents, and will be 
described in detail below. The DBN technique is based on 
statistical machine learning algorithms and serves to avoid some 
of the limitations of the rule and model based fault detection 
techniques commonly used in detecting faults in multi-variable 
systems/agents.  

3.3 Dynamic Bayesian Network (DBN) fault 
detection process 
A Bayesian network can be thought of as a graphical model that 
encodes probabilistic relationships among variables of interest. 
When used in conjunction with statistical techniques, the 
graphical model of a Bayesian network has several advantages for 
data analysis.  

Because a Bayesian network encodes dependencies among all 
variables, it readily handles situations where some data entries are 
missing. This is a relatively common occurrence in multi-variable 
systems/agents. Additionally, a Bayesian network can be used to 
learn causal relationships between variables, and hence can be 
used to gain an understanding about a problem domain and predict 
the consequences of intervention. Further, because the Bayesian 
network model includes both causal and probabilistic semantics, it 
is a suitable representation for combining prior knowledge (which 
often comes in causal form) and data. Further still, Bayesian 
statistical methods in conjunction with Bayesian networks offer an 
efficient and principled approach for avoiding the over fitting of 
data.  
Each variable in a Bayesian network has a probability distribution 
which describes the probability of the variable having a particular 
value (out of the possible values for the variable). For example, in 
a HVAC system one variable may be the speed of a particular fan, 
and the probability distribution for that fan may be produced by 
statistical measurement. 
The Bayesian network also includes probabilistic links (arcs) 
between variables. These links are conditional probability 
distributions which describe the probability distribution of the 
target variable (i.e. the variable at which the link terminates) when 
the variable from which the link originates has a particular value. 
For example, and as discussed further below, in a HVAC system 
there may be a relationship (and hence a link) between a fan 
power variable and the fan speed variable. The conditional 
probability distribution associated with this link would be  

pFan speed(fan speed value| fan power value). 
A standard Bayesian network cannot represent the direct 
mechanism of temporal dependencies among variables. To cater 
for temporally dependent complex systems (which many multi-
variable systems/agents, including HVAC systems, are) an 
additional dimension of time is added to a standard Bayesian 
network to generate a DBN. A DBN is an extension to a Bayesian 
network that represents a probability model that changes with 
time. For the purposes of fault detection in multi-variable 
systems/agents, DBNs offer a number of further improvements 
over standard Bayesian networks – such as relaxing some of the 
feedback restrictions typical of the standard directed acyclic 
graphs used for Bayesian networks. Accordingly, for modeling 
time-series data the use of directed graphical models, which can 
capture the fact that time flows forward, is advantageous as they 
enable the multi-variable system/agent to be monitored and 
updated as time proceeds, and to use both current and previous 
system behavior to predict future behavior of the system.  
In a DBN, a probabilistic network is used to represent the joint 
probability distribution of a set of random variables. The variables 
of the DBN can be denoted as the states of a DBN because they 
include a temporal dimension. The states satisfy the Markov 
condition that the state of a DBN at time t depends only on its 
immediate past (i.e. its state at time t – 1). As with a standard 
Bayesian network, a DBN uses nodes to represent variables in the 
system and links between the nodes to represent probabilistic 
relationships/dependencies between nodes (variables). In a DBN, 
however, links can be both between nodes in the same time-slice 
(intra-slice links) or between nodes in different time-slices (inter-
slice links). Intra-slice links are condition probabilities between 
variables within the same time-slice. Inter-slice connections 
represent condition probabilities between variables from different 
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time-slices. As such, each state of the dynamic model at a given 
time-slice t may depend both on the state of one or more nodes of 
the model at a previous time-slice (e.g. time t – 1), and the state of 
one or more nodes in the given time-slice t.  
Defining a DBN requires three sets of parameters to be defined: 

• The initial probability P(xo) which is the priori probability 
distribution at the initial state of the process; 

• The state transition probability P(xt|xt-1) which specifies time 
dependency between the states; and 

• The observation probability P(yt|xt) which specifies the 
dependency of observation states regarding to the other 
variables at time-slice t.  

Here x and y are the states of variables within the DBN.  
Accordingly, in order to generate a DBN for a multi-variable 
system/agent the following need to be defined: the set of variables 
in the network; the initial states of each of the variables; the a 
priori probabilities for each variable in the network and their 
conditional probability dependencies (CPDs) (determined based 
on training datasets); and the dependency relationships between 
the variables. Determining the dependency relationships involves 
creating both intra-slice links (each intra-slice link being between 
two variables within the same time-slice), and inter-slice links 
(each inter-slice link being between a variable in a previous time-
slice and a variable in the current time-slice). 
Turning to the specific HVAC system example, Figure 3 shows a 
DBN designed for fault detection in a HVAC system. The DBN 
illustrates two time-slices (time t – 1) and (time t). The nodes 
(variables) of DBN are the various sensors and feedback 
mechanisms in the HVAC system. In this instance nine nodes are 
incorporated in the DBN: Fan Power, Fan Speed Set point, Fan 
Speed, Supply Air Temperature, Hot Water Valve, Chilled Water 
Valve, Supply Air Pressure, Return Air Damper Position, and 
Outside Air Damper Position. Additional variables from the 
data/information relevant to the HVAC system could, of course, 
also be included.  

As can be seen, in each time-slice, solid lines are used to show the 
intra-slice links between nodes. For example, fan speed is related 
to both the fan power and fan speed set point. Broken lines are 
used to show inter-slice links between nodes. For example, at time 
t the fan speed is related to the supply air temperature at time t – 1 
and the supply air pressure at time t – 1 (in addition to being 
related to the fan power at time t and the fan speed at time 
t).These dependency links/relationships are initially designed 
based on the understanding of the HVAC system and the 
experience of the building managers.  
In experiments, all the nodes are continuous and all the CPDs are 
linear-Gaussian. As noted above, the DBN can be defined as 
{P(xo), P(xt|xt-1), P(yt|xt)}. It is a two-slice temporal Bayesian 
network which defines P(xt | xt-1) by means of a directed acyclic 
graph (DAG) as follows: 
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Here �
 stands for each node, and �
 is a node at time-slice t. �


denotes the set of parents of �
 in the network, which can be at 
either time-slice t or t-1. The links joining the nodes in the first 
time-slice of the DBN do not have parameters (i.e. conditional 
probability dependencies) associated with them, but each link 
joining nodes in the second time-slice does have an associated 
CPD.  
In the network, the first-order Markov assumption is satisfied. 
That is, the parents of a node are only in the same time-slice or the 
previous time-slice – i.e. all inter-slice links are from time t -1 to 
time t. The direction of intra-slice links can be arbitrary. Once 
trained, the parameters of the CPDs associated with the variables 
do not change over time (unless the DBN is re-trained). The 
semantics of DBN can be defined by “unrolling” the network to T
time-slices. Hence the resulting joint probability distribution is 
defined by: 

������	 
 ����� �
��
� ����
�����
	�                   (2) 

Figure 3: a DBN representative of a HVAC system. 
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As the structure of the DBN is pre-defined, the parameters that 
need to be trained are the set of conditional probabilities in 
equations (1) and (2) that quantify the nodes of the network. 
These parameters are estimated using the Maximum Likelihood 
(ML) algorithm, as described in [1]. The ML estimator chooses 
values for the conditional probabilities that maximize the 
probability of the training dataset.  
In the present approach, the DBN is trained using 
measurements/data taken from the normal operation of the multi-
variable system/agent (i.e. the system operating without errors or 
faults). The network learns the CPD parameters of the system 
when it runs smoothly. This trained network is then used to make 
inferences from testing datasets (as described below). Depending 
on the testing dataset, a DBN can be trained to generally detect 
abnormal behavior, or can be trained to detect specific faults.  
For fault detection, testing datasets provide observed values of the 
nodes in the network and allow the probability distributions to be 
calculated based on these observed values. The posterior
probabilities can then be calculated to obtain the likelihood value 
of the dataset, which measures how well the testing dataset fits the 
DBN. When a fault occurs, the likelihood value should be lower 
than the value with normal datasets.   
The output of a DBN fault detection process, therefore, is a 
likelihood that provides information as to how well a new 
measurement (e.g. current sensor/data readings) fits to the trained 
model.  

3.4 Fusion of preliminary fault detection data 

In order to use the results of the preliminary fault detection 
processes, the data from the individual fault detection processes 
are aggregated or fused. The purpose of aggregation of 
information is to meaningfully summarize and simplify a corpus 
of data whether the data is coming from a single source or 

multiple sources. Familiar examples of aggregation techniques 
include arithmetic averages, geometric averages, harmonic 
averages, maximum values, and minimum values. Combination 
rules are special types of aggregation methods for data obtained 
from multiple sources, as is the case in a multi-variable 
system/agent.  

4. TESTS OF HVAC FAULT DETECTION 
USING DBN  
In this section, the results of two real-world tests will be 
discussed.  

4.1 HVAC system fault detection using 
Dynamic Bayesian Network – experiment one 

In the first test, a fault was generated by forcing a chilled water 
valve in a HVAC system to remain at 30% open (simulating a 
stuck valve). The DBN in respect of the system being tested was 
trained over a period of eight weeks in which the HVAC system 
was running normally. Consequently, in use the DBN should be 
able to detect abnormal operations relevant to the nodes 
(variables) (as in Figure 3). The fault detection procedure then 
used datasets from the HVAC system for five days after the 
system was trained. The chilled water valve in the HVAC system 
was set at 30% open from 10:00am to 10:45am on day two of the 
testing, and reset to normal operation after 10:45am. 
The results of this test are shown in Figure 4. The x-axis of graph 
shows time and the y-axis is the log likelihood of the combined 
probability over the whole network – i.e. the probability 
distribution over U={X1, X2, …, Xk} where X is the variable 
expressed by the node of the network – (with the lower the 
likelihood, the higher the likelihood that a fault is occurring). As 
can be seen, the lowest points of the log likelihood are recorded 
during late morning on the second day of the test, matching the 
artificial fault introduced into the system.  
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Figure 4: Test results using a DBN fault detection process in experiment one 

4.2 HVAC system fault detection using 
Dynamic Bayesian Network – experiment two 
In the second test, a fault was generated by forcing the output air 
damper to be stuck. The details of the experiment are described as 
follows: 
14.54 – air handling unit (AHU) in cooling mode, high humidity 

day, output air damper initially closed, output air 
damper locked at 50% open. 

14.56 – noticeable rise in chilled water valve position until 14.57. 
 Flattens out at about 35%. 

15.03 – output air damper opened to 100%. 
15.04 – sharp rise in chilled water valve position. Flattens out at 

about 58%. 
15.20 – output air damper reset to auto control (drops to 0% - 

closed).  Chilled water valve position drops back to 
normal levels by 15.22. 

In this experiment, nine sensors were used to build up a DBN, 
which was trained over the same eight weeks of normal system 
operation in the previous experiment. The output air damper 
sensor was not used in the training and testing. The results of this 
test are shown in Figure 5, with the x-axis being time. The green 
line in Figure 5 shows the opening percentage of the chilled water 
valve (as shown on the left y-axis), and blue line shows the log 
likelihood of the combined probability (as shown on the right y-
axis). As can be seen, the testing results show a period marked as 

dots in the afternoon (2:55pm -3:25pm) which match to the fault 
that was set in the experiment. 

5. DISCUSSIONS 
The present paper relates to systems and methods for detecting 
faults in multi-variable systems/agents. The approach is 
particularly suitable for detecting faults in heating, ventilation and 
air-conditioning (HVAC) systems and will be described in 
relation to that exemplary but non-limiting embodiment.  

Many current fault detection techniques for multi-variable 
systems/agents are rule-based. The fault detection system 
integrates and interprets incoming data in accordance with a pre-
determined set of rules, produces a risk profile, and autonomously 
initiates a response to a breach of these rules. Rule-based systems 
are very specifically derived for/tailored to a particular system and 
are very difficult to update, change, or adapt to a different system. 
Additionally, rule-based systems typically fail miserably if 
conditions beyond the boundaries of the knowledge incorporated 
in them are encountered.    

The fault detection approach in this paper is based on statistical 
machine learning technology. This is achieved by learning the 
consistent nature of normal HVAC operation, and then using the 
statistical relationships between groups of measurements to 
identify anomalous deviations from the norm and identify faults in 
all subsystems for which sensor information is available, 
regardless of the specifics of the installation. 

Figure 5: test results using a DBN fault detection process in experiment two 
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The approach uses the Dynamic Bayesian Networks to model the 
dynamical sub-systems (agents) and sequence data in HVAC 
system. These models (agents) are constructed via a learning 
process from some training data of normal running HVAC 
systems. The trained models (agents) can then be used for 
automatic fault detection. Our algorithm can capture the fact that 
time flows forward by using directed graphical models (agents), it 
is adaptive to environment changes and is reliable in HVAC 
systems. The approach has been tested based on real data from 
commercial HVAC systems. We can successfully detect a number 
of typical faults. The experimental results are all very positive.  

Using the adaptive learning approach requiring only incumbent 
sensors’ data, this technique offers several advantages over rule-
based techniques. In particular, the amount of customization, 
configuration and expert knowledge required to implement such 
techniques on different HVAC systems is greatly reduced. The 
results obtained by using the methods prove that this algorithm 
has the property of robustness and adaptability. Current intention 
can achieve better fault detection results when the building 
situation and/or environment properties changes, while traditional 
approaches are normally not adaptable to these changes 
automatically. 
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ABSTRACT
This paper provides an introduction to self-organizing mech-
anisms in the domain of energy systems. We motivate the
use of such mechanisms by outlining the drawbacks of present
control systems and providing some advantageous proper-
ties of self-organizing systems. We address the problem of
a supply and demand matching of a large number of dis-
tributed actors and give a mathematical formalisation of
this optimization problem. Based on that we propose the
algorithm DSS which uses the stigmergy paradigm to form
a distributed search heuristic. Afterwards the DSS-T is in-
troduced, a refinement of the DSS algorithm which incor-
porates mechanisms from the tabu search. To examine the
performance of the algorithms, we implemented a simulation
framework which lead us to the problem of local mutual ex-
clusion with fairness. Therefore we describe this problem
and its origin and then propose the ARP, a protocol which
guarantees local mutual exclusion, fairness and starvation
freedom.

Finally, we give some first insights into the performance
of the DSS and DSS-T algorithms by examining a single
simulation scenario for reference.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Distributed Artificial Intelli-
gence

General Terms
Algorithms

Keywords
self-organization, emergence, distributed heuristics, demand
side management, supply and demand matching

1. INTRODUCTION
The term Demand-Side Management (DSM) [4] appeared

in the last third of the past century. First research focused
on manually controlling large electrical loads (like industrial
plants) in order to compensate stress in the power grid. On
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the one hand, these methods incorporated direct control sig-
nals which allowed immediate control over the loads. On the
other hand, indirect signals (i.e. dynamic pricing) have been
studied. These form incentives for appliance owners to regu-
late their energy use. This was followed by methods to sense
and react to stress situations in the grid automatically. For
an overview of these strategies the reader may refer to [5, 2,
8]. However, these approaches were centrally organized and
not suitable for a large amount of individually controllable
units.

Therefore, strategies of decentralized control have been in-
vestigated. Intelligent appliances which autonomously mon-
itor properties of the power grid (i.e. frequency or voltage)
and independently react to stress situations have been pro-
posed and tested [19, 6, 17]. In these approaches however,
the lack of coordination lead to oscillation effects due to syn-
chronization of appliance reactions. So there is a need for
communication to allow for intelligent coordination. Some
work has been done to address the oscillation problem [9].
Though this – to a certain extent – can be done in a cen-
tralized fashion, a more scalable and elegant way would be
given by a completely decentralized control and coordina-
tion scheme. This requires the appliances being able to au-
tonomously act in a system-stabilizing way.

But how can we design such a distributed artificial intel-
ligence? We investigated this question from a nature-driven
perspective. In nature there are many systems that fulfill
a specific task without central coordination (e.g. the for-
aging of ants). Those systems reveal a number of advan-
tageous properties like adaptivity, self-healing, scalability,
redundancy and more [16]. If we now examine the above
question from a more abstract point of view, we come to the
following conclusion: In a decentralized DSM-enabled sys-
tem, a large number of agents perform autonomous actions
and form a collective behaviour to fulfill a global objective.
Such a system is called self-organizing.

In this paper, we present our ongoing work on self-orga-
nization and emergence in energy systems. We believe that
such nature-inspired algorithms and models can effectively
be applied to the task of stabilizing the electricity grid, i.e.
by providing balancing power to compensate fluctuating en-
ergy resources. The paper is organized as follows: Section
2 describes the concept of self-organizing systems in detail.
In section 3 we present related attempts (own and other)
in this area. Section 4 then formalizes the addressed op-
timization problem of a supply and demand matching and
proposes DSS and DSS-T, first approaches to self-organizing
algorithms for this problem which form distributed search
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heuristics based on the stigmergy paradigm. Afterwards,
in section 5 the simulation framework and the activity re-
striction protocol ARP are introduced before finally some
tentative interpretations of the performance of the proposed
algorithms are given.

2. SELF-ORGANIZATION AND
EMERGENCE

There is no common definition of self-organization. In bi-
ology, a self-organizing process produces a global pattern
purely on a basis of local actions, without knowledge of
the global pattern or system [1]. In the field of multiagent
systems there is a distinction between self-organization and
emergence. In [16] the former is defined as a mechanism or
process which allows a system to (re)organize during runtime
without explicit external instruction. The latter is described
as a phenomenon that becomes visible at the global (macro)
level of the system through interactions of elements at the
local (micro) level. This phenomenon can be a structure, be-
haviour or functionality of the system. Note that emergence
is not an essential property of self-organizing systems. How-
ever, engineering such systems often aims at the emergence
of specific properties, leaving self-organization being a tool
to make emergence possible. In the following, we will use
the term self-organization synonymously for self-organizing
systems that exhibit emergent properties.

Derived from the definitions above, self-organizing sys-
tems consist of at least two distinct activity levels. There is
the macro level, which is an observation of the system from
an external point of view. The individual system elements
may be visible, but their internal processes are unknown.
Observing a school of fish, for example, one can perceive
the overall structure of the system, as well as its behaviour.
That is, it forms a swarm which consists of several fishes.
The swarm moves around, with no identifiable central leader
to coordinate the movement. It is able to evade obstacles
and enemies and may even split up into multiple parts with-
out losing its abilities. These observable characteristics are
the emergent properties of the system. To understand the
origin of those, we must take a view into the system and in-
spect the micro level. That consists of fishes with individual
properties (i.e. position, direction, velocity) and behaviours.
Regarding the fishes as agents, the behaviours are expressed
as rules which modify the agent’s properties. The rules are
local : they consider only the properties of the agent itself,
and those of nearby agents. That is important, because it
implies that no agent is able to perceive the whole system
(and therefore: the macro level). The term ”nearby”, how-
ever, has to be defined specifically for each system. The
behaviour of swarming animals like fishes, birds and gregar-
ious land animals has been studied in [15]. The author has
identified three principal rules that, when simulated in an
artificial system, lead to the formation of swarms:

1. Collision Avoidance: avoid collisions with nearby ob-
jects.

2. Velocity Matching: attempt to match velocity and
movement direction with nearby individuals.

3. Swarm Centering: attempt to stay close to nearby in-
dividuals.

Applying these simple behavioral rules (with descending pri-
ority) to a number of simulated fishes in parallel, they will

Figure 1: Equilibrium condition of the centered in-
dividual in a school of fish. Arrows represent direc-
tion/velocity vectors.

form a swarm with the above characteristics. Note that
none of these rules takes the whole system into account.
But since the action of any indivdual triggers reactions of
other individuals, a global behaviour emerges. So there is a
mechanism of self-organization: every single individual acts
on behalf of its rules, aiming for a local equilibrium (the
fulfillment of a local goal, here rather: of all its rules). In
a school of fish, an individual reaches its equilibrium condi-
tion if all its neighbours are equally far away positioned and
have all the same movement direction and velocity as itself
(see figure 1). In the next timestep however, this condition
will be broken, because due to the third rule the outer fishes
will try to move towards the swarm center, disturbing the
equilibrium of the centered fish.

The example ”school of fish” shows the following: There
are individuals at the micro level of the system, acting upon
simple local rules and each striving after an equilibrium (ful-
fillment of the local goal). If all individuals were in equilib-
rium condition, the system would have organized itself. But
as soon as an external disturbance occurs, the individuals
would try to fulfill their local goals again, effectively reor-
ganizing the system. Since this reorganization occurs with-
out external guidance, it is called self-organization. The
emergent properties of the system are either produced by
the reorganization process itself (as in the school of fish),
or by reaching the equilibrium state. An example for the
latter would be the termite nest-building. Here, the emer-
gent property is the optimal protection of the termite queen.
This is reached by building the nest equally around the spa-
tial position of the queen. If the queen moves its permanent
residence, the worker termites start to rebuild the nest so
that the queen will afterwards again be positioned centrally
in the nest. Upon reaching this goal, the system has reor-
ganized and will again optimally protect the queen. This
example shows an additional aspect: An internal central en-
tity in a self-organizing system is allowed, as long as this
entity only triggers the self-organization process but does
not control the individual actions.

Self-organizing systems can be applied to a number of
tasks, especially optimization problems. For a classification
of self-organization mechanisms and possible applications,
the interested reader may refer to [7, 12].

3. RELATED WORK
In the domain of energy systems, the concept of virtual

market places has intensively been discussed in recent years.
In those systems, electrical loads (consumers) as well as en-
ergy resources (producers) are actors at a virtual market
place. There they offer or demand blocks of electrical power.
The market clearing is reached by adjusting prices and there-
fore matching the offered and demanded amounts. Because
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the actors react differently and autonomously to price ad-
justments, the system is partly self-organized. The emer-
gent property is a supply and demand matching of electrical
power. Two of such systems are described in [10] and [20].
Because of their statical hierarchical design however, market
place systems are also centrally organized.

Another partly self-organized approach has been proposed
in [11]. There, communication is carried out indirectly via
a global black board. A central broker agent publishes the
global optimization goal, while each other participating agent
(producers and consumers) publishes its predicted opera-
tional mode (amount of electrical power demanded/supplied).
These agents will then iteratively modify and publish their
operational modes according to the global goal, published
information from other agents and local degrees of freedom,
until the system converges or is stopped by a special condi-
tion. The modification of local operational modes is carried
out via a genetic algorithm.

In [14], a system based on overlay trees has been pro-
posed. In such a system, the agents organize themselves in
a virtual tree structure and perform an iterative bottom-
up supply and demand matching. For that task, each agent
sends its degrees of freedom (in terms of possible operational
modes) to its parent node in the tree. The parent node then
selects the locally optimal operational modes and sends the
selection back to the children, who have to adhere to the
selected modes. These actions are performed at each level
of the tree, until the root node has been reached. Coupled
with a dynamically built tree structure, this system could
be able to emerge an optimal global solution.

In [18] the concept of holonic virtual power plants has
been studied. The idea is somehow related to the virtual
tree structures. A holon can be composed of a single or more
agents and even other holons. To the outside, the holon acts
like a single agent. Therefore, the terms ”agent” and ”holon”
can be used synonymously here. Additionally, a holon can
be part of several holons at the same time. The structure is
hierarchical, but overlapping and highly dynamic. In con-
junction with distributed scheduling mechanisms, the author
proposed a holonic system which is able to fulfill a global
optimization goal (i.e. building a virtual power plant) in a
self-organizing way.

4. APPROACHING
SELF-ORGANIZATION

Most of the presented work in the previous section in-
corporated some kind of centrality or static organization. In
this paper we propose a completely decentralized, highly dy-
namic and self-organized system of autonomous agents who
work cooperatively on local goals in order to emerge a so-
lution to a global optimization goal. For that objective, we
presume that the monetary outcome of the system will be
distributed equally among the agents. Hence, we are mod-
elling agents which have no interest in competing with each
other. Instead, they try to maximize their profit by cooper-
ation. In the following section, we construct a formal model
of the considered problem.

4.1 Formalisation

4.1.1 The optimization problem
Let g : T → R be a timeseries of amounts of electrical

power. Time is discretized into time slots t ∈ T . The set

of agents can be described by A = {ai | 0 ≤ i < n} with n
being the number of agents. Each agent represents an actor
which has the ability to adapt its mode of operation for each
time slot. These operational modes therefore describe an ei-
ther positive (producer) or negative (consumer) amount of
electrical power. Additionally, they are rated by the agent
with respect to how beneficial it is to choose the specific
mode. For example, a CHP might rate its possible oper-
ational modes with respect to their efficiency. According
to these ratings, the agents cannot be purely altruistic, but
rather benevolent while being constrained by their device
specific properties. So the set of rated operational modes
for an agent ai for a time slot t is defined as

Pi(t) = {(p, r)k | 0 ≤ k < mi} (1)

where p = pi,k(t) is an operational mode, r = r(pi,k(t)) is
the rating for this mode and mi is the number of possible
modes for this agent in the given time slot.

The global goal of the system now is to select an oper-
ational mode for each agent for each time step so that a
given load profile g is approximated as closely as possible.
For the time being, we will neglect any constraints between
operational modes.

A vector s(t) of operational modes (one for each agent)
with associated ratings for a time slot t is called a solution
vector and is defined as

s(t) = (y0, . . . , yn) , yi ∈ Pi(t) (2)

The matrix s(T ) then aggregates s(t) for all t ∈ T and is
called a solution. Now assume a rating function f which
rates a solution vector s(t) of selected operational modes
for a specific time slot, and a second rating function F that
aggregates the ratings given by f over time, effectively rating
the solution s(T ). An example for f could be

f (g(t), s(t)) = rs(t) ·

∣∣∣∣∣∣
 ∑

p∈s(t)

p

− g(t)

∣∣∣∣∣∣ (3)

where

rs(t) =

∑
r∈s(t) r

n
(4)

is the mean of all ratings in s(t). So f computes the absolute
value of the difference between the superimposed operational
modes and the load profile at the given time slot, and mul-
tiplies that with the overall rating. Then an example for F
could be

F (g, s) =
∑
t∈T

f (g(t), s(t)) (5)

so that F provides the sum of the ratings of f over time.
To find an optimal set of operational modes for a given

load profile g, a solution sopt has to be identified that mini-
mizes F :

sopt = argmin
s

(F (g, s)) . (6)

The solution space to this problem is given as

S =×
t∈T
×
i∈A
Pi(t) (7)

yielding

|S| = mn·|T | (8)

if we assume m = mi ∀i ∈ A.
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repeat:

if local environment changes:

for each considered time slot:

adapt own selection

if selection has changed:

publish new selection

Figure 2: DSS – A distributed search algorithm
based on the stigmergy paradigm.

4.1.2 Communication
In a self-organizing system, agents act upon their local

perception. In the present case, we model this perception via
communication between agents. Hence, agents can be con-
nected to other agents, which means they know each other
and can communicate. Agents without a direct connection
cannot communicate with each other. So the communica-
tion subsystem can be expressed as an undirected graph

G = (A, E) (9)

where the set of vertices is the set of agents A and the edges
E are communication links. Now, as suggested in section 2,
we may define the term ”nearby” as a kind of locality : Each
agent ai has a defined limited neighbourhood Ni of other
agents with whom it can communicate. So Ni is defined by

∀ai ∈ A ∀aj ∈ Ni : (ai, aj) ∈ E , Ni ⊆ A, ai 6= aj . (10)

Additionally

(ai, aj) ∈ E ⇒ (aj ∈ Ni ∧ ai ∈ Nj) (11)

guarantees that communication links are bidirectional.
Considering locality, we may introduce the local solution vec-
tor si(t) of an agent ai which reflects the local view of the
agent at the system for a specific time slot t. It is defined as

si(t) = (yi0 , . . . , yil) , yij ∈ Pj(t) , aj ∈ Ni ∪ {ai} (12)

and is the subset of s(t) which is currently visible to ai with
respect to its neighbourhood (including its own selection).
Accordingly, si(T ) is the local solution visible to ai.

4.2 Self-organizating algorithms

4.2.1 A first approach
As a first attempt to a completely distributed and self-

organizing solution for the given problem, we have designed
an algorithm which incorporates the stigmergy paradigm.
In this paradigm, coordination is carried out via monitoring
and modifying the environment rather than direct agree-
ments between agents [12]. For the given case, we let each
agent follow the Distributed Stigmergy Search (DSS) algo-
rithm shown in figure 2. The local environment of an agent
ai here corresponds to the local solution without its own se-
lection: si(T ) \ Pi(T ). So if any of the neighbours changes
any of its selected operational modes, the agent ai will adapt
its own selection to the new circumstances. To accomplish
that, ai selects those own operational modes (one for each
time slot) which yield the best rating for the current local
solution. This corresponds to a local search which yields

sopti = argmin
si

(F (g, si))

repeat:

if local environment changes:

for each considered time slot:

sort op-modes by estimated improvement

find first element s in the sorted list

which is not in the tabu list

select s and add to tabu list

if size of tabu list > l:
remove oldest element from tabu list

if selection has changed:

publish new selection

Figure 3: DSS-T – Including tabu search in DSS.

(cmp. eq. 6), where only the components of si which belong
to ai are modified. If the new selection differs from the
former, the agent then publishes that new selection, thus
triggering activity in its neighbours.

In this mechanism, agents are in equilibrium condition if
they are not able to improve the local solution by selecting
other operational modes. If the whole system is in equilib-
rium condition, each agent has reached a pareto optimum
in its local search space. Unfortunately this doesn’t mean
that the global solution s(T ) is a pareto optimal solution,
too. For example consider a system A consisting of three
agents connected in a row so that a0 ∈ N1, a1 ∈ N2 but
a2 /∈ N0. Let A be in equilibrium condition, so no agent
may choose an operational mode which improves its local
solution. However, as a0 and a2 are not connected, there
might be operational modes which would in fact improve
the global solution of the system while impairing the local
solution. Hence, the attraction of these local pareto optima
of each agent rapidly leads to global equilibium condition
and therefore a termination of the algorithm in a subopti-
mal state.

4.2.2 Including tabu search
Therefore, our work aims at providing a distributed heuris-

tic that is able to generate ”good”solutions in a short amount
of time, providing all advantages of self-organizing systems
but without guaranteeing a specific solution quality. Such
a mechanism should in the long term converge to an opti-
mal solution sopt, while allowing temporary deteriorations
like the famous tabu search algorithm in order to explore
the whole search space. We incorporated the ideas of tabu
search into the algorithm DSS-T by providing each agent
with a local tabu list with a maximum length li (see figure 3).
In this algorithm, for each time slot t an agent first calcu-
lates a list of its possible operational modes, sorted by their
estimated improvement. It then selects the first element of
this list which is not contained in the tabu list. Thus, the
best operational mode which is not currently marked ”tabu”
is selected. Upon selection, the operational mode is added
to the tabu list. As the size of this list is bounded by li and
in each iteration it is truncated to this size, the re-selection
of the currently added operational mode is effectively ex-
cluded from the next li iterations. After performing this
procedure for all considered time slots, the new selection is
published just like in the DSS algorithm, triggering activity
in the neighbourhood of the agent.
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The tabu list mechanism enables the agent to select op-
erational modes which impair its local solution but might
possibly lead to a global optimum. In contrast to the DSS
algorithm, the DSS-T will not rapidly terminate. As every
agent definitely will make a new selection when triggered by
the environment, the system will never reach a global equi-
librium condition (unless we set li ≥ mi, in that case every
operational mode would be chosen exactly once before the
algorithm terminates). This effect introduces the problem
of termination: How can agents decide not to make a new
selection but instead stick to the current one? And what
kind of mechanism can guarantee that all agents make this
choice when the system currently exhibits a near-optimal
global solution? These questions cannot be answered yet,
but will be addressed in our future work.

5. EVALUATION

5.1 Simulation framework
To evaluate the proposed (and prospective) self-organized

algorithms for solving the given optimization problem, a
simulation framework has been implemented. The frame-
work is written in the Python programming language and
is able to simulate an arbitrary number of autonomous soft-
ware agents as defined in section 4.1. Each of these work-
ers is identified by an URI of the form (host:port) and has
the ability to send and receive messages to and from other
agents. The messages are sent as network packages, so that
the whole simulation can be carried out either locally or dis-
tributed. As stated in section 4.1.2, local perception of the
workers is carried out via communication with their neigh-
bours. We make the following assumptions about commu-
nication:

Assumption 1. Identity
All nodes have unique IDs.

Assumption 2. No lost messages
All sent messages will eventually be received.

Assumption 3. Message travelling time
The message travelling time is constant so all messages are
received in the order they have been sent.1

5.2 Activity restriction protocol
In the so far outlined paradigm however, conflict situ-

ations could arise if two neighbouring workers sense each
other and act upon this perception simultaneously, effec-
tively hindering each other’s goal achievement. For example,
let a system A consist of two agents a0, a1 with T = {t0}
and g(t0) = 0. Each agent has the same two equal rated
possible modes of operation so that

P0(t0) = {(−1.0, 1.0)0, (1.0, 1.0)1},
P1(t0) = {(−1.0, 1.0)0, (1.0, 1.0)1}.

Now let an initial solution be

sinit = ((−1.0, 1.0), (−1.0, 1.0))

so that a0 as well as a1 have their first operational mode
selected. The rating for this solution is F (g, sinit) = 2. Now

1This is a quite restrictive assumption which will very likely
become a topic in our future work.

both agents get active simultaneously. According to DSS or
DSS-T, they will now both perform a local search and select
an operational mode which improves the current solution.
In their local view, the second operational mode (1.0, 1.0)1
would reduce the rating to 0. Therefore, both agents choose
their second mode so that afterwards

spost = ((1.0, 1.0), (1.0, 1.0))

which still yields F (g, spost) = 2. This procedure is then re-
versed in the next iteration and the system will begin to os-
cillate: sinit, spost, sinit, spost, . . . while the rating constantly
remains at F (g, s) = 2.

Therefore an activity restriction protocol has been de-
signed which prevents such conflicts. Given a set of in-
terconnected agents expressed as a graph G as defined in
section 4.1.2, the activity restriction protocol prevents the
simultaneous action execution of neighbouring agents. A
related problem is known as mutual exclusion in networks.
However, in the given case we aim at mutual exclusion only
between neighbouring agents. So any number of nodes in the
graph is allowed to be active at the same time, as long as
they are not directly connected. This is similar to the gener-
alized dining philosophers problem. In the following solution
we included fairness so as to when a set of neighbouring
nodes repeatedly and simultaneously request activity, it is
granted rotatory to the involved nodes so that all nodes will
equally often become active in the long term. To accom-
plish that, we have assigned each node ai a state variable
sti ∈ {I, R,A} where I := inactive, R := requesting and
A := active, and an activity value acti ∈ N. All nodes start
with sti = R and acti = 0. A node ai may at any time
change its state from I to R, signaling an activity request.
Upon changing the state from R to A however, the activity
value of the node is incremented by 1. Additionally, this
transition is bounded by the condition

∀aj ∈ Ni : fmutex(i, j) > 0 (13)

where

fmutex(i, j) =


1 if stj = I,

2 if stj = R ∧ fact(i, j) > 0,

0 else,

(14)

and

fact(i, j) =

{
j − i if acti = actj ,

actj − acti else.
(15)

This condition ensures that no neighbouring node is already
active or is requesting with a lower activity value. In case of
equal activity values, the node id is crucial. So the transition
R to A can be expressed as

R
∀aj∈Ni: fmutex(i,j)>0
−−−−−−−−−−−−−−−→

acti=acti+1
A (16)

where the condition is placed above the transition arrow,
and the required action which has to be taken below.

A node may stay arbitrary but finitely long in the active
state so that we assume the following:

Assumption 4. Finiteness
A node in the active state will eventually become inactive.

The possible state transitions are shown altogether in fig-
ure 4.
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I R A
∀aj ∈ Ni : fmutex(i, j) > 0

acti = acti + 1

Figure 4: State transition diagram with condition
action

an-
notation for the activity restriction protocol.

Figure 5: Connection graph of the examined sce-
nario.

The correctness of the activity restriction protocol is shown
in appendix A.

5.3 Simulation results
As this is a report on ongoing work, we will only examine

a simplistic scenario here. We consider just one time slot

T = {t0}

where the global optimization goal is zero:

g(t0) = 0.

There are ten agents (n = 10) with each four random modes
of operation (m = 4) in the range [-1000,1000] so that

pi,k = random(−1000, 1000), 0 ≤ i < n, 0 ≤ k < m.

Furthermore, all mode ratings are equal:

∀pi,k : r(pi,k) = 1.

The connection graph is randomized and is shown in figure 5.
And finally, as we use the DSS-T algorithm, the tabu list
length is

∀ai : li =
mi

2
= 2.

According to eq. 8 there are 1.048.576 possible solutions in
this scenario. We calculated these with a brute force algo-
rithm for reference.

Figure 6 shows the progress of the simulation of the sce-
nario. The y-axis denotes the rating value while the x-axis
displays the iterations of the simulation. An iteration is

Figure 6: Exemplary simulation run.

defined as a selection of an operational mode of any single
agent. So after each of the ten agents has chosen its ini-
tial operational mode, the simulation would have proceeded
at least ten iterations. Note that because the agents start
without a selected operational mode, each agent must make
its initial choice before the solution vector is called valid (see
eq. 2). This point in time tinit, where all agents have chosen
their initial solution, is marked by the vertical bar in the
diagram. In the present case tinit = 14 because some agents
became active more than once before all agents did their
initial choice. The straight horizontal lines indicate ratings
for the best (lower) and worst (upper) reference solutions.
The optimal solution in this case has a rating of zero. In
between, the progress of the algorithm is visible.

It is noticeable that the system oscillates between excel-
lent and average solutions, which is due to the tabu list.
The algorithm seems to be able to generate near-optimal
solutions in a very short amount of time in comparison to
the size of the search space. However, this is based on a
very few experiments done so far and therefore quite specu-
lative. We are presently conducting a more formal analysis
of a large number of simulation runs with varying random
seeds and also different scenarios.

6. CONCLUSIONS
In this paper we have motivated the use of self-organizing

mechanisms in the domain of energy systems. We provided
an introduction to some relevant topics in this area: emer-
gence, disturbance, equilibrium condition, cooperation, lo-
cality. The addressed optimization problem has been formal-
ized in mathematical terms. We proposed the distributed
search algorithms DSS and DSS-T which are based on the
stigmergy mechanism in combination with a local search. A
protocol for local mutual exclusion with fairness in a net-
work of distributed processes has been proposed in order to
avoid oscillations of suboptimal solutions. We proved the
correctness of this protocol. Finally we gave some tentative
interpretations of the performance of the algorithms.

In our future work we will address the formal analysis of
the proposed algorithms. We will examine the reduction of
problem difficulty which is given by distributing the calcula-
tions. Furthermore, we will compare the proposed approach
to the well known Adopt algorithm [13] from the field of
Distributed Constraint Optimization as well as to the Max-

Sum algorithm which has been proposed in [3]. Besides that,
we will develop other self-organizing algorithms for the pre-
sented problem.
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APPENDIX
A. CORRECTNESS OF ARP

A.1 Local mutual exclusion

Theorem 1. The action restriction protocol guarantees
that no two neighbouring nodes are in the active state at the
same time, so that

∀(ai, aj) ∈ E : (sti = A⇒ stj 6= A) ∧ (stj = A⇒ sti 6= A).

Proof. Assume two connected nodes are simultaneously
in the active state, so that

∃(ai, aj) ∈ E : sti = stj = A.

As all nodes initially started in the inactive state, the nodes
ai, aj had each to perform the transitions I → R → A at
least once, both conforming to the condition of R → A.
Then there are two possible cases:

1. The transitions R → A were performed sequentially,
so that after the first transition sti = A 6= stj . Then
because of fmutex(j, i) = 0 the transition R → A of aj

cannot be performed, contradicting our assumption.

2. The transitions R → A of both nodes were performed
simultaneously. This implies sti = stj = R at the time
of the transition. Then according to eq. 14:

fact(i, j) > 0 ∧ fact(j, i) > 0

and because of eq. 15:

(acti = actj ⇒ i > j ∧ j > i)

∨
(acti 6= actj ⇒ acti > actj ∧ actj > acti)

which contradicts our assumption.

Therefore @(ai, aj) ∈ E : sti = stj = A.
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A.2 Progress

Theorem 2. The action restriction protocol is deadlock
free.

Proof. Assume a deadlock where an arbitrary number
of nodes (at least one) are in the requesting state but none
of them is able to perform the R→ A transition, so that

∃R ⊆ A, |R| > 0 : ∀ai ∈ R : sti = R ∧
∀aj ∈ Ni : fmutex(i, j) ≤ 0.

Let ai be a node which has no neighbour with a smaller actj
so that

∃ai ∈ R : ∀aj ∈ Ni : acti ≤ actj .

There are two cases to be considered:

1. ∃aj ∈ Ni : acti = actj , then

fmutex(i, j) > 0 iff i < j

and

fmutex(j, i) > 0 iff j < i.

2. ∀aj ∈ Ni : acti < actj , then

fmutex(i, j) > 0.

Both cases lead to

∃ak, al ∈ {ai, aj} : fmutex(k, l) > 0 , k 6= l

which contradicts the assumption.

A.3 Starvation freedom

Theorem 3. Any node in the requesting state will even-
tually become active.

Proof. Let ai be a node in the requesting state which
cannot become active so that

∃aj ∈ Ni : actj ≤ actj .

Considering the progress property (theorem 2) and the fact
that every node must increase its activity value upon enter-
ing the active state, all neighbouring nodes will eventually
get a higher activity value than ai, enabling ai to become
active.
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ABSTRACT 

During these years, the regulatory framework for the wholesale 
sector of the electricity industry has been replaced by market 
competition in many countries. There are many ongoing debates 
over market design issues such as how to avoid market oligopoly 
problem, how to properly implement a retail electricity market 
and how to increase profits of market players. This thesis focuses 
on the development of a model and the simulation of electricity 
market and studies the impacts of power losses on electricity 
market equilibrium states in order to find an optimal dispatch 
schedule of distributed power supplies to power demand in the 
power delivery networks. To simulate the interaction among 
strategic behaviors of market players, we generalize a multi-agent 
system with the supply function equilibrium (SFE) model and 
take power losses into consideration. We conduct the experiments 
on IEEE 30-bus systems to illustrate the performance of the 
proposed method and present some numerical results that are 
effective in showing various economic impacts of power losses 
including system benefits. 

Categories and Subject Descriptors 
J.7 [Industrial control]: Electricity market, Multi-agent system, 
Optimal power generation dispatch schedule  

General Terms 
Algorithm, Performance, Design, Economics, Experimentation 

Keywords 
Dynamic electricity market, Optimal power generation dispatch, 
Supply function equilibrium, Locational marginal price 

 

1. INTRODUCTION 
In recent years, competitive retail market models in power 
markets have been introduced to replace traditional wholesale 
ones in order to increase social welfare and improve market 
efficiency. By repeated practical experiments, many valuable 
experiences have been gained [1-6]. However, a perfectly 
competitive market does not exist in practice. Many issues such as 
market design flaws, market power and inherent engineering 
features of power systems can contribute to the market 
inefficiency. Electricity market has some characteristics that 
impact the market design. These characteristics include inelastic 
demand, limited transmission capacity and supply-demand 
balance requirement. And these characteristics make the 
electricity market more similar to an oligopoly one where some 
suppliers can control the market clearing price (MCP) via their 
strategic bidding behaviors because purchasers never reduce their 
demand. Therefore, how to improve the bidding strategies of 
suppliers to maximize system profit of has been a widely 
discussed problem. 

Numerous methods such as genetic algorithm [7], Markov 
decision process [8], Lagrangian relaxation [9] are brought up to 
solve the strategic bidding issues. And then, game theoretical 
approaches [10-13] are also addressed and used to characterize the 
strategic behavior of market player. Game theoretical approaches 
include Bertrand, Cournot and supply function equilibrium (SFE) 
models. Among these methods, only SFE model reflect the 
bidding rules in electricity market where SFE requires individual 
supplier to submit its supply function to the market operator. 
Therefore, SFE is the most widely used to investigate the strategic 
bidding problem recently [14-19]. 

The concept of SFE was originally developed by Klemperer and 
Meyer in [14] and then applied by Green and Newbery as a model 
for players’ behavior in a competitive market in England and 
Wales [1]. Furthermore, Green introduced a linear version that 
greatly simplifies the SFE mathematics and applied it to reduce 
the generation cost of the electricity industry in England and 
Wales [4]. These literatures show that SFE model can predict 
prices that match the empirical data reasonably well. And rather 
than simple price-quantity pairs in Cournot and Bertrand models, 
the decision variables in SFE model are the parameters of supply 
function of market players. Furthermore, SFE model can also deal 
with inelastic demand cases. The above merits prompted the 
applications and studies of SFE model. In [16], Rudkevich 
discussed some basic issues about learning through the SFE 
model. Niu et al. [17] modeled the electric firms’ bidding 
behaviors with SFE model, and studied the effects of forward 
contracts on ERCOT market. Then Anderson and Xu discussed 
symmetric duopoly SFE in the case with contracts and price caps 
in [19]. 

Although the SFE model works well in implementing electricity 
market, the result it derived may not be the optimal solution 
because the underlying physical network also has impacts on 
efficiency of supplied power. Power losses of transmission 
network may make energy delivered from the least expensive 
supplier to a different location become more costly. Thus, it is 
important to consider network transmission issues such as 
transmission capacity limit and consume of power while 
delivering on physical network in our electricity market design. 
Locational marginal price (LMP) is defined as the incremental 
cost of supplying per unit power energy to a specific location. It 
considers not only the cost of producing energy, but also the loss 
effect of power transmission. Federal Energy Regulatory 
Commission (FERC) first proposed a notice for a LMP -based 
market pricing approach as a mechanism to build efficient energy 
market [20]. Then LMP has become a part of standard market 
design issue and discussed in many literatures [21-25]. LMP 
modeling affects the power dispatching and market clearing price. 
We show that bidding strategies based on the LMP model is more 
cost-effective than bidding with only generation cost for sellers in 
this thesis. 
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However, market clearing price is not only affected by the 
individual strategic bidding behavior of a market player, but also 
by the interactions among market players in the repeated auctions. 
Therefore, it is necessary to consider each player as an individual 
agent which has its own decision making policy and make them 
communicate with each other. Von der Fehr and Harbord [26] 
described a multi-unit auction model for the electricity market of 
England and Wales. Chen-Ching Liu [6] also developed an agent-
based market model that conducting learning behavior during 
bidding period to improve the bidding strategies of market 
players. 

The remainder of this thesis is composed as follows. Section 2 
introduces the SFE model and LMP computation method. In this 
section, we present a SFE model that incorporates supplier agents 
and the market operator in our inelastic demand system. The 
theory and application of LMP are also included in this section. 
Section 3 provides the algorithm of our system. A multi-agent 
method of dynamic electricity market structure is presented in this 
section. Section 4 is the numerical results and the analysis of these 
results. The multi-agent algorithm described in section 3 is 
implemented by JADE [27], a JAVA-based agent development 
framework. We test the system with different cases and illustrate 
the results in section 4. Section 5 offers conclusions of our work. 

2. MARKET ARCHITECTURE 
2.1 SFE Electricity Market Modeling 
Electricity market is composed of suppliers, load serving entities 
(LSEs) and market operator. Suppliers and LSEs submit their 
offer or demand bids to the market operator. Then market operator 
determines the market clearing price and the dispatch schedule. 
Suppliers decide their offer bids based on their own marginal cost 
function. In this thesis, we do not consider the demand bids of 
LSEs because the load is almost inelastic in the market. 
2.1.1 Supplier Agent 
A Supplier denotes the agent that generates and sells power to the 
electricity market. Although supplier agents may have multiple 
generation plants on the same bus, it can be assumed without 
losing generality that each supplier agent has only one generation 
plant for simplicity. Generally, most of electricity market 
researchers consider the generation cost function of suppliers as a 
quadratic function. Assume S denotes the set of supplier agents in 
electricity market, Pgi is the provided generation output of supplier 
agent i. Then the generation cost function of supplier agent i is 
defined as Equation (1) 

Ci(Pgi) = ai* (Pgi)2+bi* Pgi  (1) 

Where Ci(Pgi) is generation cost of supplier agent i at power 
generation Pgi. Coefficients ai and bi are known as strategic 
variables that supplier agents can adjust the values in order to 
increase their profits. 

The marginal generation cost function MCi(Pgi) of supplier agent i 
is obtained by taking the partial derivative of Ci(Pgi) with respect 
to Pgi: 

MCi(Gi) = ∂Ci(Pgi)
∂Gi

 = 2*ai*Gi+bi* Pgi  (2) 

Each supplier agent calculates its optimal amount of supply offer 
using the marginal generation cost function and then submits to 
the market.  

2.1.2 Market Operator 
Market operator implements the market clearing based on the 
offer bids of suppliers and demand bids from LSEs. Because the 
demand side bidding is not considered, the intention of market 
operator is to minimize the cost of supplying the total required 
demand while satisfying the system constraints such as 
transmission flow constraint and generators’ power generation 
capacity. In SFE approach, the market operator uses the following 
model to complete market clearing: 

Cg=min∑ CiN
i=1 (Pgi) (3) 

s.t. 

Pk = Pgk-Pdk, k=1…NB (4) 

Fmini≤Fi≤Fmaxi, i=1…NL (5) 

Pminj≤Pj≤Pmaxj, j=1…NG (6) 

where 

Cg: Generation cost of system 

Ci(Pgi): Generation cost of generator i 

NB: Number of buses in the system 

NL: Number of transmission lines in the system 

NG: Number of generators in the system 

Pk: Net power injection at bus k 

Pgk: Power offer at bus k 

Pdk: Power demand at bus k 

Fi: Power flow on transmission line i 

Fmini: Lower bound of power flow on transmission line i 

Fmaxi: Upper bound of Power flow on transmission line i 

Pj: Power offer of generator j 

Pminj: Lower power offer bound of generator j 

Pmaxj: Upper power offer bound of generator j 

Equation (4) is subject to the real power balance constraints at 
each bus. The power offer has to be the sum of power demand and 
net power injection. Equation (5) is transmission flow limit for 
each line. And Equation (6) is the generator limit of suppliers.  

In a competitive market, prices of electricity should not be set by 
a single regulator but by the auction behaviors of market players. 
An auction mechanism is a market institution that contains rules 
for allocating resource and setting price based on the bids of 
market players. Market operator does not control the offer and 
price of suppliers. It just adjusts the price that reflects the supply 
offer and demand bid curves to determine the market clearing 
price and corresponding power dispatch schedule. The objective, 
which is represented by Equation (3), of minimizing the cost of 
supplying is actually obtained by auction of market players rather 
than market operator. 

2.2 Locational Marginal Price 
Although the SFE model introduced in Section 2.1 successfully 
minimizes the generation cost to increase the global welfare, it 
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does not consider physical transmission network. If all generators 
are located in one bus or are geographically close, power losses is 
physically reasonable to neglect in calculating the optimal 
dispatch. However, if generators are spread out on the 
transmission network, the power losses must be considered, and 
this will modify the optimal generation dispatch assignments. 

To take a simple example, suppose that all the generators on the 
transmission network are identical. Then, we expect that drawing 
most heavily from the generators closest to the demands will be 
cheaper than drawing identically from all generators considering 
the power losses. 
2.2.1 Power Losses Calculation 
The standard approach for calculating power losses can be 
expressed by the law of overall energy balance for a power 
system: 

Ploss = ∑ Pin
i=1  = ∑ Pgim

i=1  – ∑ Pn
i=1 di (6) 

Where Ploss is the total power losses and the Pi is the bus powers. 
Since the demand is fixed, it can be seen from Equation (6) that 
Ploss depends only on the Pgi. However, we can consider only m-1 
of the Pgi are independent variables and the remaining one Pgj is a 
dependent variable found by solving the power flow equation, 
where bus j is referred to as a slack or swing bus and is usually 
defined as bus 1 in the transmission network. Thus, for a given 
system, the functional dependence of Ploss can be written as: 

Ploss = Ploss(PG) ≜ Ploss(Pg2, Pg3, …., Pgm)    (7) 

It should be noted that Equation (7) is not an explicit formula but 
depends on the solution of implicit equations, the power flow 
equations. 
2.2.2 Penalty Loss Factor 
We extend the optimization problem described by Equation (3) 
and state a new version that involving the power losses as follow: 

Cg=min∑ CiN
i=1 (Pgi) 

s.t. 

∑ Pgim
i=1  − Ploss(Pg2, Pg3, ….., Pgm) − PD = 0 (8) 

Fmini≤Fi≤Fmaxi, i=1…NL 

Pminj≤Pj≤Pmaxj, j=1…NG 

Equation (8) is the power balance constraint involving power 
losses. In order to obtain a formal solution, we use the Lagrange 
multipliers method to define the augmented cost function: 

Cg=∑ CiN
i=1 (Pgi) − γ(∑ Pgim

i=1 −Ploss(Pg2, Pg3, ….., Pgm)−PD)    (9) 

Next find a stationary point of Cg: 
dCg
dγ

 = ∑ Pgim
i=1  − Ploss − PD = 0  (10) 

dCg
dPg1

 = dC1(Pg1)
dPg1

 –  γ = 0   (11) 

dCg
dPgi

 = dCi(Pgi)
dPgi

 –  γ ∗ (1 − ∂Ploss
∂Pgi

) = 0 i=2, ….., m (12) 

The Equation (12) can also express as: 
1

1−∂Ploss
∂Pgi

 * dCi(Pgi)
dPgi

 = γ  i=2, ……, m  (13) 

Next, we define a variable for the calculation of power losses on 
each generator, the penalty loss factor Li for the generator i: 

L1 = 1    (14) 

Li = 1

1−∂Ploss
∂Pgi

  i=2, ……, m (15) 

By Equation (14) and (15), the necessary conditions for the 
optimization problem which given in Equation (11) and (12) may 
be expressed by: 

L1
dC1(Pg1)
dPg1

 = L2
dC2(Pg2)
dPg2

 = …… = Lm
dCm(Pgm)
dPgm

 = γ (16) 

Where dCm(Pgm)
dPgm

 is the marginal generation cost of generator m. 
Therefore, the optimal dispatch with consideration of system 
losses is obtained by operating all generators, not at their 
generation limits, to satisfy Li*MCi(Pgi) = γ 

3. SYSTEM DESIGN 
3.1 Market Structure 
Most of literatures consider the electricity market structure as a 
day-ahead market. The day-ahead market works as follow. During 
the morning of day D, LSEs submit their demand bids and price 
of the day D+1, suppliers submit their supply offers as well. These 
bids are processed using a matching algorithm: the suppliers’ bids 
are ordered by increasing prices; the demand bids are ordered by 
decreasing prices. This matching algorithm results in aggregated 
supply curves and demand curves. The intersection of both curves 
is the market clearing price.  

However, the day-ahead market structure is based on a static 
analysis of market equilibrium. It pays only a little attention to 
market evolution in the situation of repeated bidding behaviors 
and the interactions between market players. And problems may 
occur to the day-ahead market when the transmission network or 
generators breakdown. Therefore, we implement a different 
market structure that can dynamically adjust the equilibrium point 
when generation conditions change. 

In this dynamic market structure, suppliers do not submit their 
supply and price bids in advance and the market operator does not 
determine market clearing price by using the matching algorithm. 
Instead, market operator adjusts the market price based on the 
difference between offers and demands. If offers are more than 
demands, market operator decreases the market price to give the 
suppliers less incentive to offer the electricity; On the other hand, 
if demands are more than offers, market operator increases the 
market price to give the suppliers more incentive to offer. And 
suppliers submit their offer bids to the market operator based on 
their marginal cost function and the market price at that time after 
every adjustment of market price. This repeated bidding and 
adjusting behaviors will eventually force the market to become a 
balanced equilibrium. The equilibrium price is then the market 
clearing price. Since under this dynamic market structure, 
suppliers conceal its own supply function. What market operator 
knows is only the offer bids of suppliers. Therefore, we assume 
that every supplier is honest. They always offer as much 
generation as its supply function decides. 
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3.2 Dynamic LMP Bidding Algorithm 

 
Figure 1. Flowchart of dynamic bidding algorithm 

In this section, we present our algorithm for implementing a 
dynamic LMP bidding algorithm that considers the power losses 
in a multi-agent system. In our system, there are three types of 
agent involved in the implementation: Supplier, LSE and Market 
operator. The following sequence is the algorithm of our system 
as shown in Fig 1: 

1.  Initially, LSEs set up their demand bid data. The suppliers 
determine their marginal generation cost function MCi(Pgi). 
And the market operator creates the framework of the 
electricity transmission network. 

2. LSEs submit their demand bids to market operator, and 
suppliers set their penalty loss factor Li as 1. 

3.   The market operator chooses an initial price p to be the market 
price for the 1st bidding stage and broadcasts p to suppliers, 
then starts the market balancing procedure. 

4.   Suppliers set their marginal cost as the function of penalty loss 
factor and marginal generation cost Fi(Pgi) = Li*MCi(Pgi) and 
bid on market price p, then submit their offer to the market 
operator. 

5. Market operator computes the power losses (Ploss) and the 
penalty loss factor Li of every supplier. Then the market 
operator determines the difference between power offer (PG) 
and power requirement (PD+Ploss). If PG = PD + Ploss , then the 
market is balance and go to step 6; If not, go to step 7. 

6.  The market operator broadcasts the market clearing price and the 
dispatch schedule to market participants. 

7.  The market operator adjusts the market price p based on the 
difference between total power offer and total power 
requirement. If power offer is larger than power requirement, 
decrease the market price; otherwise, increase the market 
price. Then market operator informs every supplier their 
penalty loss factor and the market price p. Go back to step 4. 

Since in our model, the demand is inelastic. LSE agents do not 
involve in the repeated bidding stages. Therefore, LSE agents 
only submit their demand bids to the market operator in the 
beginning of the auction. During the repeated bidding stages, 
suppliers bid on current market price by their marginal cost 
function Fi(Pgi). In Generally speaking, the more electricity 
suppliers offer, the more profits suppliers get as long as Fi(Pgi) is 
smaller than market price. Therefore, suppliers will offer as much 

electricity Pgi as Fi(Pgi) that equals to the market price in every 
bidding stage to maximum their profit. This bidding strategy leads 
to the minimum cost of supplying. 

In the first bidding stage, every supplier sets their loss factor as 1 
since the power losses has not yet available and every supplier has 
not generated power losses. Setting the penalty loss factor as 1 
make suppliers’ marginal cost function Fi(Pgi) equals to MCi(Pgi), 
suppliers beginning the first bidding stage without the 
consideration of power losses. In order to compute the loss factor, 
the knowledge of the global framework such as transmission lines 
conductance and resistance, generation of each suppliers, and 
demands on each bus must be established. Since the market 
operator has all the information we need, suppliers’ loss factor are 
computed by market operator and then broadcasts to each 
supplier. 

The market price adjustment is also executed by the market 
operator based on the difference between offer and requirement 
and the price adjustor factor α. Price adjustor factor is a variable 
that controls the rate of price variation and also the equilibrium 
rate of bidding curve. The market price of bidding stage n is 
computed as follow: 

pn+1=pn-α*(power offer – power requirement) 

The value of α has to be selected carefully since it may lead to a 
divergent bidding if α is too large or slow convergence if it is too 
small. The impacts of α value will be discussed in Section 4.3.2. 

4. SIMULATION RESULTS 

 
Figure 2. IEEE 30-bus system 

We implemented our algorithm in JADE, an agent development 
framework in JAVA to simulate the multi- agent environment in 
the electricity market. And we use MATPOWER [30] to simulate 
the underlay transmission network. MATPOWER is a package of 
MATLAB for solving power flow problems. To combined 
MATPOWER into our JAVA based system, we use a toolbox of 
MATLAB which is called java-builder to make MATPOWER 
into a JAVA package. We then use this JAVA package in our 
system. In order to illustrate results of our algorithm, the IEEE 
six-generator 30-bus system [30] shown in Fig 2 is used for 
testing with CPU Intel 1.73GHz and 2GB main memory running 
under the windows operating system. The number in circle 
indicates the index of a power generator while the number without 
circle indicates the index of a bus. We will analysis the results 
between our system and the purely SFE model bidding strategy in 
section 4.1. And then in section 4.2, we proposed an experiment 
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on observing the effects of our system due to changes of the offer 
or demand conditions during the bidding stages. In section 4.3, we 
will discuss how the initial price and price adjustor factor affect 
the rate of market equilibrium. 

4.1 Tests in Randomly Generated cases 
We examine our system in three cases which demand bids on each 
bus are randomly generated and compare the results with purely 
SFE model. In these cases, the coefficients of marginal generation 
cost functions and generation limits of generators are not 
identical, as listed in Table 1. The marginal generation cost of 
generator i is calculated as MCi(Pgi)=ai* Pgi+bi. 

Table 1. Marginal generation costs and limits of suppliers 

Supplier ai bi Generation limit 

1 0.0222222 20 150 

2 0.01 30 80 

3 0.25 10 50 

4 0.0775795 20 55 

5 0.01 30 30 

6 0.0322581 30 40 

In these cases, the initial price is set to 20, and the price adjustor 
factor α is set to 0.005. The initial price and price adjustor factor 
do not affect the market equilibrium point but only on equilibrium 
rate, we will show that in section 4.3.  

Experiment results are summarizes in Table 2, 3, and 4. The total 
demands are 189.2(MW), 242.5(MW), and 312.5(MW) for cases 
1, 2 and 3 respectively. In all three cases, the demands are almost 
offered by supplier 1 since it has the lowest marginal generation 
cost and also the highest generation upper bound.  

Table 2. Computation result of case 1 

 Purely SFE LMP bidding 
algorithm 

Variation 
ratio(%) 

Pg1 132.1 112.66 -14.7 

Pg2 0 0 0 

Pg3 31.74 37.04 +16.7 

Pg4 37.83 50.71 +34 

Pg5 0 0 0 

Pg6 0 0 0 

PG 201.67 200.41 -0.6 

Losses 12.47 11.21 -10.1 

Cost 4323.8381 4116.2654 -4.8 

In case 1, demand bids on bus 7 and 8 are more than other buses. 
And as the variation ratio of each supplier shows, we have less 
willing to derive generation offer from supplier 1 since its 
geographically farness from bus 7 and 8. Therefore, the 
generation output of supplier 1 is reduced in our system since 
supplier 1 generates more power losses than supplier 3 and 4. In 

this experiment, we reduced 10% of power losses and about 4% of 
generation cost as shown in Table 2.  

The same phenomenon also appears in case 2 because demand 
bids are almost focused on bus 25, 29 and 30 which are far away 
from supplier 1, 2, and 3. Therefore, the variation ratio of supplier 
2 and 3, especially suppler 2, are largely negative. The generation 
output of these two suppliers in our system is a lot less than in 
purely SFE model. Table 3 is the  result of case 2. 

Table 3. Computation result of case 2 

 Purely 
SFE 

LMP bidding 
algorithm 

Variation 
ratio(%) 

Pg1 150 132.53 -11.6 

Pg2 12.21 0 -100 

Pg3 40.48 32.43 -19.8 

Pg4 55 49.27 -10.4 

Pg5 12.21 22.44 +83.8 

Pg6 3.78 20.06 +430.6 

PG 273.69 256.73 -6.2 

Losses 31.19 14.23 -54.4 

Cost 6384.7168 6094.8845 -4.5 

As shown in Table 3, the generation output of supplier 2 is all 
reduced in LMP bidding algorithm. Although suppler 1 also 
generates more power losses than other suppliers, due to its lowest 
generation cost, supplier 1 still offers the most generation in LMP 
bidding algorithm and makes the variation unobvious. And in this 
case, supplier 5 and 6 are nearest to the bus 25, 29 and 30. In 
addition, these two suppliers have a large generation cost and thus 
provide less generation in purely SFE model. These reasons make 
the variation ratio of supplier 5 and 6 a large positive number. In 
particular, supplier 6 offers about 4 times of generation output of 
purely SFE model. In this case, LMP bidding algorithm reduced 
4.5% of the generation cost and half of the power losses. 

Table 6. Computation result of case 3 

 Purely 
SFE 

LMP bidding 
algorithm 

Variation 
ratio(%) 

Pg1 150 150 0 

Pg2 43.28 39.72 -8.2 

Pg3 41.73 43.09 +3.2 

Pg4 55 55 0 

Pg5 30 30 0 

Pg6 13.41 10.87 -18.9 

PG 333.42 329.49 -1.2 

Losses 20.92 16.99 -18.8 

Cost 8317.5556 8201.7683 -1.3 
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The demands in case 3 are a lot more than those in case 1 and case 
2, and the demands are evenly distributed on every bus. Thus, the 
variation ratio of each supplier except supplier 6 is relatively 
small as shown in Table 6. It means that the distribution of power 
offers makes no much different between two models. Therefore, 
the variation ratio of generation cost is only 1.2%, but LMP 
bidding algorithm still reduced 18% of power losses in this case. 

As shown in Table 2, 3 and 4, our system is more efficient in both 
generation output and generation cost than purely SFE model in 
all three cases. In case 1 and 2, the demand bids of system are 
unbalanced. Therefore, purely SFE model generates more excess 
losses in these two cases and highlights the efficiency of LMP 
bidding algorithm. 

4.2 Reactions for the changes in conditions 
The electricity market is composed by suppliers, LSEs, a market 
operator, and the transmission network. Any change in these 
components will cause variation in the whole system and has to be 
fixed immediately to remain stable. In this section, we examine 
the reactions of our system when any generation condition 
changes in terms of the market bidding curve. Market bidding 
curve is a record of the market price at each bidding stage.  

 
Figure 3. Market bidding curves of supply-change test 

First, we assume at 40th bidding stage of case 1, supplier 2 
suddenly decreases its marginal generation cost function from 
MC2(Pg2)=0.01Pg2 +30 to 0.02Pg2+20. And the resulting market 
bidding curve is shown in Fig 3. Before the 40th bidding stage, the 
market bidding curve of the supply-change experiment is identical 
to the market bidding curve of MC2(Pg2)=0.01Pg2+30. After that, 
the market bidding curve of the supply-change experiment begins 
to decline and finally reaches an equilibrium at the same price as 
the bidding curve of MC2(Pg2)=0.02Pg2+20. 

 
Figure 4. Market bidding curves of demand-change test 

Next, we examine the reaction of our system with respect to the 
change in demand distribution. Although the demand is inelastic 
in electricity market in general, the demand bid of each LSE 
might change every 5-minute, half-hour or an hour depending on 
the real market nature. In the Day-ahead market structure, LSEs 
should submit their demand bid for each hour in a day to the 
market operator.  

In our dynamic system, LSEs can change their demand bid at any 
time and market operator starts to adjust the market in order to 
remain balanced when LSEs change their demand bids. Fig 4 
indicates the market bidding curve of the demand-change 
experiment. In this demand-change experiment, the market 
reaches an equilibrium point at 14th stage. After a period of time, 
LSEs changes their demand bids at 30th stage and the market 
operator begins to balance the market immediately. At 43rd stage, 
the market reaches a new equilibrium point. The resulting market 
price is equal to the clearing price in case 1 where the demand 
bids of LSEs at 30th stage is exactly the same as in case 1. 

4.3 Influence of market operator variables 
In our algorithm, the generation offers and demands are controlled 
by suppliers and LSEs. What market operator does is balancing 
the market according to the offer and demand bids. Therefore, the 
market operator cannot affect the equilibrium point of the market. 
Even though, the market operator has the ability to control the 
process of balancing the market to the equilibrium point by two 
controllable variables: initial price and price adjustor factor. In the 
remaining of this section, we discuss the effects of different initial 
prices and price adjustor factors. 
4.3.1 Initial price 
Initial price is the market price that market operator chooses as the 
beginning price of the market balancing procedure. The market 
operator then adjusts the market price at next bidding stage based 
on the market price of current bidding stage until it reaches the 
equilibrium point. 

To examine the effect of the initial price, we use case 1 as 
example. We proposed four experiments in case 1 and set the 
initial price of these four experiments at different constant values: 
0, 10, 20, and 30 respectively. The numbers of bidding stages in 
the four experiments are listed in Table 7. 

Table 7. Results of static initial price tests 

Initial price 0 10 20 30 

Bidding stages 80 70 59 61 

As shown in Table 7, the experiments which initial prices is 0 and 
10 take more time to reach the equilibrium point than those 20 and 
30. And since the clearing price is $25, we can draw a conclusion 
that it takes less time to clearing the market if the initial price is 
closer to clearing price. 
The conclusion then leads to a new question: How does the 
market operator choose an initial price that is close to the clearing 
price? Apparently, using a fixed initial price in every instance is 
not a good answer. It is better if we can adjust the initial price to 
fit in different cases. And we notice that the clearing price at 
equilibrium point is affected by the demand and offer bids. Since 
the demand is inelastic, it is simpler to adjust the initial price 
depends on the demand bids.  
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To dynamically choose an appropriate initial price, we conduct an 
adaptive scheme to market operator. The market operator 
memorizes the clearing price and the demand bids of different 
cases, and uses the clearing price of the closest case as initial price 
every time the balancing procedure starts. But it is inefficient to 
record the whole demand bids condition. Therefore, the market 
operator only memorizes the clearing price and the total demand 
as the training data. We examine the effect of the adaptive scheme 
in case 1 comparison with that at the fixed initial price 20. 
Table 8 shows the resulted bidding stages to reaches the 
equilibrium point for the adaptive scheme in comparison with that 
of fixed initial price scheme. As shown in Table 8, the equilibrium 
rate of adaptive initial price scheme is faster than fixed initial 
price scheme. Since the demand distribution can be different even 
if total demand is the same it will still result in different clearing 
prices, we keep the most recent clearing price as the initial price. 
This total demand adaptive scheme is still more efficient than the 
fixed initial price scheme. 

Table 8. Results of adaptive initial price tests 

Initial price static Adaptive 

Bidding stages 59 53 

4.3.2 Price adjustor factor 
The price adjustor factor α is a variable that controls the rate of 
price variation as we mentioned in section 3.2. It is another factor 
that affects the market price of next bidding stage besides the 
current market price.  

Table 9. Results of static price adjustor tests 

α 0.05 0.01 0.005 0.001 

Bidding stages ∞ 35 58 147 

Again, to examine the influence of the price adjustor factor, we 
propose case 3 as the test system. We investigate the bidding 
process under four different static price adjustor factor conditions: 
0.05, 0.01, 0.005 and 0.001. Table 9 is the results of each 
condition. 
Table 9 shows that the market reaches equilibrium point sooner if 
α is larger, but it may result in infinite bidding circumstance if α is 
too large. Since it is inefficient when α is too small and may be 
endless when α is too large, it is important to find an appropriate α 
for every instance. Although in the above case, the market bidding 
curve which α=0.01 seems to be efficient, it may also result in a 
divergent bidding curve in other cases. Thus, we may improve the 
efficiency of the system if we can adjust the value of α according 
to the bidding circumstance. 
By observing the previous market bidding curves, we notice that 
in a convergent market bidding curve, the market price of next 
bidding stage is usually closer to clearing price than previous 
bidding stage, and the amplitude of the curve will become smaller 
as the balancing procedure progress. Therefore, it may be better to 
decrease α gradually until reaching the equilibrium point. 
We examine the α-decreasing mechanism in two different 
methods: the periodically α-decreasing method and the 
dynamically α-decreasing method. In periodically α-decreasing 
method, the value of α is decreased each fixed number of stages. 

For example, we halfway down the value of α each 5 stage and 
each 10 stage for testing.  
As we mentioned before, the amplitude will become smaller as 
the balancing procedure progress in a convergent curve. Thus, if 
the amplitude of the market bidding curve does not become 
smaller, we have to deduce the rate of price variation. The price 
variation rate is affected by the price adjustor factor α and the 
difference between power offer and power requirement. Since the 
market operator can only control the value of α, the value of α is 
decreased if the power offer-requirement difference does not 
become smaller in the dynamically α-decreasing method. 
The results of two periodically α-decreasing testing and 
dynamically α-decreasing testing are listed in Table 10 with the 
result of static experiment as comparison.  

Table 10. Results of α-decreasing tests 
α Bidding stages 

Static 0.01 35 

Periodically 5 138 

Periodically 10 25 

Dynamically 23 

Table 8 shows that if we decrease α every 5-stage, the equilibrium 
rate is slowest since α decrease to 0.001 at the early stage. In the 
other hand, if we decrease α every 10-stage, the resulting 
equilibrium rate is faster than fix α in 0.01. And the equilibrium 
rate of adjusting α depending on the difference of power offer and 
power requirement is the fastest. 

5. DISCUSSION AND CONCLUSION 
Above simulation is running on a personal computer with CPU 
Intel 1.73GHz and 2GB main memory under the windows 
operating system. Since even under identical system complexity, 
the number of bidding stages is still different if demand bids are 
different, we measure the system efficiency by the process time 
per bidding stage instead of total process time. Averagely, it takes 
2.76 (Sec.) to per bidding stage. In this process period, bidding 
procedure takes 0.12 (Sec.), power losses and loss factor 
calculation takes 0.1(Sec.), remaining 2.54(Sec.) are all wasting 
on communication between JAVA and MATLAB platforms. 
Therefore, if we can find another way to efficiently combine these 
two platforms together, the process efficiency will be greatly 
increased. 
In this thesis, we have presented a multi-agent system to simulate 
the bidding behaviors and the interactions of participants in a 
retailed electricity market. The locational marinal pricing model 
we used to determine the optimal dispatch schedule of the 
generation output of suppliers in the market makes the system 
more cost-effective and power-effective. The numerical results 
support the analytical conclusion very well. Moreover, since we 
adapt the dynamic market structure, our system can handle 
changing conditions of the market in real time. 
We have studied the influence of initial price and price adjustor 
factor α in our system bidding process. We proposed several 
experiments to show how to choose and adjust the value of initial 
price and price adjustor factor. The rate to reaches the equilibrium 
point will be fastest if we using the adaptive initial price and the 
dynamical adjust of a α-decreasing mechanism. 
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To make our system more powerful and efficient, the negotiation 
mechanism would be an interesting issue in future work. If we 
allow suppliers and LSEs negotiate directly with each other about 
the power distribution, it may speed up the equilibrium rate of the 
market but it needs to also enhance the complicated bidding 
strategies of market players. 

REFERENCE 
[1] Green R. and Newbery D. M. (1992): ‘Competition in the 

British Electricity Spot Market’, Journal of Political 
Economy, 100, 929–953. 

[2] Green R. (1999) ‘The Electricity Contract Market in England 
and Wales’, J. Ind. Econ., vol. 47, no. 1, pp. 107–123. 

[3] Borenstein S. and Bushnell J. (1999): ‘An Empirical 
Analysis of the Potential for Market Power in California’s 
Electricity Industry’, The Journal of Industrial Economics 
473, 285–323. 

[4] Green R. (1996): ‘Increasing Competition in the British 
Electricity Spot Market’, J. Ind. Econom., vol. 44, no. 2, pp. 
201–216. 

[5] Bushnell J.B. and Wolack F.A. (2000): ‘Regulation and the 
Leverage of Local Market Power in the California Electricity 
Market’, Competition Policy Center. Paper 00-013. 

[6] Liu C.C., Bose A. and Cardell J. (2008): ‘Agent Modeling 
for Integrated Power System, Power and Fuel Market 
Simulation’, PSERC Project M-13 Status Report. 

[7] Richter C.W. Jr., Sheblé G.B. and Ashlock D. (1999): 
‘Comprehensive Bidding Strategies with Genetic 
Programming/Finite State Automata’, IEEE Trans. Power 
Syst., 14, pp. 1207–1212. 

[8] Song H., Liu C.C., Lawarrée J. and Dahlgren R.W. (2000): 
‘Optimal Electricity Supply Bidding by Markov Decision 
Process’, IEEE Trans. Power Syst., 15, pp. 618–624. 

[9] Zhang D., Wang Y., and Luh P.B.(2000): ‘Optimization 
Based Bidding Strategies in the Deregulated Market’, IEEE 
Trans. Power Syst., 15, pp. 981–986. 

[10] Ferrero R.W., Rivera J.F., and Shahidehpour S.M. (1998): 
‘Application of Games with Incomplete Information for 
Pricing Electricity in Deregulated Power Pools’, IEEE Trans. 
Power Syst., 13, pp. 184–189. 

[11] Park J.B., Kim B. H., Jung M.H. and Park J.K. (2001): ‘A 
Continuous Strategy Game for Power Transactions Analysis 
in Competitive Electricity Markets’, IEEE Trans. Power 
Syst., 16, pp. 847–855. 

[12] Song H., Liu C.C., and Lawarrée J. (2002): ‘Nash 
Equilibrium Bidding Strategies in a Bilateral Electricity 
Market’, IEEE Trans. Power Syst., 17, pp. 73–79. 

[13] Bai X., Shahidehpour S. M., Ramesh V. C. and YU E. 
(1997): ‘Transmission Analysis by Nash Game Method’, 
IEEE Trans. Power Syst., 12, 1046–1052. 

[14] Klemperer P.D. and Meyer M.A. (1989): ‘Supply Function 
Equilibria in Oligopoly under Uncertainty’, Econometrica, 
vol. 57, pp. 1243–1277, 1989. 

 
[15] Baldick R, Grant R., and Kahn E.(2000): ‘Linear Supply 

Function Equilibrium: Generalizations, Application, and 
Limitation’, POWER Working paper. 

[16] Rudkevich A. (2003): ‘Supply Function Equilibrium: Theory 
and Applications’, Proceedings of the 36th Hawaii 
International Conference on Systems Science. 

[17] Niu H., Baldick R. and Zhu G.(1859-1867): ‘Supply 
Function Equilibrium Bidding Strategies with Fixed Forward 
Contracts’, IEEE Trans. on Power Systems, vol. 20, no. 4, 
pp. 

[18] Baldick R., Grant R., and Kahn E.(2004): ‘Theory and 
Application of Linear Supply Function Equilibrium in 
Electricity Markets’, Journal of Regulatory Economics, 
25(2):143-167. 

[19] Anderson E.J. and Xu H.(2005): ‘Supply Function 
Equilibrium in Electricity Spot Markets with Contracts and 
Price Caps’, Journal of Optimization Theory and 
Applications, 124, (2), 257-283. 

[20] FERC(2003), Notice of White Paper, U.S. Federal Energy 
Regulatory Commission. 

[21] Li H., Sun J., and Tesfatsion L.(2009): ‘Separation and 
Volatility of Locational Marginal Prices in Restructured 
Wholesale Power Markets’, ISU Economics Working Paper 
#09009. 

[22] Litvinov E., Zheng T., Rosenwald G., and Shamsollahi 
P.(2004): ‘Marginal Loss Modeling in LMP Calculation’, 
IEEE Trans. on Power Systems, vol. 19, no. 2, pp. 880-888. 

[23] Fu Y. and Li Z.(2006): ‘Different Models and Properties on 
LMP Calculations’, Power Engineering Society General 
Meeting, 2006. IEEE.  

[24] Cardell J. B.(2007): ‘Marginal Loss Pricing for Hours with 
Transmission Congestion’, IEEE Transactions on Power 
Systems, Vol. 22, No. 4 

[25] Conejo A.J., Castillo E., Minguez R. and Milano F.(2005): 
‘Locational Marginal Price Sensitivities’, IEEE Transactions 
on Power Systems, vol. 20, no. 4, pp. 2026–2033. 

[26] von der Fehr N. H. M. and Harbord D.(1993): ‘Spot Market 
Competition in the UK Electricity Industry.’, The Economic 
Journal, 103, 531-546. 

[27] Java Agent Development Framework (JADE). Available at: 
http://jade.cselt.it/. 

[28] Bellifemine F., Caire G., and Greenwood D.(2007): 
‘Developing Multi-agent Systems with JADE’, John Wiley 
& Sons. 

[29] Yao J., Adler I., and Oren S.(2008): ‘Modeling and 
Computing Two-settlement Oligopolistic Equilibrium in a 
Congested Electricity Network’, Operations Research, vol. 
56, pp. 34-47, 2008. 

[30] Zimmerman R.D., Murillo-Sánchez C.E., and Gan D. 
‘MATPOWER:A MATLAB Power System Simulation 
Package’, CornellUniversity. Ithaca, NY. [Online]. 
Available: http://www.pserc.cornell.edu/matpower. 

 

46

http://www.pserc.cornell.edu/matpower�


Towards Optimal Planning for Distributed Coordination
Under Uncertainty in Energy Domains

Jun-young Kwak, Pradeep Varakantham∗, Milind Tambe, Laura Klein, Farrokh
Jazizadeh, Geoffrey Kavulya, Burcin B. Gerber, David J. Gerber

University of Southern California, Los Angeles, CA, 90089
∗Singapore Management University, Singapore, 178902

{junyounk,tambe,lauraakl,jazizade,kavulya,becerik,dgerber}@usc.edu,
∗pradeepv@smu.edu.sg

ABSTRACT
Recent years have seen a rise of interest in the deployment of mul-
tiagent systems in energy domains that inherently have uncertain
and dynamic environments with limited resources. In such do-
mains, the key challenge is to minimize the energy consumption
while satisfying the comfort level of occupants in the buildings un-
der uncertainty (regarding agent negotiation actions). As human
agents begin to interact with complex building systems as a col-
laborative team, it becomes crucial that the resulting multiagent
teams reason about coordination under such uncertainty to optimize
multiple metrics, which have not been systematically considered in
previous literature. This paper presents a novel multiagent system
based on distributed coordination reasoning under uncertainty for
sustainability called SAVES. There are three key ideas in SAVES:
(i) it explicitly considers uncertainty while reasoning about coordi-
nation in a distributed manner relying on MDPs; (ii) human behav-
iors and their occupancy preferences are incorporated into planning
and modeled as part of the system; and (iii) the influence of various
control strategies for multiagent teams is evaluated on an existing
university building as the practical research testbed with actual en-
ergy consumption data. We empirically show the preliminary re-
sults that our intelligent control strategies substantially reduce the
overall energy consumption in the actual simulation testbed com-
pared to the existing control means while achieving comparable
average satisfaction level of occupants.

Categories and Subject Descriptors
I.2.11 [ARTIFICIAL INTELLIGENCE]: Distributed Artificial
Intelligence

General Terms
Algorithms, Human Factors

Keywords
Sustainability, Multi-Objective Optimization, Energy, Satisfaction,
Multiagent Systems

1. INTRODUCTION
Over the decades, energy issues have been getting more impor-

tant. In the U.S., about 40% of energy consumption is from build-
ings (shown in Figure 1), of which 25% is associated with heating
and cooling [21] at an annual cost of $40 billion [21]. Furthermore,
on an annual basis, buildings in the United States consume 73%
of its electricity. Recent developments in multiagent systems are
opening up the possibility of deploying multiagent teams to achieve

Figure 1: Distribution of US energy use in 2006, grouped by end-use
sector (transportation, buildings, industry). Annual consumption for
2007 was 101.6 quads (1015 BTU)

complex goals in such energy domains that inherently have uncer-
tain and dynamic environments with limited resources.

This paper focuses on a novel planning method for distributed
coordination under uncertainty (regarding agent negotiation ac-
tions) to optimize multiple competitive objectives: i) amount of
energy used in the buildings; ii) occupant’s comfort level; and iii)
practical usage considerations. There have been some trials to bal-
ance energy consumption and enhancement of building services
and comfort levels [15, 19, 23, 25] and to monitor and collect en-
ergy consumption data [15, 16] in energy domains. Other works
have explicitly focused on design optimization and use of multia-
gent systems [13, 17, 20] in different domains. In addition, some
multiagent systems [5, 6, 8, 9, 10, 11, 22] and the underlying the-
ory for their decision supports [12] have been employed to model
home automation systems. Unfortunately, past work in the energy
domain has three key weaknesses. First, they do not consider un-
certainty while reasoning about coordination and mostly rely on
deterministic plans. Second, they limitedly incorporate intelligence
of occupancy or occupancy preferences into the system and thus oc-
cupants are not explicitly modeled as agents in the system. Third,
their works are mostly evaluated in their own simulation environ-
ments, which are not constructed on the actual energy data and oc-
cupants’ responses in the buildings. Thus, their assumptions may
not be realized in real-world problems.

This paper presents a novel multiagent system based on dis-
tributed coordination reasoning under uncertainty for sustainabil-
ity called SAVES (Sustainable multi-Agent systems for optimiz-
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Figure 2: Testbed - Educational Building at USC

ing Variable objectives including Energy and Satisfaction). SAVES
provides three key contributions to overcome limitations in past
work. First, we explicitly consider uncertainty while reasoning
about coordination in a distributed manner. In particular, we rely
on MDPs (Markov Decision Problems) to model agent interactions,
specifically focusing on rescheduling meetings, which will be ex-
tended to decentralized MDPs. Second, human behaviors and their
occupancy preferences are incorporated into planning and modeled
as part of the system. As a result, SAVES is capable of generat-
ing an optimal plan not only for building usage but also for occu-
pants. Third, the influence of various control strategies for multi-
agent teams is evaluated on an existing university building as the
practical research testbed with actual energy consumption data in
the simulation. Since the simulation environment is based on actual
data, this result can be easily deployed into the real-world. Prelim-
inary results show that our intelligent control strategies substan-
tially reduce the overall energy consumption in the actual simula-
tion testbed compared to the existing control means while achiev-
ing comparable average satisfaction level of occupants.

2. MOTIVATING DOMAINS
This work is motivated by energy domains where multiagent co-

ordination can be the key issue. To pin down the domain problem,
we consider an actual educational building (shown in Figure 2) as a
representative test case to measure and collect the energy consump-
tion and responses of occupants because it is a multi-functional
building of sufficient size and activity for research.1 Furthermore,
the building is representative in that it has been designed with a
building management system, and it provides a good environment
to test various control strategies to mitigate energy consumption.
The research can be easily generalized to other building types,
where we can observe many different types of energy-use aware-
ness based on the behavioral patterns of occupants in the buildings.

Our research testbed is focused on testing different operation op-
timization strategies based on the scope of occupant behaviors and
schedules. The simulation component will include the building, its
human occupants, and its facility management. It will then interact
with the occupants and management via proxy agents [24] to ad-
vise them on how to reduce energy use while measuring occupant
comfort level. More specifically, human occupants are divided into
two main categories — permanent and temporary building occu-

1The size and other parameters of the building are given in the
evaluation section.

pants. Permanent building occupants include office resident such
as faculty, staff, and researchers and laboratory residents like re-
searchers in web labs, structural labs, etc. Temporary building oc-
cupants have scheduled occupants who include students or faculties
attending classes or meetings and unscheduled occupants who are
students or faculty using common lounge or dining space. In this
domain, proposed human energy behaviors are entering/leaving a
room, turning on/off light sources, turning on/off computers and
other electronics, adjusting thermostat (heating or cooling), adjust-
ing window shading, opening an operable door or window, adjust-
ing personal clothing, and adjusting activity level. Building com-
ponents and equipments that are another type of agent in the build-
ings include HVAC systems, which are composed of air handler
units, VAV boxes, temperature sensors, and thermostats, lighting
systems, office electronic devices such as computer and AV equip-
ments, and laboratory equipments. Measurement of energy con-
sumption for each equipment action may be estimated from design
specifications. In our work, we choose and implement a subset of
agents and their energy-related behaviors listed above.

3. RELATED WORK
With rising energy costs, the need to design and integrate scal-

able energy consumption reduction strategies in buildings calls
for novel approaches. There are numerous challenges associated
with energy resources such as supply and depletion of energy re-
sources and heavy environmental impacts [19] (ozone layer deple-
tion, global warming, climate change, etc.). The rise in energy
consumption in buildings can be attributed to several factors such
as enhancement of building services and comfort levels [15, 19, 23,
25], through heating, cooling and lighting needs and increased time
spent indoors [19].

To model and optimize buildings’ energy consumption, building
owners and facility managers are demanding robust, intelligent and
adaptable performance monitoring techniques. These techniques
are important in energy consumption data collection [15, 16] and
ambient environmental conditions control [15]. Existing heating,
cooling, ventilation, and lighting systems generally operate with
no intelligence of occupancy or occupancy preferences and there-
fore are unable to optimize operations. Even more, no feedback is
available to occupants about how their actions and schedules im-
pact building energy consumption. To realize both tangible bene-
fits such as energy and operation savings, value property, reduction
in occupant complaints as well as the intangible benefits such as
occupant comfort and satisfaction, designers must develop energy
adaptive capabilities within the building environmental control sys-
tems.

Abras et al. [5], Conte et al. [9] and Roy et al. [22] have em-
ployed multiagent systems to model home automation systems (or
smart homes) and simulating control algorithms to evaluate per-
formance. While there is relevance in terms of the problem do-
main and employing multiagent systems, our representation and
approaches are different in having to account for human prefer-
ences and decisions directly.

Research by Fahrioglu et al. [14], Mohsenian-Rad et al. [18] and
Caron et al. [7] provide incentive compatible mechanisms for dis-
tribution of energy among interested parties. This thread of re-
search is complementary, especially in designing incentives for hu-
mans to reveal their true energy preferences. However, these ap-
proaches assume a centralized controller with whom all the mem-
bers interact, which is not present in our domain. Instead, there are
peer-to-peer negotiations between humans regarding their energy
consumption and comfort level.
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Figure 3: Overall System Design

4. DESIGN DECISIONS
The SAVES system consists of a simulation module, an in-

put/output module to communicate with agents, and an underlying
reasoning and planning module. Figure 3 shows a generic loop of
the system. In particular, the input/output module first collects data
and constructs the world model. Given the world model, the rea-
soning and planning module generates policies to achieve the given
objectives in the context of coordination. With these world model
and generated policies, the simulation module models agents’ phys-
ical and behavioral interactions in the system and realize the coor-
dination in the actual world via the input/output module. We now
describe the modules as well as the particular instantiations of these
modules in the energy domain.

The simulation module provides a 2D, OpenGL environment
based on the open-source project OpenSteer [2] as shown in Fig-
ure 4(a) & 4(b). The simulation module consists of two different
types of agents as described below, modeling their physical and
behavioral interactions. It can be used for efficient statistical anal-
ysis of different control strategies in buildings before deploying the
system to an actual physical world.

The input/output module makes a connection among different
modules in the system by collecting actual data in the domain,
transferring data to the reasoning module, sending output results
to either the simulation or deployed module in the world to repre-
sent outputs, and providing means to communicate with agents via
proxy and handheld devices.

The coordination and planning module generates optimal poli-
cies to achieve the given team missions considering multiagent in-
teractions in the context of coordination in the mutiagent setup.

Here we describe the design issues regarding agents, first intro-
ducing building component agents and human agents, then detail-
ing the method to calculate the properties of agents, and finally dis-
cussing different control strategies considering agent interactions.

4.1 Building Component Agents
We consider three building component agent categories: a HVAC

(Heating, Ventilating, and Air Conditioning) agent, a lighting
agent, and an appliance agent. The HVAC agent (Figure 5(a)) is
modeled based on the principles of thermodynamics, fluid mechan-
ics, and heat transfer. We assume that this agent mainly controls the
temperature of the assigned zone. The lighting agent (Figure 5(b))

(a)

(b)

Figure 4: Screen capture

controls the lighting level of the room. For the appliance agent, we
only include the computer device including the desktop and laptop
computers in this work. These agents have two possible actions:
“on” 2 and “standby”. When the lighting or appliance agents are
“on”, they consume some fixed amount of energy. We measure
the average amount of energy used by these agents, which will be
detailed in Section 6.

Since the energy consumption of HVAC agents relies on a set
of parameters including the temperature change in the space, air
flow, and number of people, and etc., the average value cannot be
simply measured. Instead, we describe how to compute the energy
use by HVAC agents below.

2Note that the “on” action can be divided into several actions with
different output levels, e.g., “on” with 30%, 60%, and 100% power.

(a) HVAC Agent (b) Lighting Agent

Figure 5: Agents
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Calculating Total Energy Consumption: Since the building is
composed of a large number of HVACs and they are the main con-
sumers of the energy, it is important to choose the right set of
parameters and reasonable values for them. In particular, the en-
ergy consumption of HVAC agents is calculated as following [1, 4]
mainly based on changes in air temperature and airflow speeds:

Q =
1.1× CFM ×∆T

3412.3
,

∆T = log(
CFM

C
),

where Q is the amount of energy used (kWh), CFM is an air volume
flow rate (ft3/min), which is typically ranged between 500–1500
(ft3/min), ∆T is the temperature change in a zone (◦F), and C is a
scale factor.

4.2 Human Agents
There are four different types of human agents such as a faculty,

staff, graduate student, and undergraduate student. Each agent has
access to a subset of the six available behaviors according to their
types — wander, attend the class, go to the meeting, teach, study,
and perform research, any one of which may be active at a given
time, where the behavior is selected via the given class and meeting
schedules.

During execution of these behaviors, individual travelers may
move at integer speeds from 0 to 3. Each agent also has spe-
cific levels of emotions and information about the environment.
Specifically, every agent has a property about the satisfaction level
based on the current environmental condition and knows his or her
current location without any noise. A more extended discussion of
the satisfaction property will take place below.

Calculating Satisfaction Level: The satisfaction level (SL) of an
individual human agent is modeled as a percentage value between
0 and 100 (0 is fully unsatisfied, 100 is fully satisfied). SL of the
individual occupant is calculated as following:

SL = 100.0− PPD,

PPD = 100.0− 95.0 · exp−(0.03353·PMV 4+0.2179·PMV 2),

where SL is the satisfaction level (%), PPD is the Predicted Per-
cent Dissatisfied (%), PMV is the Predicted Mean Vote. The PMV
index is calculated from an equation of thermal balance for the hu-
man body in ASHRAE Standard [3], involving the parameter val-
ues shown in Table 1.

The PMV model uses heat balance principles to relate the seven
key factors for thermal comfort listed in Table 1 to the average re-
sponse of people on the above scale. The PPD index is calculated
using the PMV as defined in [3]. It is based on the assumption that
people respond about their comfort level with a number between -3
and +3 (-3 is cold, +3 is hot and 0 is neutral) on the thermal sensa-
tion scale and that the simplification that PPD is symmetric around
a neutral PMV.

5. CONTROL STRATEGIES
In a given scenario, all agents within the simulation will use the

same strategy. Possible strategies include: i) manual control strat-
egy, ii) reactive control strategy, iii) proactive control strategy, and
iv) proactive control strategy based on multiagent coordination.

5.1 Manual Control

Table 1: Parameters for the Satisfaction Level
Parameter Value Range
Clothing 0.5 – 1.0 (light to heavy clothing)

Metabolic Rate 1.0 – 2.0 (low to high activity)
External Work 0

Air Temperature 20 – 28 (◦C)
Radiant Temperature 20 – 28 (◦C)

Air Velocity 0 – 0.2 m/s
Relative Humidity 30 – 60 %

The manual control strategy simulates the current building con-
trol strategy maintained by USC facility managers. Specifically,
we assume that HVAC agents are not controlled by human agents
and that appropriate temperature points are centrally set/given by
facility managers. For HVAC agents, the CFM values are fixed
throughout the simulation. In this control setting, HVAC agents al-
ways try to reach the pre-set temperature using the fixed CFM value
regardless of the presence of human agents in the specific space and
their preferences in terms of temperature. Lighting agents are con-
trolled by only human agents. Control actions (i.e., turning on/off
the light) of human agents are either deterministic or stochastic ac-
cording to the type of action. In particular, when human agents
enter the space, they always turn on the light. When they leave the
space, they stochastically turn off the light. For appliance agents,
we simply assume that they are always on.

5.2 Reactive Control
Since the manual control strategy simply follows the pre-defined

policy provided by the facility managers, it is fairly easy to come
up with action plans of building component agents. However, it
does not adapt the given policies based on actual schedules or pref-
erences of occupants in the building, and thus the building com-
ponent agents are limited to adapt their control policies appropri-
ately according to the dynamic changes. Particularly, HVAC agents
keep operating to reach the desired point, even though the space is
empty, which ends-up wasting energy. At the same time, since they
do not consider occupants’ preferences in the space and instead pri-
oritize the pre-determined points, the average satisfaction level of
occupants can decrease.

Here we discuss about another control strategy that building
component agents reactively respond to the behaviors of human
agents. In this setting, we assume that HVAC agents are not con-
trolled by human agents and that appropriate temperature points are
measured based on the average preference of human agents in the
specific space. HVAC agents automatically turn on and off accord-
ing to the presence of people and temperature set points, and the
CFM values are adjusted based on the desired temperature point.
In the reactive control strategy, the lighting and appliance agents
are now automatically controlled. In particular, they are turned on
and off according to the presence of people. For instance, when
people enter the specific room, the lighting and appliance agents
are automatically turned on, and when people leave the room, they
are turned off.

While human agents follow their given schedules, with the re-
active setting, the building component agents can act more intel-
ligently than the manual policy as they operate based on human
agents’ actual needs. As a result, we can reduce the cases where
the energy is wasted for unnecessary spaces, which will contribute
to the reduction of the overall energy consumption.

5.3 Proactive Control
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Figure 6: Simplified MDP model — d: disagree, a: agree

Although the reactive control strategy can adapt their policies
based on actual needs of occupants in the building, this approach is
still limited in a sense of optimality. In practice, there is a delayed
effect in changing temperature. In other words, HVAC agents can
only change a certain amount of degree in temperature per hour.
This property exposes the weakness of the reactive control strat-
egy. Although HVAC agents know the desired temperature of hu-
man agents at a specific time point, it takes a certain amount of
time to reach the desired temperature point from the current air
temperature, and the satisfaction level of occupants in the space
will decrease during that time.

To overcome limitations of the reactive setting, we suggest a
third control strategy operated in a proactive manner. Given the
meeting and class schedules of human agents, the building compo-
nent agents can predict: i) what their preferences are in terms of
temperature, ii) how long it will take to reach the preferred temper-
ature point from the current air temperature, iii) what CFM value
is required, etc. In this setting, the building component agents can
access the meeting/class schedules of human agents. Based on that
prior knowledge, they now generate more optimal policies to re-
duce the overall energy consumption while maximizing the aver-
age satisfaction level of occupants in the building. For instance, a
HVAC agent knows that the current air temperature is 55◦F and the
preferred temperature of the group of human agents who will use
the space in 2.5 hours is 70◦F. If the maximum possible tempera-
ture change by HVAC is 10◦F/hr with the maximum CFM value,
the HVAC agent predicts that it needs to change the temperate by
6◦F per hour with a smaller CFM value which will use less energy.
With this proactive plan, when human agents get to the space, the
air temperature is already 70◦F, which is the desired temperature
point of people, and thus their satisfaction level increases.

5.4 Modeling Multiagent Coordination:
MDP representation

With the existence of human agents, agent interactions are a fun-
damental aspect of our energy simulation. In SAVES , all agents
share a common architecture based on MDP (Markov Decision
Problem) frameworks, possessing varying degrees of knowledge
about the world and other building agents (i.e., local knowledge).

MDPs have been used to tackle such real-world multiagent plan-
ning and coordination problems under transition uncertainty, which
are described by a tuple 〈S,A, T,R〉, where

• S = {s1, ..., sk} is a finite set of world states.

• A is the finite set of actions of an agent.

• T : S × A × S 7→ R is the transition probability function,
where T (s′|s, a) denotes the transition probability from s to

s′ if an action a is executed.

• R : S×A×S 7→ R is the reward function, whereR(s, a, s′)
denotes the reward that an agent gets by taking a from s and
reaching s′.

We denote a policy computed by MDP π : S 7→ A is a map-
ping from world state to action. Our goal is effective multiagent
team coordinations to minimize the total energy consumption while
maximizing occupant’s comfort level.

This section describes our MDP representation in the energy
domain for illustration. The MDP model represents a class of
MDPs covering all types of meetings for which the agent may take
rescheduling actions. In our work, we construct a MDP for each
meeting as shown in Figure 6. Alternatively, we can model all
meetings in the building as a single MDP. However, if we consider
a gigantic MDP model for rescheduling all meetings together, the
number of states and actions exponentially explodes as the number
of agents increases. In addition, the complexity to handle all pos-
sible coordinations among agents significantly increases, which is
burdensome to handle within a reasonable amount of time.

As preliminary work, we construct a simplified MDP model for
rescheduling meetings. For each meeting, a meeting agent can per-
form any of three actions — reschedule, find another slot 3, and ask.
For the “ask” action 4, an agent can autonomously reduce its own
autonomy and ask a human agent whether he or she agrees with
rescheduling the existing meeting. The human agent can respond
to the meeting agent with “agree” or “disagree”.

The agent may choose to perform any of these actions in var-
ious states of the world. State is composed of three features:
〈f1, f2, f3〉, where f1 is the status whether meeting location and
time is changed (i.e., pending or changed), f2 is the number of
“ask” actions invoked so far, and f3 is a set of responses from all
meeting attendees: 〈rpi,1, rpi,2, ..., rpi,n〉, where n is the num-
ber of attendees of meeting i and rpi,k is a response of agent k to
rescheduling meeting i (i.e., agree or disagree).

The MDP’s reward function has its maximum value when the
meeting agent invokes the “reschedule” action in the state where
all meeting attendees agreed to reschedule. We denote the com-
ponent of the reward function that focuses on the expected energy
gain by rescheduling the meeting as renergy . However, there is
clearly a high team cost incurred by forcing all of the attendees to
rearrange their schedules. This team cost is incorporated into the
MDP’s reward function by adding a negative reward, rrearrange.
The magnitude is also an increasing function in the number of at-
tendees (e.g., rescheduling a meeting of a large group is more costly
than rescheduling a one-on-one meeting). The overall reward func-
tion for taking the “reschedule” action, areschedule, in a state s is a
weighted sum of these components:

R(areschedule, s) = α · renergy + (1− α) · rrearrange

, where 0 ≤ α ≤ 1. In addition, a small amount of cost is incurred
to invoke actions of “ask” and “find another slot”.

The MDP’s transition probabilities represent the likelihood over
possible action outcomes. Specifically, the transition function is de-
fined considering four factors: i) meeting constraints of attendees;
ii) level of energy consciousness, which determines how much they
care about energy; iii) degree of intimacy among occupants; and iv)
3This action can be modeled differently, e.g., delay 1 hr, delay 2
hrs, ..., delay n hrs, delay 1 day, ..., delay n days, cancel the meet-
ing, change location (but same time), etc.
4The ask action can be divided into several actions with different
amount of incentives, e.g., ask with 5% incentive, ask with 10%
incentive, etc.
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Table 2: Parameter Values for the Experiments

Temperature CFM Likelihood
Manual 65–70◦F 1500.0 50%
Reactive Preference 500.0–1500.0 Automatic
Proactive Preference 500.0–1500.0 Automatic

Proactive w/ MDP Preference 500.0–1500.0 Automatic

Table 3: Parameter Values for the SL Calculation
Parameter Value
Clothing 1.0

Metabolic Rate 1.2
External Work 0

Air Temperature Zone temperature
Radiant Temperature 65◦F

Air Velocity 0.1 m/s
Relative Humidity 40 %

the current status of responses, which can be related to emotional
contagion within the group. Since we store the current set of re-
sponses from individual agents and number of “ask” actions called
so far, the repeated “ask” action may result in different transitions.
In particular, the “ask” action, by which the agent queries the hu-
man agent, has 2ni + 1 possible outcomes, where n is the number
of attendees of the meeting i. First, the human agent may not re-
spond at all, in which case, the agent is performing the equivalent
of a “wait” action for a given timeout. Other set of possible out-
comes are decided depending on responses of meeting attendees
as illustrated in Figure 6. We assume that the “find” action reset
values of features in the state.

One possible policy, generated for a subclass of possible meet-
ings, specifies “ask” and then “wait” in state S0 of Figure 6, which
prompts the agent to give up its autonomy. If the agent then reaches
state S1, the policy specifies “find”, so the meeting agent figures
out another available location or time for rescheduling. However,
if the agent then reaches state S2, the policy again chooses “ask”,
which asks the human agents once more to collect their responses.
Similarly, if the agent reaches S4, the “reschedule” action is chosen
according to the policy.

Based on this MDP model, the agent reasons about different
tradeoffs in team costs. This reasoning follows a fundamental tenet
of teamwork in our system, that the individual team members act
responsibly towards the team.

6. EMPIRICAL VALIDATION
We evaluate the performance of SAVES in our energy domain

Table 4: Average Energy Consumption of Lighting & Appli-
ance Agents

Agent Type Category On Off/Standby

Lighting
Office 0.128 kW/hr 0 kW/hr

Conference room 0.192 kW/hr 0 kW/hr
Classroom 0.768 kW/hr 0 kW/hr

Appliance Desktop 0.150 kW/hr 0.010 kW/hr
Laptop 0.050 kW/hr 0.005 kW/hr

Figure 7: Floor Plan - Educational Building at USC

and compare four different control techniques: 1) manual control,
2) reactive control, 3) proactive control, and 4) proactive control
with MDP. We focus on measuring two different criteria — total
energy consumption (kWh) and average satisfaction level of occu-
pants (%). The parameter values used in the experiments are shown
in Table 2. In Table 2, column 2 shows the desired temperature for
HVAC agents (Note: Preference in rows 3–5 means that the desired
temperature is decided based on the average preference values of
building occupants) and column 4 displays the likelihood value for
the “turn off” action for the lighting agent. To calculate the energy
consumption by the HVAC agent, we set the scale factor to 100.0.
For the satisfaction calculation, we used the same parameter values
in Table 3 while performing the experiments across four different
control strategies. The experiments were run on Intel Core2 Quad-
core 2.4GHz CPU with 3GB main memory. All techniques were
evaluated for 100 independent trials throughout this section. We
report the average values.

6.1 Experimental Domain Description
We have identified an educational building in conjunction with

USC Facilities Management Services, as our practical testbed. This
campus building is composed of classrooms, offices for faculty and
staff, and conference rooms for meetings. Specifically, we use one
floor of the actual university building in the experiments, which
has 18 zones and 33 rooms as illustrated in Figure 7. There is
one HVAC agent for each zone, and one lighting agent for each
room. We also assume that each person in the office has either one
desktop or laptop computer, and conference room and class room
has two computers, respectively. There are four human agent cat-
egories: faculty, staff, graduate student and undergraduate student.
Throughout the entire simulation, we consider a typical winter sea-
son in southern California (i.e., starting indoor temperature is 55◦F
in the simulation). During the simulation, indoor temperature goes
down by -1◦F per timestep, where each time step is 30 minutes.
Possible temperature range in the building is between 50 and 90◦F.
Students follow 2010 Fall class schedule, and we generated the ar-
bitrary meeting schedules for faculty, staff, and student agents. The
measurement is performed during a working hour (i.e., 8:00am –
7:00pm), and the preference value of each occupant in tempera-
ture is randomly drawn from the uniform distribution between 60
– 70◦F. To calculate the energy consumption of the lighting and
appliance agents, we collect actual energy consumption data in the
testbed building and used the average values shown in Table 4.

6.2 Comparison: Total Energy Consumption
We compared the cumulative total energy consumptions mea-
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(a) Total Energy Consumption (b) Average Satisfaction Level

Figure 8: Comparison

Figure 9: Energy Consumption Distribution

sured during work hours for all control strategies in the energy do-
main. Figure 8(a) shows the cumulative total energy consumption
on the y-axis in kWh and the time step on the x-axis. Time step
1 indicates 8:00am and each time step increases by 30 minutes.
As shown in the figure, the manual control strategy showed the
worst result since it does not take into account behaviors or sched-
ules of human agents and building component agents simply follow
the predefined policies. The reactive and proactive control strate-
gies showed lower energy consumptions than the manual setting by
43.0% and 55.6%, respectively. The proactive control strategy with
the MDP model showed the best results among all different control
strategies and statistically significant improvements (via t-tests) in
terms of energy used in the testbed building, relative to other con-
trol strategies. Specifically, the proactive control with MDP re-
duced the energy consumption by 59.9% than the manual control
strategy.

Although we did not tune the parameter values and only applied
the simplified MDP model, with considering multiagent coordina-
tion in SAVES, we could achieve significant improvements. These
outcomes are still preliminary results and yet only tested in the sim-
ulation environment, all experimental results were measured based
on the actual data and testbed. Later, we will be able to show even
more improvement with the optimally tuned parameters and extend
our work to deploy it into the actual building with proxy agents.
Furthermore, as we revise the equations shown in Section 4.1, we
will be able to get more exact results for analysis.

Now, we analyze how various control strategies can cause dif-
ferent results. Figure 9 shows the energy consumption distribution

over zones for all control strategies. In the figures, the x-axis shows
the group number of data obtained by each control strategy and the
y-axis displays the total energy consumption for each zone in kWh.
The floor plan we used in the simulation has four different types of
zones, which decides the total energy consumptions. Specifically,
zones 1–4 (blue), 9 (green), and 12 (yellow) have two offices per
zone, zones 5–7 (light blue or cyan) are class rooms, zones 13–15
(orange or red) are conference rooms, and zones 11 (yellow), 16
(light red), and 17 (red) have three offices per zone. As shown in
the first group of Figure 9, the manual control strategy results in
the similar level of energy consumptions according to the differ-
ent types of zones. This result clearly indicates that the manual
setting is only impacted by the physical constraints of the building
space itself, which never considers the interactions among agents.
The normalized standard deviation was 0.134. In the reactive (the
second group in Figure 9) and proactive setting (the third group
in Figure 9), it now started showing the difference in terms of the
amount of energy used even within the same type of zones since
those methods consider the actual behavioral patterns and sched-
ules of human agents, and building component agents respond and
adapt their policies based on them. Their normalized standard de-
viations are 0.205 and 0.312, respectively, which are higher than
the value of the manual setting. Lastly, the proactive control strat-
egy with the MDP model considers rescheduling of meetings. The
target meetings to reschedule are ones with less than 4 people in
the conference rooms in zones 13–15. We only considered the lo-
cation reallocation and did not assume the meeting time can be also
changed. New candidate locations are small faculty offices in zones
1–4. As shown in the fourth group of Figure 9, it showed increased
energy consumptions in zones 1–4 due to the reallocated meetings,
but simultaneously showed much more reduction in zones 13–15,
as a result the overall energy consumption decreased. The normal-
ized standard deviation was 0.313, which was the highest among
different control strategies. These results give us a lesson that mul-
tiagent coordination/negotiation can benefit our model in SAVES,
and by considering higher degree of coordination among agents,
we will be able to achieve the significant energy reduction in this
domain.

6.3 Comparison: Average Satisfaction Level
Here, we compare the average satisfaction level of human agents

under different control strategies in the simulation. We used the
equations discussed in Section 4.2.

Figure 8(b) shows the average satisfaction level in percentage on
the y-axis and time step on the x-axis, which are the same as men-
tioned in the previous section.5 As shown in the results, all methods
were able to achieve at least 80% or higher results on average, and
the manual and proactive with MDP settings showed the best results
among them. Note that the equations to calculate the individual sat-
isfaction level are based on the average model about the responses
according to different environmental conditions, which is mostly
related to air temperature, and they do not consider individual pref-
erences. Thus, although the reactive and proactive control strate-
gies act more intelligently by additionally considering the prefer-
ences of human occupants, we could not obtain explicit benefits to
improve the satisfaction level and even in some cases, the solution
quality may be harmed. On the other hand, the manual setting just
make HVAC agents attempt to reach the desired temperature set
point over time. Once HVAC agents get to the desired point, they
are turned off, which will decrease the satisfaction level. If the tem-

5Note that the starting indoor temperature of the building is 55◦F
in the simulation, which causes the low average satisfaction level
for a while.
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perature is again away from the scope of desired temperature point,
HVAC agents are turned on and the satisfaction level increases. As
a result, the manual setting shows a race condition in the graph,
which means it eventually cannot go over a certain point in terms
of the satisfaction level. With revised equations considering more
factors from the coordination perspective such as preferences, en-
ergy awareness, emotional contagion effect, etc., we expect more
significant improvements in terms of the satisfaction level.

In our work, we still only separately consider two different op-
timization criteria — the energy consumption and the satisfaction
level since this is still preliminary work. However, as we will even-
tually optimize multiple objectives in SAVES, we will be able to
achieve effective multiagent team coordinations to minimize the
total energy consumption while maximizing occupant’s comfort
level.

7. CONCLUSION
This paper aims to open a new area of research for multiagent

systems: in many real-world problems, specifically in energy do-
mains, we see many different levels of agent interactions and co-
ordinations involved, and hence multiagent systems must address
such complex situations to achieve the given objectives under un-
certainty. In this work, we presented a new framework called
SAVES based on distributed coordination reasoning for sustain-
ability. There are three major new ideas in SAVES. SAVES: (i)
explicitly considers uncertainty while reasoning about coordination
in a distributed manner relying on MDPs; (ii) incorporates human
behaviors and their occupancy preferences into planning and mod-
els them as part of the system; and (iii) evaluates various control
strategies for multiagent teams on an existing university building
as the practical research testbed with actual energy consumption
data. We justified our design decisions in SAVES through a pre-
liminary empirical evaluation and showed that SAVES can pro-
vide solutions to significantly reduce the energy consumption while
achieving the comparable satisfaction level of building occupants.
For future work, we will consider opportunities for direct occupant
participation and incentivization via handheld devices and deploy
our system to the real-world.

8. REFERENCES
[1] Method of testing for rating room air conditioner and

packaged terminal air conditioner heating capacity.
ANSI/ASHRAE Standard 58.

[2] Steering behaviors for autonomous characters. Website.
http://opensteer.sourceforge.net/.

[3] Thermal environmental conditions for human occupancy.
ANSI/ASHRAE Standard 55.

[4] Ventilation for acceptable indoor air quality. ANSI/ASHRAE
Standard 62.

[5] S. Abras, S. Ploix, S. Pesty, and M. Jacomino. A multi–agent
home automation system for power management. In
ICINCO, 2006.

[6] V. Callaghan, G. Clarke, A. Pounds-Cornish, and S. Sharples.
Buildings as intelligent autonomous systems : A model for
integrating personal and building agents. In International
Conference on Intelligent Autonomous Systems (IAS), 2000.

[7] S. Caron and G. Kesidis. Incentive-based energy
consumption scheduling algorithms for the smart grid. In
SmartGridComm, 2010.

[8] W.-H. Chen and W.-S. Tseng. A novel multi-agent
framework for the design of home automation. In ITNG,
2007.

[9] G. Conte and D. Scaradozzi. Viewing home automation
systems as multiple agents systems. In Multi-agent system
for industrial and service robotics applications, RoboCUP,
2003.

[10] D. Cook, M. Youngblood, and S. Das. A multi-agent
approach to controlling a smart environment. Designing
Smart Homes, 4008:165–182, 2006.

[11] D. J. Cook. Multi-agent smart environments. Journal of
Ambient Intelligence and Smart Environments, 1:51–55,
2009.

[12] M. Dibley, H. Li, J. Miles, and Y. Rezgui. Towards
intelligent agent based software for building related decision
support. Advanced Engineering Informatics, 2010.

[13] J. Dijkstra and H. Timmermans. Towards a multi-agent
model for visualizing simulated user behavior to support the
assessment of design performance. Automation in
Construction, 11(2):135 – 145, 2002.

[14] M. Fahrioglu and F. L. Alvardo. Designing incentive
compatible contracts for effective demand managements.
IEEE Trans. Power Systems, 15:1255–1260, 2000.

[15] Y. Gao, E. Tumwesigye, B. Cahill, and K. Menzel. Using
data mining in optimization of building energy consumption
and thermal comfort management. In International
Conference on Software Engineering and Data Mining
(SEDM), 2010.

[16] Q. Khalid and R. Langhe. Evaluation and monitoring of
energy consumption patterns using statistical modeling and
simulation: Case study of commercial and residential
buildings. In International Conference on Emerging
Technologies (ICET), 2010.

[17] K. Kim and K. J. Kim. Multi-agent-based simulation system
for construction operations with congested flows.
Automation in Construction, 19(7):867 – 874, 2010.

[18] A.-H. Mohsenian-Rad, V. Wong, J. Jatskevich, and
R. Schober. Optimal and autonomous incentivebased energy
consumption scheduling algorithm for smart grid. In ISGT,
2010.

[19] L. Perez-Lombard, J. Ortiz, and C. Pout. A review on
buildings energy consumption information. Energy and
Buildings, 40:394–398, 2008.

[20] Z. Ren, F. Yang, N. Bouchlaghem, and C. Anumba.
Multi-disciplinary collaborative building design–a
comparative study between multi-agent systems and
multi-disciplinary optimisation approaches. Automation in
Construction, 2011.

[21] A. H. Rosenfeld, J. J. Romm, H. Akbari, and A. C. Lloyd.
Painting the town white – and green. Technol. Rev.,
100:52–59, 1997.

[22] N. Roy, A. Roy, and S. K. Das. Context-aware resource
management in multi-inhabitant smart homes: A nash
h-learning based approach. In PerCom, 2006.

[23] M. Santamouris, A. Argiriou, E. Dascalaki, C. Balaras, and
A. Gaglia. Energy characteristics and savings potential in
office buildings. Solar Energy, 52:59–66, 1994.

[24] P. Scerri, D. Pynadath, L. Johnson, P. Rosenbloom, M. Si,
N. Schurr, and M. Tambe. A prototype infrastructure for
distributed robot-agent-person teams. In AAMAS, 2003.

[25] H. S. Sun and S. E. Lee. Case study of data centers’ energy
performance. Energy and Buildings, 38:522–533, 2006.

54



On the integration of power and reserve trade in electricity
networks

Nicolas Höning1, Han Noot1 and Han La Poutré1,2

1CWI, Science Park 123, Amsterdam, The Netherlands
2Utrecht University, Princetonplein 5, Utrecht, The Netherlands

{nicolas,han.noot,hlp}@cwi.nl

ABSTRACT
Demand and (with the advent of renewable energy) supply
in electricity networks are not perfectly predictable, but still
need to match exactly. Many modern power markets trade
reserve capacity a day ahead, next to a traditional power
exchange market, with the goal to lower the price volatil-
ity caused by this uncertainty. Several technical solutions
which can tackle uncertainty in the electricity markets, like
Demand Response or storage systems, are expected to in-
crease the trade volume of reserve power significantly. We
argue that this prospect increases the need for a tight in-
tegration of power and reserve markets, which neither real-
world implementations nor computer science research has
provided so far. This integration poses an important design
challenge in the field of multi-unit auctions. We propose a
novel bidding format to achieve this integration and provide
a clearing mechanism, which can ensure the most efficient
power generation and transmission. We then put forward
how to extend the well-known agent-based electricity sim-
ulation framework AMES with our model. Furthermore,
it is still unclear how the participants should be engaged
in the difficult process of hedging, especially in the light of
the ongoing, worldwide liberalisation of power markets. The
service to keep reserve power available produces opportunity
costs, which should be part of bidding strategies.

Categories and Subject Descriptors
I.6 [Computing Methodologies]: Simulation And Mod-
eling—Applications, Distributed

General Terms
Management, Design, Measurement, Economics, Reliability,
Experimentation

Keywords
Energy and Emissions, Simulation, Electronic Markets, Ar-
tificial economies/markets, Public policy and Economics

1. INTRODUCTION
Our power systems are on the verge of a technology change,

moving away from fossil fuels. During this transition, the
markets are increasingly faced with uncertainty of intermit-
tent supply. At the same time, power markets throughout
the world are being deregulated. This can help to put prices
on uncertainty, but can also lead to more volatile prices.

On the wholesale level, a power market consists of traders
representing supply (generators) and demand (load-serving
entities (LSE)). In addition, we need to consider a transmis-
sion grid and its operator, who often functions as the market
maker. More and more power markets around the world are
designed as centralised auctions [13], attempting to cover
efficiency aspects better than monopolised or bilateral mar-
kets. The currently most popular design is to conduct an
ahead-market, followed by a real-time spot market. The
ahead-market is often accompanied by a reserve market, in
which optional amounts of power are traded (an option be-
ing the right, but not the obligation, to exercise a deal [7]).
The market held in real-time then functions as a balancing
market, in which the difference between the outcome of the
day-ahead market and reality is settled by executing parts
of the intervals sold in the reserve market.

Until recently, the flexibility of supply as well as demand
has exclusively been negotiated in bilateral long-term con-
tracts and was as such already a significant means to price
and allocate reserve power. These “ancillary services” in-
curred almost the same cost impacts as transmission in 1998
in the US (12 billion versus 15 billion per year) [6]. The trade
volume of reserve power is expected to grow, as we are now
faced with decreasing certainty of supply caused by the ad-
vent of intermittent generation, i.e. renewables like solar
and wind: The requirements for reserve power are expected
to increase proportionally with growing wind power pene-
tration [17]. The trade of reserve power will become one of
the major design issues in the centralised power exchanges of
the next generation. A well-designed reserve market should
not only allocate reserve power, but also minimise the costs
which reserve power incurs through generation and trans-
mission. It should enable traders to include the costs of lost
opportunity in their bids for reserve power. With regard
to the technology mix in future grids, the reserve market
should also be tailored to proposed solutions for the uncer-
tainty problem: price-sensitive demand and storage systems
can make the market clearing more flexible and decrease
price volatility.

The challenge is that neither power nor reserve markets
are trivial to design efficiently, let alone their integration.
Current approaches by system operators over the world vary
in their approaches, especially in the question whether power
and reserve markets should be bundled and if so, how to
achieve a satisfactory integration. While the prices in most
power markets can be minimised using increasing marginal
bid functions, the reserve markets are often simplified and
accept only constant prices as bids. This will lead to power
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markets becoming less efficient as the trade volume of reserve
power becomes more significant and some traders, such as
storage systems, almost exclusively deal with reserve power.
Research in the computer science community (that we know
of) has as of yet not paid attention to the design and integra-
tion of reserve markets. Both research and policy making
would benefit much from well-defined and well-studied re-
serve markets that are able to allocate reserves efficiently
among traders, employing realistic settings and scenarios.

This paper explores this new research opportunity. Its
main contribution is the proposal of a novel bid format
and market clearing mechanism for integrated power- and
reserve markets. This enables the use of one unified mar-
ket, which expresses dynamic marginal prices for both power
and reserves. It makes reasoning over expected opportunity
costs possible for generators and enables the integration of
transmission pricing for executed reserves. Because multi-
unit markets, especially in combination with options, are
very complex, we use agent-based computational economics
(ACE) [16] to model our approach.

We proceed as follows: After Section 2 reviews basic power
and reserve market setups and background literature, Sec-
tion 3 discusses design issues in the integration of traditional
power markets and reserve markets. We propose a joint bid
format in Section 4. Section 5 then formalises a compu-
tational mechanism to clear bids to the day-ahead market,
minimising generation costs during both the day-ahead and
balancing phase. Within this mechanism, Section 6 discusses
a strategy space for the generators to express opportunity
costs. In Section 7, we show how this mechanism can be im-
plemented as an extension within the AMES power market
simulation framework [14] (thereby incorporating pricing for
transmission as well as for reserves) and sketch design vari-
ables for experiments. As an outlook, Section 8 sketches
how competition can be increased by allowing bids for re-
serves from both supply and demand, for upward regulation
as well as downward regulation. Finally, Section 9 concludes
and reviews future work.

2. BACKGROUND

2.1 Power markets
Even in the light of deregulation, power markets are highly

regulated: the government is heavily involved in securing
steady supply and consumer-friendly price properties. This
is why most deregulated markets and the studies that model
them work with a centralised model [13]. These models are
multi-unit auctions, in which goods (units of power) are
exchangeable. The System Operator (SO)1 is the market
maker of a market M populated by two types of players:
generators g ∈ G and load-serving entities (LSEs) l ∈ L. He
collects their bids and computes a marginal clearing price
pM .

Power markets are also subject to a given distribution
structure: The distribution has to be adhere to the con-
straints of a hierarchical, sometimes meshed, grid and obey
the laws of physics, e.g. Kirchhoff’s laws (always matching
supply and demand).

To model the costs of generation per amount, both (piece-
wise) linear or quadratic functions can be used (generation

1In practice often called Independent System Operator
(ISO) or Transmission System Operator (TSO)

cost functions are non-decreasing, since cheaper generation
is selected first). Marginal cost functions are stepwise in
the former, and linear in the latter case. Though the issue
is not settled, most of the current research in power mar-
kets uses quadratic cost functions, as they can be described
with few parameters, provide a good trade-off between ap-
proximation of real generation costs and good performance
in calculus-based clearing algorithms. They also produce a
smoother state transition behaviour in the market [2]. We
will use quadratic cost modelling, similar to that used in
in AMES: C(Pg) = aPg + bP 2

g , where Pg is the amount of
power provided by g. Hence, a + 2bPg is the marginal cost
function.

LSEs are commonly equipped with no or very low demand
price elasticity. With the advent of Demand Response and
storage systems though, this can only be an early modelling
assumption for any market model.

The usual optimisation goal is to minimise the generation
costs

PG
g PgpM . This is done so that in a market where gen-

erators bid close to their true costs (or at least uniformly far
from it), lowering total generation costs increases generation
efficiency and thus uses less energy input.

2.2 Reserve markets
Reserve markets trade reserve capacity during the day-

ahead phase, which is used as a backup for the real-time
balancing market. In this work, we look at the case of gen-
erators bidding on hourly intervals of reserve capacity, which
the SO can “execute” to compensate for unexpected demand
in real time2.

Reserve markets should compensate generators for their
(lost) opportunity costs of withholding reserve capacity. Since
the computation of opportunity costs by the SO is non-
trivial [4], most approaches (see [17]) let generators incorpo-
rate them into their bids, either by using one-time availabil-
ity costs ($/MW), or activation costs, only pricing the units
of reserve capacity that were actually activated in real time
($/MWh). Bidding on activation costs requires bidders to
estimate the expected execution of reserve capacity.

It is apparent that until now no design has emerged which
gives the correct economical incentives. For instance, the
Dutch reserve market puts no price on the opportunity costs
[1]. Instead, activation prices are used, being averages of
bids or determined marginally (where most authors agree
on the latter being more economically sound). In addition,
the Dutch SO sometimes adds incentives and/or penalties
in order to induce a desired bidding behaviour of genera-
tors. In the New England (USA) market, both opportunity
and availability costs have been used [4], while the recent
implementation of the Midwestern market uses only avail-
ability costs and declares opportunity costs ’implicit’ [11]. It
has been shown that under several current pricing regimes,
strong incentives may exist to withhold capacity from bal-
ancing markets and balance privately owned assets only [17].

2.3 Agent-based market models
There has been recent research interest to model the en-

ergy markets by means of multi-agent systems. Most models
(e.g. the AMES package [14] and the Trading Agents ap-
proach [18]) address two-stage auctions which trade energy

2Note that in this work, no switching costs between hours
are modelled.
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for every hour of one day, with a day-ahead market and a
real-time balancing stage. Often, the prices include the im-
plications of transmission pricing. These aspects are also
core features of the 2003 proposal [3] of the Federal Energy
Regulation Commission (FERC) in the US and are based on
established research into spot pricing of energy [12].

While the pricing of ancillary services has been under dis-
cussion among power system experts (e.g. [9, 19, 17]), con-
clusive modelling of a market for them has (to the authors
best knowledge) not been undertaken. The aforementioned
agent-based approaches have not had reserve pricing in the
focus of their research. While the AMES package has yet to
implement a balancing phase, the Trading Agents approach
simply falls back to the unmatched day-ahead bids when
balancing. Neither of those approaches uses an explicit ap-
proach for pricing reserves.

3. DESIGN ISSUES IN THE INTEGRATION
OF POWER AND RESERVE MARKETS

Before we elaborate on our reserve mechanism design and
implementation, this section considers the coexistence of tra-
ditional power markets with reserve markets, with particu-
lar regard to two design issues: Assuming we prefer to hold
power and reserve auctions simultaneously (versus sequen-
tially), should we bundle the two markets into one? How
can we achieve higher bid expressiveness in order to reach
near-equilibrium states quicker?

When a generator g, having an upper capacity limit of
power PU

g , bids both on the power market and the reserve

market, he sells a default amount P def
g and an optional in-

terval P opt
g , from which any amount P exe

g ∈ [0, P opt
g ] may

be executed by the SO in the balancing phase (of course,
Pmax

g = P def
g +P opt

g ≤ PU
g ). Thus, the generator offers two

goods (power of the amounts P def
g and P exe

g , which are de-
cided upon in day-ahead and balancing phase, respectively)
and one service (keeping up to P opt

g in reserve).

3.1 Operation of power and reserve markets
To explain how supply prices in power and reserve mar-

kets would develop, we now describe simplified day-ahead
markets for power Mp and reserves Mr, each with the same
set of players (the generators g ∈ G and LSEs l ∈ L)
and both cleared by the same SO. In this simplified model,
the bid of a generator is a pair of amount and unit price:
bg,p = (P def

g , γg,p) in Mp and bg,r = (P opt
g , γg,r) in Mr.

For every hour, there exists demand DMp for supply bids
in Mp and demand DMr,opt for reserves in Mr. In real time,
we must consider a demand DMr,exe for balancing. The
SO now produces a schedule from the generator bids, which
means he assigns each generator values for P def

g , P opt
g and

(later, during balancing) P exe
g with P exe

g ∈ [0, P opt
g ], condi-

tional onDMp , DMr,opt in the day-ahead stage for power and
reserves, respectively, and DMr,exe in the real-time balanc-
ing phase. The SO clears Mp in the day-ahead phase at the
marginal clearing price γp and clears Mr later in the balanc-
ing phase at the marginal clearing price γr. In this example,
we use only activation costs, so the actual payment from
Mr comes about only through execution of reserves during
the real-time phase - it amounts to P exe

g ∗ γr. This means
that γr needs to compensate g for any opportunity costs
which have been incurred by withholding P opt

g from market
Mp. The main optimisation goal of the SO is to minimise

generation costs (see Section 2.1), which in our two-market

case are
PG

g P
def
g γp + P exe

g γr. Of course, the market clear-

ing also needs to satisfy demand with DMp ≤
PG

g P
def
g ,

DMr,exe ≤ DMr,opt ≤
PG

g P
opt
g .

In this model, a discussion of equilibria is defined by cost
functions of generators and by probability distributions over
DMp , DMr,opt and DMr,exe. We can assume generation cost
functions to be stable, so the means of these distributions
define winning bids and their standard deviations define
the stability of equilibria. Furthermore, because DMr,exe ≤
DMr,opt, we can assume that γp ≤ γr, since γr−γp needs to
compensate generators for opportunity costs.

For now, we confine ourselves here to a one-sided market
with static demand and assume no transmission constraints.
It is an added level of complexity for the SO to satisfy trans-
mission grid constraints (thermal constraints of branches
and enforcing Kirchhoff’s laws), considering all amounts of

power, i.e.
PG

g P
def
g and

PG
g P

exe
g .

3.2 The case for simultaneous markets and
bundled bidding

How should power and reserve markets operate next to
one another? Many implementations (e.g. in the Nether-
lands [15]) operate sequentially, trading reserve capacity af-
ter the day-ahead auction for power has finished. However,
most scientific literature favours simultaneous bidding over
sequential bidding, as the re-commitments in later auctions
can lead to inefficient allocations [6]. In a perfect competi-
tion, sequential bidding should lead to socially efficient pro-
curement, but in imperfect competitions and in particular
in the special case of power and reserve market stages, gen-
erators can (and have been observed to) show strategic be-
haviour, such as holding back bids in earlier stages [9]. It

also makes sense to hold the two auctions for
PG

g P
def
g andPG

g P
opt
g simultaneously if we consider that they share the

same constraint for each generator: P def
g +P opt

g ≤ PU
g . Each

unit of power can only be offered in one market or the other.
If g decides to bid less (P def

g −x) in Mp, he can immediately
bid more (P opt

g + x) in Mr, and vice versa. Furthermore,
each generator needs to recover its costs of operation, de-
termined by the cost function Cg(P ). Imagine that the bid
bg,p = (P def

g , γg,p) is accepted first. Then g faces the risk

that Cg(P def
g + P exe

g ) − P def
g ∗ γp > P exe

g ∗ γr, i.e. even if
g knew P exe

g during the day-ahead phase, he might have to
accept a bid bg,r that fails to recover the remainder of his
overall costs Cg(P def

g + P exe
g ).

If we merge bg,p and bg,r into a unified bid, which is ac-
cepted or rejected in its entirety, and thus turning two mar-
ket clearing processes into one, the only contingencies gen-
erators need to consider during the cost allocation problem
now exist within each bid. The cost allocation problem is
still dependent on the actual demand in the balancing stage
(DMr,exe) but not on contingencies between bids.

Such bundling has until recently seldom been proposed
(examples of exceptions from the Electrical Engineering com-
munity are [19] and [8]). Interestingly, the first market (to
our best knowledge) in which generators bid for supply of
power and reserves in a bundled fashion is in operation since
2009 in the US Midwest region [11]. In addition to technical
specifications of power plants, a bid of a generator in this
market consists of a piecewise linear cost function for the
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power market and a constant unit price for all availability
costs of reserve energy, the amount of which is scheduled
by the SO. The scheduling of both power and reserves is
co-optimised (but the effectiveness of this mechanism has
not been analysed or modelled in any computer science ap-
proach).

3.3 The case for high expressiveness of bids
We continue to use our example market formalisation of

Section 3.1 and assume bundled bidding as proposed in Sec-
tion 3.2. Generators are now using quadruples as bids (two
amounts and two unit prices) and are faced with market dy-
namics which are dependent on three probability distribu-
tions of demand (see Section 3.1). If each generator submits
only one bundled bid at a time, the time until the market
reaches a near-equilibrium point can be expected to be quite
long and the market thus to be less efficient than it could
be.

To design an efficient market, the bidding process should
include bids which express more alternatives per generator.
We can achieve this in two ways: over time (via repeated
bidding) or via the number of submitted bids per genera-
tor. While repeated bidding is a much-researched topic (e.g.
Continuous Double Auctions), we prefer a one-shot auction,
where all information is available to the mechanism at one
moment. We mentioned in Section 3 that the integrated
day-ahead market trades one good and one service and that
these two commodities share constraints within each gener-
ator and on the network. A one-shot auction seems to offer
more control over these complexities.

For submitting several bids per generator, there is a proven
approach called Supply Function Equilibria [10], in which
firms bid supply functions. A supply function as bid con-
nects any amount to a price for the market to choose from.
The form of bids pertains to the discussion of cost functions
in Section 2.1. A supply function combines Cournot and
Bertrand modelling approaches, and in addition allows an
individual characteristic of costs or utility to be expressed
in the curve shape, which is a useful property in power mar-
kets, where generation and consumption of power technolo-
gies increasingly display different cost and utility profiles. It
is also especially useful in the light of uncertainty [10] and
has since recently been considered often for traditional power
market design (e.g. by the Federal Energy Regulation Com-
mission in the US [3], which led to implementations in the
US Midwest and New England markets). Certain properties
like monotonicity and convexity are commonly assumed, in
order to aid the clearing process.

Even in the advanced market design of the US Midwest
region, supply bids for P opt

g to the power market are simply
constant unit prices, independent from both the amounts
P opt

g and P opt
g , at which the generator is already scheduled to

operate. Our goal is to express as much pricing information
for P opt

g in the reserve trade as for P def
g in the power trade.

4. BUNDLED BID FUNCTIONS
In this section, we propose a novel bid format which en-

ables the expressiveness of the Supply Function approach
for bids on reserve power, while bundling power and reserve
markets as proposed in Section 3.2. A bid consists of the
function parameters - for instance, when using quadratic
functions of the format b(P ) = aP + bP 2, the bid consists of
the parameters a and b. For each amount of power P , a bid

can describe both the total price by b(P ) and the marginal
price by b′(P ).

In traditional power auctions with supply functions, the
SO (as the auctioneer) allocates P def

g for every generator
g by announcing a marginal clearing price. In a bundled
power- and reserve market, we need to allocate both P def

g

and P opt
g (we denote Pmax

g = P def
g + P opt

g ). To also ex-
press bidding for reserve capacity P opt

g within these supply
functions, we will now propose that in each bid, the ratio
r = P opt

g /Pmax
g is fixed, such that knowing P def

g determines

P opt
g , since P opt

g = P def
g

r
1−r

. Thus, the reserve interval

[0, P opt
g ] is determined by the market clearing, which allows

the generators to include opportunity costs in the function.
For example, with r = 1

3
we denote that P def

g will certainly

be sold and [0, P opt
g ] = [0, 1

3
P def

g / 2
3
] is the optional interval.

There is one interesting observation to make: We con-
cluded in Section 3.1 that γp ≤ γr. Then, if P opt

g > 0, it is
clear that, given an non-decreasing marginal cost function,
a generator g should consider the interval [0, P def

g ] for γp

and the interval [P def
g , Pmax

g ] for γr, since the first interval
will be cheaper to generate than the second.

The ratio r denotes flexibility, in the use case of this work
the flexibility of supply to increase production. At r = 0,
no flexibility is offered and the generator has full certainty
how much he sells (P def

g = Pmax
g , P opt

g = 0). At r = 1,
everything is flexible and the SO will assume full flexibility
over P exe

g in the balancing phase (P def
g = 0, P opt

g = Pmax
g ).

Which values for r are preferred by a generator g is influ-
enced by his own true costs and his residual demand3 from
Dr and Dr,exe. He needs to learn the prices in both the
power and reserve market and how he should bid for them.

Each generator g can submit bid functions for several pos-
sible option-ratios r. Each bid connects all possible amounts
for P def

g + P exe
g ∈ [0, PU

g ] to a total bid price for some r,
which includes opportunity costs if r > 0. Thus, in our
model, traditional bid functions denote r = 0, and in ad-
dition generators can include an offer for reserve capacity
by using any r ∈ [0, 1]. From these functions, the SO can
allocate both P def

g and P exe
g ∈ [0, P opt

g ]. The next section
will propose a mechanism to do that.

5. THE MARKET MECHANISM
In this section we develop a mechanism to clear an inte-

grated power and reserve market using bids as explained in
section 4, both in the day-ahead and in the real-time bal-
ancing phase.

5.1 General outline
Each generator g ∈ G reports his lower and upper gener-

ation limits PL
g and PU

g . In addition, he can submit several
bid functions bg,r to the SO, each using a distinct r. Each

LSE l ∈ L submits only the requested fixed amount P def
l

and reserve amount P opt
l .

During the day-ahead auction, our mechanism operates as
a one-shot auction, for which the SO collects bids from gen-
erators and LSEs for every hour of the next day. From every
generator g, the SO will choose one bid function bg,rg . He
will announce a marginal market clearing price γdef , which

defines how much each unit in
PG

g P
def
g will be paid for. Via

3A generators residual demand describes the portion of mar-
ket demand that is not supplied by other generators.
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γdef , each generator can look up on bg,rg how much power

P def
g he is scheduled to supply and this also tells him how

much reserve capacity P opt
g he needs to keep available (see

Section 4).
During the real-time phase for each hour of the following

day, LSEs announce their balancing requirements P exe
l ∈

[0, P opt
l ], and the SO computes an optimal allocation to set-

tle the balancing demand
PL

l P
exe
l . In order to allocate each

g a value for P exe
g ∈ [0, P opt

g ] and to find a marginal market
clearing price γexe for the balancing phase, the SO translates
the winning bids from the day-ahead auction into another
cost minimisation problem. Our mechanism does currently
not aim at solving balancing demand for P exe

l > P opt
l .

Thus, each LSE will have to pay P def
l ∗ γdef +P exe

l ∗ γexe

and each generator will earn P def
g ∗ γdef + P exe

g ∗ γexe.

5.2 The price range for balancing power
One of the advantages of a reserve market is that it can

reduce the volatility of the price of balancing power (in our
case, this is γexe). Making use of the bundled bids for both
markets as described in Section 4, the clearing mechanism is
able to make certain guarantees about the range of possible
values for γexe. Sections 5.3 and 5.4 will explain how this is
achieved.

Figure 1: A marginal bid function with rg = 1/3,
denoting γdef and γexe

Meanwhile, Figure 1 shows the simple case of one gener-
ator g. After the day-ahead scheduling, γdef denotes the
lower bound for γexe. Without P exe

g being known yet, our
mechanism ensures that γexe ∈ [γdef , b

′
g,r(Pmax

g )], as P exe
g ≤

Pmax
g − P def

g . With more than one generator, the SO can
announce the upper bound for γexe to be the highest possible
price over all the successful bids.

5.3 Optimal dispatch in the day-ahead trade
We now formulate a Constraint Satisfaction Problem to

clear the bundled day-ahead market. The optimisation goal
of the SO is to minimise generation costs:

min

GX
g

P def
g γdef (1)

Note that the generation costs for P def
g can implicitly in-

clude opportunity costs for reserve power, as far as values of
rg > 0 have been among the winning bids (see Section 4).
Furthermore, we of course require that demand is satisfied:

GX
g

P def
g =

LX
l

P def
l (2)

Secondly, the SO needs to make sure that each generator
will stay within his generation limits:

PL
g ≤ P def

g < PU
g (1− rg) (3)

Finally, as a result of the scheduling, the reserve capacity
P opt

g which each generator will hold back needs to match the
reserve capacity that was requested by the LSEs. Hence, we
add the constraint:

X
g∈G

P opt
g ≥

X
l∈L

P opt
l (4)

We could have used = instead of ≥, but this is not nec-
essary, as the cost optimisation is ensured by minimising
generator costs. We add some flexibility to the process this
way, e.g. bid curves with rg > 0 can also take part in the
competition for demand with P opt

l = 0.
In addition, as each generator g is allowed to bid x func-

tions bg,r = ag,rP + bg,rP
2 (each with a different r), the

SO needs to make sure to use only one per generator (the
winning bid bg,rg ). The mechanism iterates over the Nx

possible sets {bg1,rg1
, bg2,rg2

, ..., bgN ,rgN
} for all generators

in {g1, g2, ..., gN} and their respective bids, finding the best
configuration among them for scheduling. Thus, x is a pa-
rameter for the SO to control. By restricting generators
in the number of bids they can submit, the SO defines the
trade-off between the time complexity of finding a solution
and the freedom of the generators to submit as many bids for
different r as they want. Note, however, that the day-ahead
scheduling is done offline and not time-critical. Nonetheless,
to efficiently allow for high values of x will be a consideration
of future work.

5.4 Optimal dispatch during balancing
To minimise generation costs during the balancing phase,

the SO runs another, simpler optimisation to find the most
efficient allocation that can satisfy

PG
g P

exe
g =

PL
l P

exe
l and

make the guarantees we discussed in Section 5.2. For this
additional optimisation, the SO submits one bid function
bbal
g on behalf of each generator g. To get bbal

g , the SO trans-

lates the interval [P def
g , Pmax

g ] of each successful bid bg,rg

from the day-ahead phase (compare Figure 1) into a new
bid function in the interval [0, P opt

g ]. For example, we use
the bid format bg,rg (P ) = aP + bP 2 - the SO sets the unit

price a in each bbal
g to the partial derivative of bg,rg at the

point P def
g : a =

∂bg,rg

∂P
(P def

g ). Furthermore, the SO sets b in

bbal
g to the value of b in bg,rg . This new optimisation problem

is quite a bit simpler than the day-ahead optimisation: Con-
straint 3 has been taken care of in the day-ahead market,
so for this calculation r can be assumed to be 0. Constraint
4 can also be disregarded. The result is the clearing price
γexe, which determines both how much the LSEs have to pay
for each unit of balancing power and the allocated output of
balancing power P exe

g for each generator g ∈ G.

6. OPPORTUNITY COST
ASSESSMENT STRATEGIES
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When increasing r, the bid curves need to include more
costs of (probably) lost opportunity. The starting point of
any generator strategy is to calculate the expected opportu-
nity costs via some function φg(r), the internals of which we
disregard for now. Opportunity costs could be lost profits
or simply the lost contributions of the unsold units to fixed
costs.

We will begin by introducing two strategies for r > 0,
Availability and Activation, corresponding to the two ways
that have been used in reserve markets to model opportunity
costs of generators in their bids (see Section 2.2). Let us
assume that the generator uses aP + bP 2 as total price bid
function for r = 0, and for the sake of simplicity we assume
b to be very small (which is often the case), so a denotes
the unit price. The Availability strategy simply shifts the
bid function upwards by φg(r). It thus uses the bid function
bAv
g,r(P ) = aP+bP 2+φg(r). The Activation strategy instead

increases the unit price a by some amount a′, so we write
bAc
g,r(P ) = (a+a′)P+bP 2. The value of a′ is chosen such that

over the interval of possible outcomes for P exe
g ∈ [0, P opt

g ],
the expected total revenue equals that of the Availability
strategy:

bAc
g,r(P def

g ) +

Z P max
g

P
def
g

D(P ) ∗ bAc
g,r(P ) dP

= bAv
g,r(P def

g ) +

Z P max
g

P
def
g

D(P ) ∗ bAv
g,r(P ) dP (5)

With D(P ), we denote the probability of P exe
g = P , drawn

from the probability distribution D over P exe
g which the gen-

erator expects (P exe
g ∼ D). Note that only amounts ≥ P def

g

are possible outcomes of the balancing phase. Thus, the
Activation strategy also automatically includes some avail-
ability payment, namely bAc

g,r(P def
g )− Cg(P def

g ).
In Figure 2, we exemplify both strategies for bid functions

bAv
g,r and bAc

g,r with r = 0.5. Note that we do not show the part

between Pmax
g and PU

g that was not selected in the market
clearing. In this example, g expects a uniform probability
distribution over the demand for his reserve power in the
balancing phase: P exe

g ∼ N(0, 1).
With the Availability strategy, the generator carries the

risk of underestimating P exe
g and the demand side carries

the risk of him overestimating it, while for the Activation
strategy it is the other way around.

We now consider the full class of functions in between
both strategies. A strategy in this mixed class consists of
any value a′′ and any function φ′g(r), with 0 < a′′ < a′ and

0 < φ′g(r) < φg(r), so we write bMix
g,r (P ) = (a+a′′)P+bP 2 +

φ′g(r). The value for a′′ and the function φ′g(r) are deter-
mined by matching the expected total revenue to the Avail-
ability strategy (using a probability distribution), similar to
Equation 5. Seen graphically (see Figure 2), this class of
mixed strategies occupies the space between the pure Avail-
ability and Activation bid functions.

7. THE ROAD TO EXPERIMENTS
This sections discusses our approach at implementing the

proposed mechanism in AMES and setting up experiments.
This is ongoing work.

7.1 Mechanism implementation in AMES

Figure 2: Bid curves for r = 0.5 with two pricing
strategies for opportunity costs

Our day-ahead problem formalisation in Section 5.3 is a
Strictly Convex Quadratic Programming problem [5] (SCQP).
It optimises over quadratic functions, subject to constraints
formalised as linear equalities and inequalities. We can im-
plement this problem within AMES, because AMES also
uses an SCQP. AMES also follows the main goal of minimis-
ing quadratic generation functions and of course implements
Constraint 2 and (a simpler version of) Constraint 3. AMES
translates an optimal power flow calculation using a direct
current approximation of the grid (DCOPF) into a SCQP.
The equality and inequality constraints within the DCOPF
problem in AMES incorporate real physical constraints (e.g.
in order to formulate Kirchhoff’s laws) of the generators and
the network.

The SO in AMES collects supply function bids from gener-
ators and (randomised) demand bids P def

l from LSEs. Then,
the SO clears the market using his SCQP formulation. The
result is an optimal set of power commitments (amounts
of P def

g ) and Locational Marginal Prices (LMP), which in-
clude transmission costs incurred by the schedule. The LMP
mechanism (e.g. [12]) does not charge for transmission di-
rectly. It affects the selection of generators. Thus, the upper
limit for γexe (see Section 5.2) still holds.

First, we alter the agent models: LSEs now also spec-
ify P opt

l ≥ 0 in the day-ahead phase and correspondingly

P exe
l ∈ [0, P opt

l ] in the balancing phase. As for strategies
of generators to include opportunity costs in their bids, the
SCQP used in AMES assumes that bid functions have no
constant term, which is why we are restricted to using the
pure Activation strategy 6. The shape of the bid function
can be adapted by changing a and b.

In order to incorporate our economical constraints into
AMES, we simply add them within the inequality matrix of
its SCQP. To incorporate Constraint 3, we simply replace
the similar constraint AMES uses (which is PL

g ≤ P def
g ≤

PU
g ). For the extension with Constraint 4, we only need to

extend the inequality matrix by a row.
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As AMES has no implementation of a balancing phase, we
implement this as a new task of the SO. For the optimisa-
tion problem which needs to be solved during the balancing
phase, the transmission constraints of the grid are decreased
by the overall amounts

PG
g P

def
g , which the cables are al-

ready scheduled to carry after the day-ahead scheduling.

7.2 Complexity of evaluation
Power grids and markets are complex systems. A sim-

ulation framework should capture the important factors of
this complexity to enable realistic simulations. We believe
AMES does this quite well. However, evaluating the results
is not trivial. We have currently finished the implementation
of our extensions to AMES and will soon design simulation
experiments with the platform. To this end, it is important
to know the influential factors in experiment design.

First, each experiment needs to specify a generator setup:
The capacity constraints PL and PU as well as the param-
eters a and b for the true cost function. In addition, it
is of course crucial to find reasonable economical strategies
which the generators will use to control their bidding be-
haviours (adapting a and b and choosing which r to bid
on). LSEs have fixed demand and (traditionally a lot less)
price-sensitive demand, for which they also use a quadratic
function (cP + dP 2). The difference between fixed demand
and available supply is important for the price formation.
Most crucial for the reserve aspect, however, is which val-
ues of P opt and P exe are requested by the LSEs. Currently,
the LSE behaviour is non-strategic and serves as experiment
parametrisation. Both P opt and P exe will vary over time,
which can be described with statistical properties. The grid
setup adds further constraints on the market outcome. Ev-
ery power line has a maximum capacity and a reactance, in
order to parametrise the DCOPF formalisation.

In this abstraction of power systems and markets, we com-
bine Locational Marginal Pricing with an integrated trade
of power and reserves. Both are complex problems on their
own, and assuming self-interested traders, it is especially
hard to minimise the costs of generation, while at the same
time preventing attempts at gaming the system. For in-
stance, a study using AMES, which implemented the FERC
power market design proposal, successfully minimised gen-
eration costs, but found that implicit collusion among gen-
erators who adapted their offers by reinforcement learning
increased prices substantially [14]. We plan to compare our
market mechanism with the current setup of two day-ahead
markets (for power and reserves) via simulations.

8. OUTLOOK: EFFICIENT
BALANCING MARKETS

In this work, we have only paid attention to the use case
of generators offering incremental reserves (i.e. the option to
supply more power during balancing). This section sketches
market clearing during the balancing phase, assuming our
mechanism supported supply functions as well as demand
functions for balancing power, incremental as well as decre-
mental. We argue that such a balancing setup offers much
room for efficiency gains through increased competition.

We first consult the terminology on financial derivatives,
which is of great help in describing not only the possibility
to draw more power from reserved capacity, as we have done
so far, but also the possibilities to draw less, as well as to

consume more or less: Options [7] are derivatives that enable
the owner to exercise some right regarding the underlying
asset. An option to buy the underlying asset is a “call”; an
option to sell is a “put”, both can be “long” (the option is
lucrative when the value of the underlying asset increases)
or “short” (if it decreases).

(a) Supply perspective

(b) Demand perspective

Figure 3: All possible call and put options for all
amounts of P exe on sale in the balancing market and
exemplary revenue/cost valuations for them.

We separately look at the supply and demand perspec-
tive, where both can be in a state of imbalance (trader t
having to exercise options on P exe

t ) or responding to such
an imbalance (selling amounts of P exe

t ). Figure 3 illustrates
a centrally cleared balancing market, in which all traders
take part with parts of their successful day-ahead bids who
have either bought or sold amounts of P opt

t in the day-ahead
market. Options can be incremental (selling/buying more)
or decremental (selling/buying less). Options in grey areas
denote long positions of the option holder, white ones de-
note short positions. Both supply and demand can increase
their revenue in this market when their calls or puts, respec-
tively, are accepted, and will encounter negative revenues
when having to sell puts or calls, respectively.

The curve shapes are only exemplifying - it is possible
for the SO to announce a price function for each ’Response’
square, which minimises costs for executions of that option.
The shape and length of these functions depend on the suc-
cessful bid functions of the day-ahead market (see Section
5.4). In our proposed mechanism, the marginal clearing
price for balancing power is determined by continuous func-
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tions and thus very price-sensitive. In addition, the mech-
anism can make some guarantees about maximal clearing
prices for each ’Response’ square (see Section 5.2).

As we will exemplify below, each imbalance can be re-
sponded to by both demand or supply. Thus, the cost func-
tions in the ’Imbalance’ squares depend on the price func-
tions from the two ’Response’ squares which can respond to
them. This shows that a market design can increase com-
petition by including Demand Response and incorporating
Supply Imbalance, both of which will rise significantly with
the introduction of renewable power supply.

In this work, we have only considered the case of gen-
erators offering long calls and LSEs bidding on short puts
(upper right square of both Figure 3a and 3b). By extending
on our concept of bundled bids, all the other use cases can
be made possible and integrated. Because power on the grid
is exchangeable, the market is able to look for the most effi-
cient options to level out power flows. For example, imagine
that instead of satisfying short puts of LSEs by long calls
at generators, the SO could also execute long puts at other
LSEs (Figure 3b, lower left square). In fact, long puts of-
fered by LSEs are often discussed under the name of (decre-
mental) Demand Response: lowering demand rewarded by
price reductions. Decremental Demand Response can also
sell long puts to intermittent generators who have to buy
long put options (Figure 3a, lower left square), because they
are uncertain about wind or sun supply. If, in yet another
example, a generator produces more than he sold (Figure 3a,
lower right square), e.g. when there was unexpectedly much
wind for the wind mills, the SO could exercise some short
puts at LSEs (Figure 3b, lower right square). The LSEs
would now buy more power than planned, but at a discount
on the marginal price. In such cases, storage technology will
play an important role. Alternatively, the SO could also buy
short calls at other generators (Figure 3a, upper left square).
These generators would produce less on short notice, but be
paid a higher marginal price for their output.

9. CONCLUSIONS AND FUTURE WORK
In power markets, the uncertainty of intermittent gen-

eration and the flexibility of storage systems present new
market design challenges. In this work, we propose a novel
bidding mechanism for the integration of power and reserve
markets and discuss how to implement it in the well-known
electricity network simulation framework AMES. We discuss
how the balancing market can integrate the imbalance and
ability to respond from both supply and demand.

In future work, we plan to evaluate the proposed bidding
process against an implementation of a contemporary two-
market solution. A promising extension to the day-ahead
market clearing is to include an estimation over

PL
l P

exe
l

and thus also minimise the expected costs of the balancing
market

PG
g P

exe
g γexe. This could lower the impact of ineffi-

ciencies, which might become known only during balancing,
on generation costs.
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ABSTRACT
This paper presents experience of Multi-Agent Systems (MAS)
within the nuclear generation domain, with a particular em-
phasis on Condition onitoring (CM). A prototype system,
which used a MAS for the management of CM observations
and the generation of a user interface, was developed how-
ever it was decided that this application lacked the required
speed and efficiency. Extending the developed ontology, an
alternative MAS system was developed to perform CM anal-
yses and storage and management of data, without the user
directly interacting with the MAS.

The paper discusses the development of both systems, re-
lating key features of MAS which meet the particular needs
of CM applications, but also highlights remaining issues,
such as a lack of an existing ontological framework and the
problem of data security, that are particularly prominent in
the nuclear domain.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Design, Reliability, Security

Keywords
condition monitoring, nuclear, generation

1. INTRODUCTION
The use of Intelligent Agents for condition monitoring has

been shown for a variety of applications in power systems
[7][13][15][10][12] due to the flexible and distributed nature
of Multi-Agent Systems (MAS). As lifetime extensions are
granted to nuclear power stations around the world, there
has been a increased interest in the implementation of Con-
dition Monitoring (CM) to satisfy regulatory bodies and
supplement knowledge of reactor state between statutory
outages and inspections.

This paper describes the development of MAS for address-
ing nuclear condition monitoring challenges and considers
the requirements, benefits and challenges that arise from

Cite as: Multi-Agent System For Nuclear Condition Monitoring,
Christopher J. Wallace, Gordon J. Jahn and Stephen D.J. McArthur, Proc.
of 10th Int. Conf. on Autonomous Agents and Multiagent
Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.),
May, 2–6, 2011, Taipei, Taiwan, pp. XXX-XXX.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

the use of agent technologies for continuous offline monitor-
ing of the cores of the UK’s Advanced Gas-cooled Reactors
(AGRs).

1.1 Nuclear Agents
Previous work on intelligent agents in the nuclear industry

has largely considered the use of agents for the automated
control of future power stations [18][9] and for online moni-
toring of systems related to the reactor [19]. The application
described in this paper however, is designed for engineering
support in order to detect anomalous behavior in reactor
cores before there are safety concerns or adverse impacts on
operations. The use of a MAS to achieve this, it will be
argued, is a way for agents to prove themselves in safety
critical applications, while the MAS platform allows for the
addition of further AI analysis techniques encapsulated as
agents.

There are, however, key practical challenges associated
with the adoption of new technologies such as MAS within
the nuclear engineering domain. These are addressed in sec-
tion 7 before the paper concludes that whilst condition mon-
itoring in the nuclear domain with MAS is possible and ben-
eficial, there remain challenges to be overcome.

2. NUCLEAR CONDITION MONITORING
The continued operation of nuclear power plants beyond

their original design lives is dependent on the ability of the
operator to demonstrate the structural integrity of critical
components. In the UK, the graphite cores of AGRs are
the principal life limiting components [17] and are inspected
every three years. To supplement these inspections, a con-
dition monitoring strategy has been introduced at some sta-
tions, the results of which are considered at quarterly Mon-
itoring Assessment Panel (MAP) meetings, where the ob-
servations are graded and recorded. There are a number of
analyses associated with key core components, which form
the basis of the MAP discussion. These analyses generally
involve the extraction of a data set prior to the MAP, anal-
ysis of the data by a suitably qualified engineer and presen-
tation of results at the MAP for consideration by a panel
of experts. These experts then consider the data presented
with a view to identifying temporal and spatial colocation
that might indicate a root-cause issue with the reactor core
itself.

The initial requirement for reactor core CM within the
AGR fleet was a solution to the problem of the manage-
ment of CM analysis results and observations. The nature
of slightly different hardware configurations at different sta-
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Figure 1: IMAPS High-Level Block Diagram

tions requires that the approach be flexible to allow different
analyses to be undertaken.

3. MAPS AND IMAPS
The MAP process was trialed at two power stations from

2005, and is a formal process for collating and analyzing
data. As a new process, there were no supporting systems
and it was recognized that there was the opportunity to trial
MAS within this environment. This project was known as
IMAPS, the Intelligent Monitoring Assessment Panel Sys-
tem, which delivered an agent-based platform for the storage
and analysis of AGR observations.

The primary means of supporting the MAP process is by
allowing observations of different types to be recorded and
plotted on a graphical plan view of the reactor, originally
using a whiteboard. The simplicity of this approach for al-
lowing the identification of spatially colocated events and
the easily understandable relationship between the actual
core and data plotted on such a view meant that this basic
interface was carried forward into the MAS.

As the system was being developed alongside the formal
station-based process, there was also a need to allow existing
manual interpretation to be included within the system as
soon as possible, allowing data to be recorded and analyzed
as soon as possible. The initial prototype of this system
involved the creation of an archiving agent along with the
user agent. This met the initial brief of providing a work-
ing system for storing the data and presenting this back to
engineers.

The high-level block diagram of the system envisaged is
shown in figure 1.

Due to the specific requirements in this case, the final
delivery to end-users was to be provided through a web-
browser that posed the challenge of allowing asynchronous
user behavior to interact with an agent with the MAS that
would be regularly communicating with other agents.

The approach taken to solve this problem was to imple-
ment a MAS based on the Foundation for Intelligent Phys-
ical Agents (FIPA) standards. This was carried out using
the Java Agent DEvelopment framework (JADE)[2] and an
agent for each user was executed within a web server; this
user agent provided an interface between user inputs pro-

vided via a web browser and the agent based system and
also with the rendering of information back to the user.

The initial system contained simply the user agents and
the archive agent which provided a translation between FIPA
Semantic Language (SL) and the Structured Query Lan-
guage (SQL) used by the database fulfilling the fact storage
requirement.

An issue that arose with this technique was of the amount
of data requiring to be presented to users. The screenshot
in figure 2 shows a typical rendering for a single reactor. As
each station has two reactors, the normal case is to present
two reactors simultaneously.

Each reactor plan shown has around 400 channels includ-
ing larger fuel channels and smaller interstitial channels used
for control and other purposes. This means that at any given
time, the system is rendering around 800 data points. Later
iterations of the system also used the border color to repre-
sent the presence of inspection information taking each view
as above to representing around 1,600 data points.

Figure 2: Sample data rendering from IMAPS. Two
cores per station are available to the user.

IMAPS [11] has a relatively small domain model to con-
tend with. There is a type hierarchy associated with the var-
ious observation types and other concepts must be defined
to support the reactors, the station and the different grades
that can be assigned to the observations. A base ontology
was sought for this application, but no suitable candidate
ontology was found and, instead, one was developed specifi-
cally for the application. The frames-based ontology shown
in figure 3 was used for the initial testing of the system.

Following experimentation with this system, the proto-
type structure was found to be unable to meet response time
expectations. Upon investigation, this was found to be due
to the number of data movements having to occur in order
that the information be rendered to the user. The following
steps were taking place:

• The user agent parses the request from the web browser

• The user agent translates the parsed request into a
FIPA SL query
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Figure 3: Initial IMAPS ontology, with two zoomed examples of concepts and how they relate to concepts
by predicates such as isa.

• The user agent envelopes the FIPA SL query and sends
it to the archive agent

• The archive agent parses the SL query translating the
content and predicates into an SQL query

• The archive agent executes the SQL query and re-
creates abstract objects

• The abstract objects are used to render an SL response
to the query

• The SL response is enveloped and sent back to the user
agent

• The user agent parses the data back into objects for
use by the renderer

Due to the structure of the messaging within the agent,
this process involves repeated handling of the same data in
slightly different forms. This both increases the use of sys-
tem resources and slows down the data handling. Whilst
the advantages of this approach tend to outweigh the disad-
vantages by making it available in an agent-based society,
the fact that this use case is so important to the end-user
experience meant that further investigation was warranted.

Analysis revealed that the agent-based approach to re-
trieving the data ws taking around seven times longer than
directly retrieving this data from the database. This prob-
lem was ultimately caused by JADE operating on very long
strings whilst building the SL response and enveloping the
message.

In order to meet the design goal, the agent interaction was
removed from the process with the server directly parsing

the query, translating to SQL and executing in the database
before streaming results – without ever storing them – direct
to the client. Render times in this case were brought to
around 300msec for the same data on the same hardware
platform. Whilst this meant that the prototype was now
without the multi-agent design in terms of retrieving data, it
was retained for data logging and this hybrid approach was
essential to allow the research and development of further
analyses.

4. EXTENDING IMAPS INTO ANALYSIS
In order to consider how the prototype system described in

the previous section can be extended to provide and support
routine analyses, the requirements for the analysis processes
are considered along with the changes that are then required
in the IMAPS MAS.

4.1 Requirements
Existing CM of the AGR fleet is based on a model of ex-

tracting data or information from reactor systems and data
stores as required, in order to perform analyses or explain
anomalous analysis results according to a monitoring sched-
ule. By delegating tasks and analyses currently performed
by engineers to intelligent agents, it is possible to automate
the collection, analysis, correlation and verification of data
as it becomes available.

This design of CM system allows for faster completion of
analyses and requires considerably less engineer time, and
allows more time for investigation of non-trivial anomalies,
which can then be considered in more detail prior to the
MAP meeting.
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The current CM regime manually records anomalous ob-
servations for particular components in the core, however a
more comprehensive monitoring system could monitor the
data for all components for further analysis and trending
of anomalies not currently detected by existing monitoring
analyses, or results dismissed by current analysis limits that
may be changed later to meet an enhanced safety case.

Finally, the monitoring of AGR cores is still a relatively
young process, compared to the existing inspection proto-
cols, and as such it is essential that a CM system be flexible
enough to include additional data sources and further anal-
yses as required. The use of a MAS with a carefully defined
ontology allows for this extensibility by encapsulating any
relevant data interface or analysis within an agent that uti-
lizes the ontology. This provides a platform within which
Artificial Intelligence (AI) techniques can be deployed to
perform further analyses with very minimal impact on the
existing system. Furthermore, such analyses may extend
the current work performed by engineers by not only con-
sidering known causal relationships between events, but also
statistical relationships using clustering or structural health
monitoring.

4.2 Ontology and Development
Based on the success of previous MAS developed for power

applications[5], and the original prototype agents and ontol-
ogy developed for IMAPS along with the maturity of the
platform, JADE was selected for further development.

The ontology developed for the initial version of IMAPS
provides the basis of a nuclear ontology for this work, how-
ever since the initial emphasis of the project was the man-
agement of CM observations, expansion of the ontology was
required in order to facilitate the management, storage and
analysis of reactor data. The ontology was created and de-
veloped using the Protégé ontology editor[3] and a plugin
which allowed the automatic generation of Java code, an
example of which is shown in figure 4. Each concept in
the CM system is therefore represented by a Java class and
takes advantage of object oriented concepts such as inheri-
tance, resulting in a class structure of the same form as the
ontology.

The Protégé bean generator used has also been extended
to support the Java Persistence API (JPA), allowing it to
add annotations which are included in the generated code
and are used in mapping of the ontology to a database for
storage and retrieval of data and observations.

4.3 Storage
The archive agent is essentially a small messaging and

translation layer added to a standard SQL database sys-
tem providing storage. For database storage, an object rela-
tional mapping library called Hibernate is used, which maps
Java classes (generated from Protégé) directly onto an SQL
database. Data and observations that are created by the
MAS and stored in the database can then be retrieved as
Java objects, which allows for simplified querying using the
Hibernate Query Language (HQL) which allows object ori-
ented queries against the methods available in the objects
stored. For example, the query select r from Reactors

r returns all instances of the Reactor fact in the database,
along with providing access to related objects.

This format is significantly simpler than a typical SQL
query which would depend on the table structure of the

/* Protege name: ReactorComponent */

@Entity

@DiscriminatorValue("ReactorComponent")

public class ReactorComponent

extends PowerStationComponent{

/* Protege name: reactor */

@ManyToOne(cascade = {CascadeType.ALL})

@JoinColumn

private Reactor reactor;

public void setReactor(Reactor value) {

this.reactor=value;

}

public Reactor getReactor() {

return this.reactor;

}

Figure 4: An example of the Java Bean code gener-
ated using the Protege ontology development appli-
cation

Data Collection and Distribution

Service: Collect and Distribute Data
Inputs: Data
Outputs: Data, Notifications
Pre-Conditions: Data exists
Post-Conditions: Data sent to database,
analysis agent alerted

Figure 5: An example of an agent role defined using
the Gaia Service model

database and may involve complex operations to retrieve the
same data. The use of object relational mapping therefore
adds portability to the system and with only slight modifi-
cation, the database can be changed to any supported SQL
database.

Coupled to an SL translator that can understand arbi-
trary SL queries and map predicates onto SQL queries, this
approach supports other agents presenting the archive agent
with any valid SL for processing.

4.4 Design Methodology
The design process of MAS has been discussed in the lit-

erature[20], and in particular for power systems[14]. The
initial methodology for the MAS design roughly followed the
same general path as McArthur et al[14] and several aspects
of the Gaia methodology[21], in particular for the develop-
ment of the Service Model, which defines the roles for which
agents are created and the capabilities they can offer the
system. The emphasis on defining the services offered by
the agents reflects the desire of the system, initially at least,
to automate the tasks and procedures already defined and
performed by engineers. These roles were defined formally
using the structure of the Gaia services model, an example
of which is shown in figure 5.

The approach of using this service model to map between
tasks and agents within the MAS is now demonstrated through
a brief case study showing how a simple analysis has been
implemented.

5. CASE STUDY: CHANNEL POWERS
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An example of an existing analysis which can be conve-
niently performed by an agent based system, is the regular
comparison of channel power models, which quantifies and
attempts to explain differences between thermal and neu-
tronic models of channel power[8]. Excessive deviations be-
tween the thermal and neutronic models of channel power
could potentially indicate inadequate cooling of fuel, how-
ever these can far more commonly be attributed to innocu-
ous local events such as refueling or other normal reactor
operations that affect the flux profile across the core.

Channel 
Power Data

Database
Remote Machine

Data 
Collection 

Agent

Channel 
Power 

Analysis 
Agent

Database 
Agent

IMAPS

IMAPS 
Agent

Other Data 
Source 
Agent

Other Data 
Source 
Agent

Figure 6: An example of an engineers monitoring
procedure mapped onto a set of agents.

Using a set of pre-defined limits, the power discrepancies
are graded initially, and then an engineer is tasked with de-
termining whether any reactor operations, such as refueling,
adequately explain the discrepancy. Using a looser set of
limits, the engineer then re-grades the discrepancies as ap-
propriate using any available information.

5.1 Agent Approach
Mapping the procedure followed by the engineer to a set of

algorithms and with the appropriate knowledge of available
data sources, a set of agents as shown in figure 6:

• Parses the data (Data Collection Agent)

• Stores the data (Database Agent) in a database in a
form consistent with the ontology.

• A notification is sent to the Channel Power analysis
Agent

• The Channel Power analysis Agent retrieves the data

• The Channel Power analysis Agent sends queries to
available data source interface agents (the IMAPS Agent
in this case) for any data or observations within a de-
fined spatial or temporal range of each fuel channel
power discrepancy for which it analyzes.

• After correlating all possible events with the data,the
gradings are calculated and then stored in the database
for verification by the engineer.

Other data sources may be utilized in this particular type
of analysis, the availability and nature of which may vary be-
tween stations, however provided the analysis agent is aware
of relevant data sources and how the data from each should
be interpreted, an arbitrary number can be added.

6. FUTURE FUNCTIONALITY
The future development of the system will include the de-

velopment of agents to perform other MAP analyses as well
as an investigation of other design approaches to the AGR
CM requirements. The design presented in this paper is very
task focused, with the agents designed around the required
functionality already provided by the engineer. It can be
argued however that this approach is inherently limited by
attempting to emulate the engineer, as it places very little
emphasis on the autonomy of the agents (outside of the pre-
scriptive CM they perform) and by extension any emergent
behavior that could potentially enhance the CM regime.

6.1 Component Monitoring
For this reason, recent work has begun investigating the

viability creating agents for major components in the core
(fuel channels, control channels, coolant pumps etc) that
can be delegated the responsibility of managing their own
data and analyses. Though this would involve the creation of
around 300-400 agents per reactor core, it has been shown[6]
that the JADE platform scales quite well to systems of sev-
eral hundred agents. It is likely in the interests of per-
formance however that multiple agent containers would be
used, for example an analysis container on one machine that
performs numerically intensive algorithms and component
agents in a separate container.

These agents would be able to request appropriate anal-
yses as data becomes available to them, keep snapshots of
the most recent states of the component and track changes
of various parameters. They would also have the ability
to share this data with other components, and in certain
circumstances, such as an anomalous result in an analysis,
suggest to other component agents particular analyses that
they might wish to perform. This rolling model of CM would
allow for greater depth of analysis of parameters for which
there are often secondary causes and effects, for which the
availability of data is not synchronized. The system would
of course still be required to perform at least the minimum
number of analyses required for the MAP.

Individual component health monitoring will become more
important as the core ages and a more detailed view of the
state of groups of components or the whole core is required.

It is envisaged that this may present itself as an agent
hierarchy with different agent societies responsible depend-
ing on the component grouping. This could manifest itself
as a layered architecture as shown in figure 7, substituting
layered analyses into the original vision outlined in figure 1.

This method of performing analyses at different levels of
component grouping should allow for both mirroring the
manner in which analyses are carried out by experts – in-
creasing trust and transparency within the system – but
should also allow for competing theories regarding localized
and global hypotheses for each reactor. These can be pre-
sented and assessed by the reactor agents to present a con-
solidated case, with a risk profile, enabling the engineer to
make an informed judgment based on the outputs of the
MAS.

7. CHALLENGES
The use of ontologies is intended to allow for uniformity

of development and communication, however the question
of how to manage revisions of ontologies or the interaction
of different ontologies[4] is a problem to which there is not a
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well defined solution. The IEEE MAS working group[1] has
already proposed the adoption of a common upper ontology
for MAS in the field of power engineering, and though on-
tologies are application and domain specific, it remains un-
clear as to whether a nuclear ontology merits development,
as no appropriate re-usable ontology was available during
the course of this work.

Each reactor data set or CM observation object that the
MAS handles, uniquely describes some fact, however there
is a significant overhead in checking the data store each time
a new fact is recorded to check whether the fact is already
stored. Similarly, where datasets overlap in time, the archiv-
ing agent is required to determine how much duplicate data
exists and how to store the new data set. How to achieve
this without adding significant overhead to the processing of
data remains an issue.

7.1 Nuclear Domain Challenges
The particular importance of safety in a Nuclear Power

Station means that deployed technologies are required to be
proven and their impact well understood. This results in
a relatively slow adoption of new technologies, so while a
MAS may be in principle capable of performing some of the
tasks of an engineer, it is likely that any initial deployment
of a nuclear CM MAS will be very much in a supporting role
and will only be used for verification of the existing engineers
analysis. It will also likely be held separately from the main
IT infrastructure with several well defined data interfaces
for the purposes of verifying data integrity and security.

The need to protect the operational plant and associated
sensor and control systems from any interference by unau-
thorized parties has historically been met by complete seg-
regation of operational and corporate networks. Whilst this
ensures malware and control signals cannot pass from, for
example, Internet e-mail to the plant, it also reduces interop-
erability within the plant and results in increased difficulties

in accessing online data for analysis.
With the implementation of CM across fleets of nuclear

power stations, the question of data security has become in-
creasingly prevalent as operators endeavor to provide access
to relevant data while maintaining the integrity of their IT
security infrastructure. MAS by their very nature depend
on the availability of network access to facilitate communica-
tion between agent containers on different remote machines.
For the purposes of the work described in this paper, the test
system was not deployed and the collection of data was sim-
ulated through access to remote systems (such as IMAPS),
databases and remote file shares. In an operational envi-
ronment, security is of major importance and access to data
will be much more stringent. One possible solution involves
the definition of information security zones with the plant
and using “data diodes” that often claim to provide 100%
one way data passage. As explained in [16] however, such
devices are far from a “silver bullet” due to the inability of
the receiver to provide feedback, such as acknowledgements,
to the sender and this could result in missing data.

8. CONCLUSIONS
This paper has described the application of MAS to the

condition monitoring of a nuclear reactor. Initial work im-
plemented an agent based system for the management of
condition monitoring observations, however it was found
that using agents to generate a user interface was ineffi-
cient and caused excessive delays in updating the display.
An alternative use of MAS was developed, by extending the
existing ontology, to perform time consuming analyses cur-
rently performed by engineers. This system can provide a
consistent structure for the addition of many analyses and
distributed data sources, which are common features of the
monitoring of older nuclear reactors. A MAS was found to
be a good choice of platform for this problem, however some
issues associated with the application of an agent based sys-
tem in the nuclear domain remain, particularly the lack of
an existing ontological framework and issues associated with
data security.
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ABSTRACT
In this paper, we address the challenge of adaptively con-
trolling a home heating system in order to minimise cost
and carbon emissions within a smart grid. Our home en-
ergy management agent learns the thermal properties of the
home, and uses Gaussian processes to predict the environ-
mental parameters over the next 24 hours, allowing it to pro-
vide real-time feedback to householders concerning the cost
and carbon emissions of their heating preferences. Further-
more, we show how it can then use a mixed-integer quadratic
program, or a computationally efficient greedy heuristic, to
adapt to real-time cost and carbon intensity signals, adjust-
ing the timing of heater use in order to satisfy preferences
for comfort whilst minimising cost and carbon emissions.
We evaluate our approach using weather and electricity grid
data from January 2010 for the UK, and show our approach
can predict the total cost and carbon emissions over a day to
within 9%, and show that over the month it reduces cost and
carbon emissions by 15%, and 9%, respectively, compared to
using a conventional thermostat.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Distributed Artifi-
cial Intelligence

General Terms
Algorithms, Energy, Control, Learning

Keywords
Smart grid, machine learning, Gaussian process, mixed-integer
optimisation, energy feedback, carbon emissions

1. INTRODUCTION
The creation of a smart electricity grid represents one of the
greatest engineering challenges of this century, as countries
face dwindling non-renewable energy sources and work to
minimise the adverse effects of climate change due to car-
bon emissions [1, 2]. Key components of this vision include
ambitious targets for renewable generation, the roll-out of
smart meters to domestic consumers in order to facilitate
real-time pricing of electricity, and a shift toward the electri-
fication of heating through the use of air and ground source
heat pumps.1

1The UK government has committed to reducing carbon

However, these developments present a potential challenge
for householders, since the increased use of intermittent re-
newable generation means that both the price of electricity,
and also the carbon intensity of the electricity (quoted in
terms of gCO2/kWh and signifying the amount of carbon
dioxide emitted when one unit of electricity is consumed),
will vary in real-time. These real-time signals will likely be
passed to consumers, through their smart meters, who will
be expected to respond rationally in order to reduce demand
for expensive and carbon intensive electricity at peak times,
and to make better use of low carbon renewable energy when
it is available. However, the links between heater system
control settings and energy consumption is already poorly
understood by consumers [4], and these changes are likely to
compound this issue. Thus, it is essential that future home
heating systems are able to provide real-time feedback to
householders concerning the implications (in terms of both
cost and carbon emissions) of their heating preferences. Go-
ing further, these systems should adapt to these real-time
signals, adjusting the timing of heater use in order to satisfy
the home owners’ preferences for comfort while also min-
imising cost and carbon emissions.

Now, the idea of individual homes responding to real-time
signals from an electricity grid is not a new one, and indeed,
was first proposed by [10], who discussed the scheduling
of loads, and the prediction of both demand in the home,
and local weather conditions. However, their work dealt
mainly with predicting the overall system behaviour, and
used closed form solutions that required approximating and
homogenising the behaviours of the individual actors within
the systems. As such, it does not actually provide a solu-
tion that can be implemented within any individual home.
More recently, a number of researchers have revisited these
ideas, and proposed solutions that address parts of the chal-
lenge described above. For example, [7] use artificial neural
networks to predict the heat demand of individual homes
using several external factors, but make no attempt to then
optimise energy use. Conversely, [11] use mixed integer pro-
gramming to optimise energy storage within a home which
receives real-time price signals, but they consider electrical
loads, rather than heating, and hence they do not need to
consider the thermal characteristics of the home, nor the
external factors that affect it.

Thus, to address these shortcomings, in this paper we de-
velop a home energy management agent, or smart controller,

emissions by 80% by 2050, and aims to install smart meters
to all 26M UK homes by 2020 [6].
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that works on behalf of the householder, and is able to learn
the thermal characteristics of the home, and predict the ad-
ditional factors that affect the cost and carbon emissions of
heating use. It is then able to provide householders with the
required real-time feedback, and also to autonomously con-
trol the heating system on their behalf. In more detail, using
internal and external temperature sensors, and by monitor-
ing the activity of the home’s heating system, the smart con-
troller finds model parameters that describe the heat output
of the heating system and the thermal leakage rate of the
home. In addition, using a Gaussian process model that ex-
ploits periodicities and correlations between time series, the
smart controller predicts the local external temperature over
the next 24 hours by combining local measurements from a
sensor, with predictions from an online weather forecast. In
doing so, it creates a site-specific forecast for the next 24
hours. Similarly, using available predictions of future de-
mand, the smart controller predicts the carbon intensity of
the electricity supplied to the home. Using these factors it
can predict the consequences, in terms of cost and carbon,
of any heater control setting and provide this information to
the home owner through a graphical user interface. Going
further, the smart controller is then able to fully optimise the
use of heating (using either a mixed integer solver or a com-
putationally efficient greedy heuristic). In doing so, it seeks
to provide the same level of comfort as a standard thermo-
stat operating at the same set-point temperature (evaluated
using a comfort model based on the ANSI/ASHRAE Stan-
dard 55-2010) whilst also minimising either cost or carbon
emissions.

Thus, in more detail, in this paper we make the following
contributions to the state of the art:

• We present two novel formalisms that uses Gaussian
processes (GP) to predict external temperature and
carbon intensity by exploiting (i) periodicities within
each single time-series, and (ii) correlations between
each time series and another time series (in this case,
the temperature at a nearby location and total elec-
tricity grid demand) for which a prediction is made
available by an outside agency (e.g. a local weather
centre and the grid operator). The first extends an ex-
isting multi-output GP model that has previously only
been used for regression [8], rather than the prediction
that we do here. The second uses one time-series to
represent the mean value of the second, and applies a
single-output GP to model the difference. We empir-
ically evaluate both and indicate their strengths and
weaknesses in our domain.

• We present a novel approach to optimising heating
whereby the smart controller models the comfort that
would result from using a thermostat (set to any par-
ticular set-point temperature) to control the heating,
and then, optimises heating to ensure the same com-
fort level, at minimum cost or carbon. We show that
this problem has quadratic constraints introduced by
the comfort model used, and integer constraints deter-
mined by the heater output. Thus, we present both a
mixed-integer quadratic program, and a computation-
ally efficient greedy heuristic, to solve it. We show that
the greedy heuristic finds solutions that are as com-
petitive as those of a commercial solver (IBM ILOG
CPLEX), but in less time.

• We combine these within our smart controller and em-
pirically evaluate it using real UK weather and elec-
tricity grid data from January 2010, and show our ap-
proach can predict the total cost and carbon emissions
over a day to within 9%, and show that over the month
it reduces cost and carbon emissions by 15%, and 9%,
respectively, compared to a conventional thermostat.

The remainder of this paper is organised as follows. In Sec-
tion 2 we present our model of the home and heating system.
In Section 3 we describe how the smart controller provides
real-time feedback, and in Section 4 we describe how it op-
timises heating use. We conclude in Section 5.

2. HOME THERMAL PROPERTIES
We consider a standard thermal model in which heat leaks
from the home (by thermal conduction and ventilation losses)
at a rate that is proportional to the temperature difference
between the air inside and outside of the home [3]. In more
detail, let φ ∈ R

+ be the thermal leakage rate of the house
measured in W/K. We divide the day into a set of discrete
time slots, t ∈ T , and denote the internal temperature of the
home at time t as T t

in ∈ R
+ and the external temperature

(in K) as T t
ext ∈ R

+.
We assume that the home is heated by an electric heat

pump, whose thermal output (in kW) is given by rh. We
denote oh ⊆ T as the set of time slots at which the heat
pump is actively producing heat, and also define the variable
ηt

on ∈ {0, 1} for every t ∈ T such that ηt
on = 1 if t ∈ oh and

0 otherwise. Given this, the amount of energy delivered (or
lost) from the home, ηt, in any time slot is given by:

η
t = η

t
onrh − φ

(

T
t
in − T

t
ext

)

+ ǫ
t (1)

where ǫt is Gaussian noise reflecting additional effects due
to the householder’s activities (e.g. opening or closing win-
dows, cooking, etc.). The internal temperature of the home
after this energy transfer is then given by:

T
t+1
in = T

t
in +

ηt∆t

cairmair

(2)

where ∆t is the duration of the time slot (in seconds), and
the heat capacity and the total mass of air in the home are
cair ∈ R

+ (in J/kg/K) and mair ∈ R
+ (in kg) respectively.

The heat pump is controlled by a timer and a thermo-
stat. We denote ot ⊆ T as the set of time slots at which
the heat pump is enabled (but not necessarily actively pro-
ducing heat), and we define the variable ηt

timer ∈ {0, 1} for
every t ∈ T such that ηt

timer = 1 if t ∈ ot and 0 otherwise.
The thermostat acts to keep the internal temperature of the
home at the thermostat set point, Tset, by applying the rule:

η
t
on =











0 T t−1
int > Tset + ∆T,

1 T t−1
int < Tset −∆T,

ηt−1
on otherwise.

(3)

for all t ∈ ot. Note that ∆T induces hysteresis such that the
thermostat does not continually cycle at the set point.

Finally, we consider the cost and carbon emissions of the
electricity that supplies the heater. We assume that the elec-
trical power of the heat pump is given by re (in kW). Note
that the heat energy produced by a heat pump is greater
than the electrical power used, such that, rh = COP × re,
where COP , the coefficient of performance, is typically be-
tween 2 and 4. Thus the total cost of electricity consumed
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over T is given by
∑

t∈oh
rep

t∆t, and the total carbon emis-

sions are given by
∑

t∈oh
rec

t∆t, where pt is the price (pence

per kWh), and ct is the carbon intensity (in gCO2/kWh),
of the electricity at time t.

3. REAL-TIME ENERGY FEEDBACK
Now, to provide real-time feedback to householders on the
cost and carbon emissions of their heating preferences, it
is not sufficient to simply provide instantaneous measure-
ments of the heater’s use, since this requires that the house-
holder extrapolate these figures to the end of the current
day. Rather, we require that our smart controller perform
this integration automatically, and to do so, it must under-
stand the thermal properties of the home (specifically, the
thermal output of the heater and the leakage rate of the
home), and also the environmental factors that effect the
cost and emissions (specifically, the external temperature
and the carbon intensity of the electricity grid). In the next
sections, we show how we can learn the former through a
simple regression process, and show how we can make pre-
diction of the later, over a 24 hour period, using Gaussian
processes.

3.1 Learning Thermal Properties
As described in Section 2, the thermal characteristics of the
home is dependent on the thermal output of the heater, the
leakage rate of the home, and a number of parameters such
as the thermal capacity and the mass of air inside the home.
Rather than attempting to estimate all these parameters,
the smart controller uses a thermal model, is just as expres-
sive, but which is denoted in terms of the air temperature
increase over a time slot, R ∈ R

+ (in K), due to the heater
and the decrease, Φ ∈ R

+ (unitless), due to leakage:

T
t+1

in = T
t

in +Rη
t
on − Φ

(

T
t

in − T
t
ext

)

(4)

Given historical observations (typically over the preceding
24 hours) of internal, T t

in, external, T t
ext, temperatures and

the times when the heater was providing heat, ηt
on, the smart

controller can predict the evolution of the internal temper-

ature over the same period (initialising at T
1

in = T 1
in). The

error in this prediction is given by:

∑

t∈T

(

T
t

in − T
t
in

)2

(5)

Thus, the best estimates of the heater output, R, and leak-
age rate, Φ, are then those that minimise this error.

3.2 Predicting Environmental Factors
We now turn to predicting the future values of the environ-
mental factors that affect the cost and carbon emissions of
the home (specifically, the external temperature and the car-
bon intensity of the electricity grid). To do so, we exploit
the fact that these two time series are likely to be corre-
lated with other time series for which we are able to retrieve
predictions over the internet. For example, we expect the
external temperature to be correlated to that of the local
weather forecast (but not necessarily identical to it due to
additional local factors in the immediate environment of the
home). Similarly, we observe that carbon intensity is of-
ten closely correlated with the total demand for electricity

within the grid, for which the grid operators provide accu-
rate predictions in real-time for the next 24 hours. Thus,
to predict these correlated time series, we present two novel
variations of the Gaussian process (GP): a multi-output GP
which explicitly parameterises the correlations between the
time series, and a difference GP where we model the differ-
ence between the normalised time series as a single-output
GP.

3.2.1 Gaussian Process Prediction:
A Gaussian process (GP) represents a function as a multi-
variate Gaussian distribution [9]. It is specified by a covari-
ance function k(t, t′), describing correlations between obser-
vations of the function at different times, and a mean func-
tion, µ(t), typically taken to be zero, that is the expected
value of function prior to seeing any training data. Within
the energy domain, Leith et. al used GP for electrical de-
mand forecasting, and shown that it consistently generates
significantly more accurate forecasts than comparative time
series models [5]. However their work addresses a single
time series only, unlike our case where we consider multiple
correlated time series.

Now, as discussed above, we have one main time series,
for which we have local historical observations, TM , (i.e. ex-
ternal temperature and carbon intensity), and another cor-
related time series, for which we again have historical ob-
servations, TC , and also a future prediction over the next
24 hours supplied by an outside agency, T ∗

C , (i.e. historical
temperature measurements and a 24 hour forecast at the
local weather centre, and historical observations of demand
and a 24 hour prediction from the grid operator). Our aim
is to predict the values of the main time series over the same
interval as T ∗

C , and we denote these prediction T ∗

M .

3.2.2 Multi-Output Gaussian Process:
We first apply a multi-output GP in which the cross-correlation
between the time series is explicitly represented as a hyper-
parameter [8]. To this end, we represent the correlation be-
tween two observations in either time series as the Hadamard
product of a covariance function over time alone and a co-
variance function over the time series labels:

k([l, t], [l′, t′]) , kL(l, l′)kT (t, t′) (6)

The covariance function over labels is simply given by:

kL(l, l′) ,

{

1 if l = l′,

ρ otherwise,

where kL(l, l′) is unity if both inputs are from the same time
series and where ρ is a hyperparameter that determined the
cross-correlation between the time series.

The temporal covariance function, kT , provides more flex-
ibility and is composed of a number of more basic covariance
functions. Our first choice is to use the standard squared ex-
ponential function, given by

kSE(t, t′) = σ
2
f exp

(

− (t− t′)2

2ℓ2

)

(7)

where σ2
f is the amplitude of the process and ℓ is the char-

acteristic length-scale that determines how rapidly the cor-
relation between outputs should decay as t and t′ diverge.
As the squared exponential implies a strong smoothness as-
sumption regarding the process, we also use the Matérn class

73



Table 1: Gaussian Process Covariance Functions

Quantity Method w Covariance Function, kT

Carbon
Intensity

Single-output 1 kSE + kP + kN

Multiple-output 2 kL · (kM + kSE · kP ) + kN

Difference 2 kSE + kSE · kP + kN

External
Temperature

Single-output 2 kSE + kSE · kP + kN

Multiple-output 2 kL · (kM + kSE · kP ) + kN

Difference 1 kSE + kSE · kP + kN

to represent processes with more erratic changes:

kM (t, t′) = σ
2
f

(

1 +

√
3(t− t′)

ℓ

)

exp

(

−
√

3(t− t′)

ℓ

)

(8)

Furthermore, since both the time series considered here ex-
hibit strong daily periodic patterns, we also use a squared
exponential periodic covariance function with unit periodic-
ity given by:

kP (t, t′) = σ
2
fexp

(

−sin2π(t− t′)

2ℓ2

)

(9)

Finally, we also consider the noise in measurements by ap-
plying an additive gaussian noise function given by:

kN (t, t′) = σ
2
nδt,t′ (10)

where δ is the Kronecker delta and σ2 represents the noise
variance.

3.2.3 Difference Gaussian Process:
In addition to the multi-output formalism presented above,
we also propose an alternative approach, whereby we use
a conventional single-output GP to predict the point-wise
difference between the normalised outputs of TM and TC ,
over the range of T ∗

C to recover T ∗

M , and then use the values
of T ∗

C to recover predictions of T ∗

M .

3.2.4 Empirical Evaluation:
We evaluate our GP formalisms by comparing them to a
number of benchmarks. For carbon intensity, we hypothe-
sise that the value of carbon intensity during any time slot
in the future will be equal to the value in that time slot, ex-
actly 1 day, and also 7 days, earlier (reflecting the 1 day and
7 day periodicity observed in the data). We also consider
a conventional single-output GP that does not take account
of the demand time series, and an approach that determines
the correlation between carbon intensity and demand by per-
forming a linear regression between the two, and uses this
linear relationship to directly convert a demand prediction
into a carbon intensity prediction. In the case of the exter-
nal temperature, we again consider a single-output GP, the
case any time slot is identical to the time slot 1 day earlier,
and when we use the online forecast directly.

To perform the evaluation, we use real external temper-
ature sensor data collected from the University of Southamp-
ton campus, and also observations and 24 forecasts of Southamp-
ton temperature available online through The Weather Chan-
nel (http://uk.weather.com/). We also make use of car-
bon intensity and demand observations from the UK grid
(for which, again, 24 hour predictions are available - see

Table 2: Prediction Accuracy

Quantity Method RMSE

Carbon
Intensity

(gCO2/kWh)

Single-output GP 32.9
Multi-output GP 22.3

Difference GP 20.1
Linear Regression 27.1

1-Day Repeat 37.7
7-Day Repeat 78.4

External
Temperature

(K)

Single-output GP 2.41
Multi-output GP 2.13

Difference GP 2.73
Weather Forecast 2.36

1-Day Repeat 3.04

http://www.bmreports.com). All data is at 30 minute in-
tervals, and we perform 31 sequential 24 hour predictions
over the entire month of January 2010.

We used Bayesian Monte Carlo to marginalise over the hy-
perparameters of the GP, and we note that the specification
of sensible initialisation values for this has not been actively
investigated. We employed a principled approach whereby
we investigated the autocorrelation properties of the time se-
ries under consideration. The knowledge of such correlations
also helped guide the choice of appropriate covariance struc-
ture. We set the history length for best performance based
on empirical observations, and Table 1 shows the covariance
functions, and the number of days of historical data, w, used
to generate the predictions in this section.

Our results, in terms of the root mean square error of
these predictions, are shown in Table 2. We note that the
multi-output GP significantly outperform our benchmark
approaches on both prediction tasks. This approach is able
to effectively exploit both the periodicities within each sin-
gle time series, and also correlations between them. We also
note the while the difference GP works very well in the case
of carbon intensity (providing the best predictions overall),
it performs less well on external temperature. When the
time series are strongly correlated, both approaches pro-
vide good predictions. However, when correlations are not
present (as is sometimes the case in the external temper-
ature time series) the difference GP has no mechanism to
compensate. In contrast, the multi-output GP can adjust
the hyperparameter that describes this correlation and per-
form well. Thus, the difference GP can be an effective ap-
proach, but must be used with care since it is not adaptive
to changing correlation.

3.3 Estimating Cost and Carbon Emissions
Now, given the external temperature and carbon intensity
time series predicted above, the thermal properties of the
home learned earlier, and the description of the thermostat,
the smart controller can predict the operation of the heater
over the course of the day, and hence predict the total cost
and carbon emissions that will result from any particular
thermostat setting. To evaluate these predictions we have
simulated a home and the smart controller installed within
it (see Figure 2). In doing so, we use leakage rate φ = 90
W/K and mair = 1205 Kg (corresponding to a small well-
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Figure 1: Comparison of Gaussian process predictions for (a) external temperature and (b) carbon intensity
using real data for January 2010.

insulated home), an electric heat pump with a thermal heat
output of 2.5kW and COP of 2.5, and used a standard value
of cair = 1000 J/Kg/K in the thermal model. We consider
a thermostat set point, Tset = 20 C, and we assume that
the heater is enabled (but not necessarily actively producing
heat) between 07:00 and 23:00 each day. Furthermore, we
consider a setting in which the price of electricity exhibits
a critical pricing period between 15:00 to 20:00 when the
price of electricity is £0.24 per kWh, a cheap overnight rate
between 20:00 and 06:00 of £0.08 per kWh, and a standard
rate of £0.12 per kWh at all other times.

Using the same data for January 2010, we predict the
cost and carbon emission for each day, comparing these to
the actual values as the true external temperature and car-
bon intensity is revealed. Over this period, the actual mean
daily heating cost is £1.59 and the root mean squared er-
ror in our predictions is £0.14, while the actual mean daily
carbon emissions are 5.99 kg and the root mean squared
error in our predictions is 0.54 kg (an error of 9% in both
cases). We observe that in both cases, the prediction errors
are less those achieved by simply using the current day as
a prediction for the next (in this case, £0.16 and 0.63 kg,
respectively). Crucially, our approach allows the effects of
changes to the thermostat set-point, or heater timing, to be
calculated since it explicitly models these variables. Further-
more, we note that the maximum error occurs at the very
start of the day; updating the predictions over the course of
the day will cause the predicted cost and carbon to converge
to the actual cost and carbon by the end of the day. Figure
2 shows this cost information being displayed on the smart
controller’s graphical user interface.

4. HOME ENERGY OPTMISATION
Having shown how our smart controller can predict the cost
and carbon emissions of the home’s heating system, we now
show how it can adapt to real-time cost and carbon inten-
sity signals, adjusting the timing of heater use in order to
satisfy the home owner’s preferences for comfort minimising

cost and carbon emissions. Our approach uses mathematical
programming to ensure that the smart controller delivers the
same level of comfort as a standard thermostat whilst also
minimising either cost or carbon. This is attractive since it
does not require the householder to explicitly trade-off be-
tween cost and comfort (or carbon and comfort), nor indeed,
even be aware of the underlying comfort model.

4.1 Evaluating Comfort
We use a standard model of comfort, based on the ANSI /
ASHRAE Standard 55-2010, that has previously been used
within the smart home environment [3]. To this end, we de-
note oc ⊆ T as the set of time slots at which the householder
requires comfort, and we define the instantaneous discom-
fort, ∆dt ∈ R

+, such that:

∆d
t =

{

ω1(τ
t
in − Topt)

φ1 T t
in ≥ Topt,

ω2(T
t
in − Topt)

φ2 T t
in < Topt

(11)

Then, the actual discomfort at time t is a combination of
the instantaneous discomforts at t and at t− 1, such that:

d
t = ∆d

t + γ∆d
t−1 (12)

where γ ∈ [0, 1] scales the effect of the previous time slot
on the current one (capturing the psychological persistence
of discomfort). The total discomfort over is the sum of the
discomfort at every t ∈ oc given by given by

∑

t∈oc
dt.

4.2 Optimising Heating
Given this comfort model, the smart controller can predict
the total discomfort that the thermostat will to deliver over
the day. We denote this as the target discomfort, Dtarget.
The aim of the smart controller is then to determine when
the heater should on in order that the total discomfort is less
than the target discomfort with the minimum cost or carbon
emissions. More formally, specifying ηt

on ∈ {0, 1}, ∀t ∈ T as
the decision variables, the objective function for cost and
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Figure 2: Simulation of the home, the smart con-
troller and its graphical user interface.

carbon respectively, is given by:

arg min
ηt

on

∑

t∈T

η
t
onrep

t∆t and arg min
ηt

on

∑

t∈T

η
t
onrec

t∆t

where the evolution of the internal temperature is described
by Equation 4, that of discomfort by Equations 11 and 12,
and the constraint that

∑

t∈oc
dt ≤ Dtarget.

4.2.1 Mixed-Integer Quadratic Programming:
Now, it is typical to consider that φ1 = φ2 = 2 within
Equation 11, and thus the objective function is quadratic.
In this case, the optimisation described above can be directly
implemented as a mixed-integer quadratic program, using a
standard solver, such as IBM ILOG CPLEX.

4.2.2 Greedy Heuristic Optimisation:
More generally, if φ1 6= φ2 6= 2, or if the computational
resources to implement a full mixed-integer quadratic solver
are not available on the hardware installed within the home,
we also present a greedy heuristic (see Algorithm 1) that
incrementally finds the individual time slot where switching
the heater on results in the largest reduction in discomfort,
for the minimum additional cost or carbon. This process
repeats until the total discomfort in equal to, or below, that
of the target discomfort.

4.3 Empirical Evaluation
We now compare the performance of the mixed-integer quadratic
solver and the greedy heuristic against thermostatic control
within the simulation setting previously described. For all
experiments, comfort is required between 8am and 11pm,
and we use values of ω1 = ω2 = 1, φ1 = φ2 = 2, γ = 0.8
and Topt = 23.5 ◦C in the comfort model. We consider time

Algorithm 1 Greedy Algorithm to Optimise Home Heating

while Dop > Dtarget do
index← 0; bestratio← 0
for j = 1 to |T | do

ηtest = ηop; ηj
test = 1

for t = 1 to |T | do
Compute T t

i , ∆dt
test and dt

test as per (4), (11) and
(12).

end for
Dtest =

∑

t∈oc
dt

test

∆D = Dop −Dtest;
if ∆dtest

pt
≤ bestratio then

bestratio = ∆dtest

∆p
; index← j

end if
end for
if index > 0 then

ηindex
op ← 1; Dop ← Dtest

end if
end while

slots that are 5 minute long, such that |T | = 288, we per-
form 31 sequential optimisations over the month of January
2010. We consider 5 minutes time slots (i.e. |T | = 288), and
thus, we limit the mixed-integer quadratic solver to 5 min-
utes of running time on a standard desktop PC (the greedy
heuristic runs in milliseconds).

Figure 3 show examples of the optimisation process. In
this case, using the MIQP optimisation routine to minimise
both cost and carbon. In both cases, we present the internal
temperature of the home when the heating is controlled by
both the standard thermostat and the smart controller. The
green shaded area represents the time interval over which
comfort is required, and the red shaded area represents when
the heating system is actually producing heat.

Consider Figure 3(a) where the smart controller is min-
imising cost. Note that the smart controller applies heat
before the peak pricing period, allowing the temperature
to increase, and then allows this heat to leak away over
this period. In contrast, the standard thermostat applies
heat uniformly across this period. Similarly, note that the
smart controller also exploits the low price of electricity be-
fore 06:00 and supplies heat even though it is not immedi-
ately required. In both cases, it is effectively storing cheap
electricity in the form of hot air, so that this stored energy
can be used when electricity is more expensive, and this
approach provides an alternative to the use of more costly
electrical storage batteries proposed by [11].

Figure 3(b) where the smart controller is minimising car-
bon. As before, we compare the internal temperature of the
home when the heating is controlled by both the standard
thermostat and the smart controller. Again the smart con-
troller applies more heat before the peak period when carbon
emissions would be the highest, allowing the temperature to
increase, and then allows this heat to leak away over this
period. In contrast, the standard thermostat again applies
heat uniformly across this period (indeed, the operation of
the thermostat is identical to the previous case). In addi-
tion, note that the smart controller also exploits the lower
carbon estimates before 06:00 and supplies heat even though
it is not immediately required.

Finally, in Table 3 we compare the total cost and car-
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Figure 3: Example showing the MIQP formulation optimising heating use to maintain comfort whilst (a)
minimising cost in a setting with a critical price period between 15:00 and 20:00, and (b) minimising carbon
emissions given the variable carbon intensity of the electricity grid.

.

bon emissions of both the MIQP and greedy heuristic over
the month of January 2010. Overall, the smart controller
reduces cost and carbon emissions by 15%, and 9%, re-
spectively, compared to a standard thermostat, and that
the greedy heuristic performs well, being within 1% of the
mixed-integer quadratic program (MIQP) solutions (at a
fraction of the computational cost).

5. CONCLUSIONS
In this paper, we addressed the challenge of adaptively con-
trolling a home heating system in order to minimise cost
and carbon emissions in response to real-time price and car-
bon intensity signals. We proposed a home energy manage-
ment agent, or smart controller, that operated on behalf of
the householder, and learned the thermal properties of the
home, used a Gaussian process model to predict the local en-
vironmental parameters, in order to both provide real-time
feedback concerning the cost and carbon emissions of their
heating preferences, and optimised their energy use. We

Table 3: Comparison of smart and thermostat con-
trol when optimising for cost and carbon emissions
for January 2010.

MIQP Greedy Thermostat

Cost (£) 42.44 42.81 50.37
Carbon (kg CO2) 174.60 174.90 191.48

showed, using real-world data and a simulated home, that
our approach could reduce cost and carbon emissions by up
to 15%, and 9%, respectively compared to using a standard
thermostat.

Our future work is focused on deploying the home energy
management agent described here within a number of real
homes in collaboration with our industrial partners. The
key challenges that we expect to face in doing so, are ensur-
ing that the relatively compuationally expensive prediction
and optimisation processes can be performed effectively on
the low power devices to be deployed, and to ensure that the
thermal model that we have developed is sufficiently repre-
sentative of a real house, such that it is able to accurate
costs and carbon emissions with the necessary accuracy.
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ABSTRACT
Commissioning ensures buildings deliver the performance
and energy savings promised by their design. Ongoing com-
missioning aims to fully automate the commissioning pro-
cess, providing periodic or even continuous monitoring, iden-
tification and possibly remedial actions ensuring persistence
in intended operation and performance . One of the ma-
jor research areas inongoing commissioning at the moment
is that of fault detection and diagnosis (FDD) of heating,
ventilating, and air conditioning (HVAC) systems. First
generation technology mainly focuses on detection of faults
in sensors and actuators with manual diagnosis and reme-
dial actions performed by system experts. In this paper,
we propose an information theory method to analyse the
information transfer between time series of the sensors and
actuators (or the agents) of a HVAC system. The informa-
tion transfer can help in the diagnosis of faults in the system
by automatically identifying the related agents that caused
the particular faults in another agent. We present some pre-
liminary results from the proposed method using real data
gathered from the a commercial office building in Newcastle,
Australia.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms, Experimentation

Keywords
information dynamics, transfer entropy, energy efficiency,
ongoing commissioning

1. INTRODUCTION
Literature on related building case studies suggest that

virtually all buildings have some sort of heating, ventila-
tion, and air conditioning (HVAC) operational problems,
and the vast majority of buildings are not carefully com-
missioned [2, 11]. With considerable potential to achieve
persistent energy savings at ‘negative’ cost, effective com-
missioning, post-occupancy evaluation, and fault detection
and diagnosis (FDD) procedures could provide the key to
immediate and significant emission cuts from the built en-
vironment.

We are interested in the problem of automating the FDD
process for office buildings. Fault detection and diagnos-
tics tools allows us to address many of the barriers to good
commissioning and maintenance practice and consequential
energy savings. Techniques from scientific disciplines such as
artificial intelligence and machine learning [5, 6] are emerg-
ing as viable approaches where rules-based techniques may
be less suitable.

Many current approaches focus on individual components,
while this gives good fault detection algorithms, it does not
allow for automatic fault diagnosis. In this paper, we exam-
ine the information transfer [8] between sensor and actuators
(agents) within a building HVAC system. Information trans-
fer is a recently published framework that characterises the
information dynamics of distributed computation in terms
of the elements of Turing universal computation. While in-
formation transfer is not a direct measure of causal effect [1,
7], it can be used for simple inference about causal relation-
ships between two sets of measured data within the HVAC
system. By knowing these relationships, we can then better
diagnose faults by looking at those in related systems.

We begin the paper with an overview of building commis-
sioning, HVAC systems and the continuous challenges in the
field in Section 2. Section 3 introduces the framework for
the information dynamics of distributed computation that
was used. The experimental setup and data is shown in
Section 4. We then present and discuss the results of in-
formation dynamics within the building energy sensors in
Section 5. Finally, we discuss some future direction of this
work and a conclusion.

2. ONGOING COMMISSIONING
The aim of commissioning new buildings is to ensure that

they deliver, and sometimes exceed, the performance and
energy savings promised by their design. When applied to
existing buildings, commissioning identifies the almost in-
evitable “drift” from where things should be and puts the
building back on course. Commissioning is a ‘stealth’ strat-
egy for saving energy and money and reducing greenhouse
gas emissions. Commissioning is also a risk-management
strategy that ensures the building owners get what they paid
for. [10]

Since each building is unique, the commissioning process
would also be different for each new building. Commission-
ing is performed at widely different levels of effort and ap-
plied to buildings as a whole or a specific sub-system/end-
use. Commissioning complements the energy efficiency prac-
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tices by ensuring and maintaining building energy perfor-
mance (and other benefits, such as indoor environmental
quality). On the same token, it can simply focus on sav-
ing energy by improving conventional building systems, ir-
respective of whether or not the building is equipped to be
particularly energy efficient.

In this paper, we focus on automated ongoing commis-
sioning of the HVAC systems. Ongoing commissioning is a
commissioning process that takes place in the building pe-
riodically. This is necessary since commissioning and retro-
commissioning fixes do not persist over time [4].

The process of ongoing commissioning has two major steps:
detection-diagnosis and repair. An automatic FDD system
for HVAC will identify uncalibrated or malfunctioning sen-
sors, valves, dampers and actuators; etc [4]. The repair step
can be automated for tasks such as recalibration, new con-
trol strategies, and new set-points; or manual for tasks such
as repair and re-installation of equipments. We are inter-
ested in the problem of automating the FDD process.

Fault detection and diagnosis are two separate processes.
Detection aims to find data that deviates from the ‘normal’
behaviour of a system, while diagnosis is required to deduce
the cause of the deviation. Automated FDD has become in-
creasingly important in science and technology, however, it
is a relatively recent discipline in building operation. Only
within the last decade or so has the field been researched.
A good review of the subject has been published by Katipa-
mula and Brambley [5, 6].

FDD in building can be applied at various levels: from
individual components such as heating coils, to specific sys-
tems such as the heating systems with all the components, to
to the entire building, taking into account all systems such
as heating, cooling, lighting, etc. Ideally, applications would
complement each other, however, the current situation is far
from achieving this goal.

Most FDD methods available now are designed and devel-
oped for individual components whose design and thermo-
dynamic behaviour are already know. Special FDD methods
are developed on the basis of individual faults. This detailed
knowledge of the system is typical of FDD at component
level and distinguishes it in principle from FDD operating
at system or building level [3].

One reason for most of the research up until now to fo-
cus on individual components is that at the macro level of
the entire building, most of the parameters are often not
known. An example of these parameters is the effects of the
occupants’ behaviour on energy consumption in a building.
At the moment, an accurate representation of the system or
of the individual faults is only possible to a limited extent.
Therefore, in more complex systems, fault analysis is often
carried out manually by an expert. In this paper, we aim
to use information theory to discover the relationships be-
tween various sensors and actuators within the HVAC sys-
tem, thus allowing the FDD to operate at a system level,
and ultimately, the building level. Knowing the relation-
ship between various sensor and actuator’s time series data
will also allow the FDD to diagnose faults quickly and au-
tonomously.

3. INFORMATION TRANSFER
Information theory [9] is an increasingly popular frame-

work for the study of complex systems. In part, this is
because complex systems can be viewed as distributed com-

puting systems, and information theory is a natural way to
study computation, e.g. [8]. Information theory is applica-
ble to any system, provided that one can define probability
distribution functions for its states. This is a particularly
important characteristic since it means that information-
theoretic insights can be directly compared across different
system types.

The fundamental quantity for information theory is the
(Shannon) entropy, which represents the uncertainty in a
sample x of a random variable X. Shannon Information [13]
was originally developed for reliable transmission of infor-
mation from a source X to a receiver Y over noisy commu-
nication channels. When dealing with outcomes of imperfect
probabilistic processes, it is useful to define the information
content of an outcome x, which has the probability P (x), as
− log2 P (x). Crucially, improbable outcomes convey more
information than probable outcomes. Given a probability
distribution P over the outcomes x ∈ X , the average Shan-
non information content of an outcome is determined by

H(X) = −
∑

x∈X
P (x) log2 P (x), (1)

Intuitively, Shannon information measures the amount of
freedom of choice (or the degree of randomness) contained
in the process — a process with many possible outcomes has
high entropy.

Transfer entropy (TE) [12], a measure to formulate the in-
formation transfer based on information theory, can be use-
ful in ongoing commissioning work. The information trans-
fer between a source and a destination agent is defined as the
information provided by the source about the destination’s
next state that was not contained in the past of the desti-
nation. While information transfer is not a direct measure
of causal effect [1, 7], it can be used for simple inference
about causal relationships between two sets of measured
data within the HVAC system. For example, if the tem-
perature within a zone is directly dependent on the speed of
the fan, then there should be a large amount of information
transferred from the fan speed to the temperature data.

Transfer entropy does not require a model of the inter-
action and is inherently non-linear. Transfer entropy ad-
dresses concerns that the mutual information, I(X; Y ) =
H(X)−H(X|Y ) = H(X) + H(Y )−H(X, Y ), as a de facto
measure of information transfer was a symmetric measure
of statically shared information. The transfer entropy from
a source agent Y to a destination agent X is the mutual
information between the previous state of the source yn and
the next state of the destination xn+1, conditioned on the

semi-infinite past of the destination x
(k)
n (as k → ∞ [8]):

TY →X = lim
k→∞

∑

un

p(un)log2

p(xn+1|x(k)
n , yn)

p(xn+1|x(k)
n )

, (2)

where un is the state transition tuple (xn+1, x
(k), yn),

TY →X(n, k) represents finite-k approximation.

4. EXPERIMENTAL SETUP
The data used for this paper was gathered at the Aus-

tralian Commonwealth Scientific and Research Organisa-
tion (CSIRO)’s Energy Centre in Newcastle, New South
Wales. The building was completed in 2003, with a total
air-conditioned area of 3320 m2 divided into 15+ zones on
4 levels. A HVAC zone is a group of adjacent offices and/or
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Figure 1: A example of the data used for the experiment, the days shown here represents a week from Sunday
1st to Sunday 8th.

spaces serviced by a common air-handling unit (AHU) or
air-terminal device. Air is delivered to each zone via under-
floor supply air plenums and floor air terminals. Return air
is circulated back to the plant rooms via high level grilles.
Space temperature control is provided through modulation
of supply air temperature and and fan speed. The HVAC
system accounts for approximately 57% of the total building
electrical load.

A number of measurements have been conducted to gather
historical data on Level 3 (East) office wing, in which three
AHUs (AHU 08, 09 and 10) service three adjacent HVAC
zones consisting of 18 offices and associated corridors. For
this paper, we used the data gathered for AHU-10 (which
services 8 adjacent offices) along with one set of data for
level 3. The sensors and actuators used were:

1. Level 3 East natural ventilation on/off,

2. AHU-10 fan power (W),

3. AHU-10 supply air temperature (◦C),

4. AHU-10 supply air relative humidity (%),

5. AHU-10 supply air pressure (Pa),

6. AHU-10 supply air fan speed (%),

7. AHU-10 supply air fan speed set point (%),

8. AHU-10 outside air damper (%),

9. AHU-10 hot water valve (%),

10. AHU-10 chilled water valve (%),

11. AHU-10 average zone temperature (◦C).

We took the data collected between 0900hr 8th Jan and
1150hr 9th Feb 2009, the data was sampled at 5 seconds
interval. It should be pointed out that this takes place in
the middle of Australian summer, thus the HVAC system
is mainly engaged to cool the building. Figure 1 shows a
portion of the data used, the dates here represents a week
in February.

5. RESULTS AND DISCUSSION
To calculate the transfer entropy between pairs of data

sets, we set the history size of k = 2. There are a total of
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Figure 2: Transfer entropy calculated for the data
sets described in Section 4. The rows represent the
destination agent, and the columns represent the
source.

approximated 336000 data points in each set of data, there-
fore we used a kernel width of 1 for kernel estimation with
a normalised kernel.

Figure 2 shows the resulting total transfer entropy be-
tween pairs of the data sets as described in Section 4. Each
row represents the destination agent of the transfer and each
column represents the source agent. For example, cell (2, 7)
represents the transfer entropy from data set 7 (which is
AHU-10 supply air (SA) fan speed set point) to data set 2
(which is AHU-10 fan power). The units of shown in the
image is bits.

One of the first feature to notice on Figure 2 is that it is
not symmetrical. This is to be expected, since the causal
relationship should be directional. So, while we expect the
supply air’s fan speed to affect the supply air temperature,
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we don’t expect the reverse. This was the reason that mutual
information isn’t used in determining the causal relationship
as it is unidirectional.

Another expected result that we see is that the diagonal
is zero, since we wouldn’t expect any transfer within one
data source. This does not mean that an agent’s past state
doesn’t affect it’s future, rather transfer entropy calculates
the information provided by a source about a destination’s
next state that was not contained in the past of the destina-
tion. Therefore, if a source is also the destination, then the

terms p(xn+1|x(k)
n , yn) and p(xn+1|x(k)

n ) in Equation 2 will
be equal, thus TE is zero.

The highest transfer entropy shown in Figure 2 is that in
cell (2, 7), indicating a positive transfer of information from
the SA fan speed set point to the fan power. This might
seem surprising at first since set points are usually constant
for a long time and do not change often. However, looking
closely at the data we have, we found that the set point in
our case does get altered regularly, presumably to cool the
building as outside temperature rose.

Of the other systems’ relationship with fan power, we see
that the water valves have very little transfer entropy, which
is reasonable. The average temperature of the zone also
doesn’t have much effect, due to the fact we are only mea-
suring one past step of the source agent, as it will take a
lot more than 5 seconds (which is the time interval used in
the data) for the average zone temperature to affect the fan
power.

The other time series that was affected by many others
was the SA pressure (row 5 in Figure 2. We can see from
the results that it was most notably affected by (in order of
transfer entropy value) fan power, average temperature of
the zone, SA fan speed set point, and whether the natural
ventilation of the floor was on or off which means whether
the air conditioning system was on or off.

There are some relationships in Figure 2 that were ex-
pected to appear but didn’t. For example we expect that
the position of the chilled water valve will affect some of the
time series such as the average zone temperature. This is
due to the fact that the data was gathered at 5 second in-
terval and we only used one step of the source agent’s data,
which would not be enough time for effects to be notice-
able. Another reason for these none-appearance is that the
data was not pre-processed before the TE calculations were
made. This is especially a problem for systems that are
turned off overnight, for example the fan power, as we see in
Figure 1. Therefore, when we calculated the total TE using
all the data, a lot of noise was introduced to the results, thus
covering up some of the features that could showed up.

6. CONCLUSIONS AND FUTURE WORK
In this paper, we measured the information transfer be-

tween time series data of various sensors and actuators in an
HVAC system. The amount of information transfer can be
used for simple inference about the causal relationship be-
tween two sets of data. This relationship can then be used to
allow us better diagnose faults detected within the system.

We found with our preliminary investigation that for most
pairs of time series, the measured information transfer pro-
vides a good indication of the causal relationship between
the two. However, we also found with other sets, the ex-
pected causal relationship were not present in the results.
There were two main reasons for those: firstly the data was

recorded at a 5 second interval, which is too little time for
expected effect to appear; secondly, as the data was not pre-
processed, some time series still has a lot of noise in the
data, which obscured the real features in the data. In future
works, we would like to look into having a longer history
length for the source agent’s time series; and pre-process
the data to eliminate the noise before calculating the trans-
fer entropy. We also aim to apply this method to similar
data from other buildings.
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ABSTRACT
An agent-based organizational model for a smart energy sys-
tem is introduced relying on a dynamic coalition formation
mechanism for virtual power station (VPS) creation. Fol-
lowing, for VPS maintenance a solution concept is proposed
that stems from the existent stability solutions in coalitional
games and is introduced in conjunction with a corresponding
algorithm, deployed in distributed environments populated
by negotiating agents. The algorithm is intended as an open-
ended organizational adaptation, concerned with achieving
stable configurations that meet the desired functionalities
within stochastic scenarios.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence Coherence and coordination, intelligent agents, mul-
tiagent systems

General Terms
Algorithms, Design

Keywords
virtual power stations, distributed generation, multi-agent
systems, coalition formation, emergent organization

1. INTRODUCTION
In recent years, there is an increasing interest in the inte-

gration of distributed, small-scale, renewable generation into
the power system. An efficient use of distributed energy re-
sources (DER) may increase the flexibility and the resilience
of the power system at distribution level. Furthermore, it
is possible to reduce the dependence from large-scale, non-
renewable, power plants and therefore to contribute to a
sensible reduction of CO2 emissions. According to the US
department of Energy, a 5% increase in grid’s efficiency is
equivalent to the fuel and CO2 emission of 53 million cars.

The potential allure of the multiagent system paradigm
(MAS) to the power industry has been extensively docu-
mented so far [1]. To this respect, several management sys-
tems have been proposed for the organization of micro-grids
[3]. A micro-grids is defined as a subsystem of the distri-
bution grid, formed by generation, storage and load device,
interconnected at the electrical and the informational level.
Micro-grids can be intended as a systemic approach to real-
ize the emerging potential of distributed generation.

Setting aside from this approach that aims at imposing an
architectural control, whether centralized or not, on already
predefined micro-grids, our vision is intended at proposing
a method for congregating the smart-grid actors to dynami-
cally approximate optimal micro-grid configurations. Thus,
the main concern is developing techniques aimed at estab-
lishing and adapting a suitable virtual organizational struc-
ture. The procedure is designed such that it develops on the
concept of integrating DERs in the form of virtual power
stations [5]. A virtual power station (VPS) is conceived as
a bundle of DERs that are connected through an informa-
tional infrastructure and act in a coordinated way as a single
entity. The challenging problem related to the implementa-
tion of the VPS concept is the distributed control of the
DERs, mainly due to the stochastic behaviour of the system
and the heterogeneity of the devices involved.

The aim of this work is modelling the coordination of vir-
tual power plants in the sense of coalitional games. Instead
of considering centralized architectures [4, 5], we claim that a
dynamic, bottom-up, approximation of optimal VPS config-
urations is more effective to ensure flexibility and robustness
to the system.

2. PROBLEM REPRESENTATION
The coalition games we aim to address in our approach

are the ones where the coalition formation problem is pro-
jected on an underlying network topology, given that the
cost for cooperation also plays a major role. This class of
games is primarily characterized by non-superadditivity, in
the sense that gains resultant from forming coalitions are
limited by the actual cost of coalition formation1 and co-
ordination, thus the grand coalition is seldom the optimal
structure. Furthermore, the coalitional game is subject to
the dynamism of the environment. The challenge is to de-
velop mechanisms that permit large number of autonomous
agents to collectively achieve a desired functionality by per-
manent adaptive dynamics.

In our scenario, we set to investigate the integration of
renewable energy resources to the grid in the form of virtual
power stations by means of aggregating the power generat-
ing potential of various devices in a novel way in the context
of MAS. As system designers, we choose to enable the au-
tonomous agents with the basic coordination primitives, and
leave to the agents to self-organize and coordinate as the sit-
uation may demand, in a fully distributed manner.

1The cost of forming a coalition can be perceived through
the negotiation process and information exchange which in-
cur costs.

85



We model the problem as a dynamic coalition formation
game with the following formalization:

Let M = �A, βi,S,Φ, v� be a multi-agent system where:

• A = {a1, a2, ..., an} represents the set of agents of a
given portion of the distribution grid. We assume that
each stakeholder that is connected to the grid is rep-
resented by a software agent that manages the corre-
sponding device (e.g., generators, storage devices, in-
telligent loads).

• βi is the forecast amount of electricity for the following
day associated with agent ai. If βi > 0, then agent ai is
a provider, whilst if βi < 0 then agent ai is a consumer
(or load). Let P ⊆ A denote the set of providers,
and L ⊆ A the set of consumers. In this work we
assume that an agent is either a provider or a load,
and therefore P ∪ L = A, P ∩ L = ∅. We will refer
onwards generically, to an agent belonging to set P as
PA, and to an agent belonging to set L as LA.

• S = {S1, S2, ..., Sm} is the set of coalitions that par-
tition the set A. We assume that all coalitions are
disjoint, and therefore:

m�

j=1

Sj = A, Sj ∩ Sk = ∅, ∀ j �= k

• Φ = {φ1, φ2, φ3} is a set of constraints that must hold
for every coalition. In this work, we enforce that the
number of members of each coalition does not exceed
a predefined value N, which corresponds to the safety
limit imposed by technological constraints (φ1). We
also want that each coalition is able to supply electric-
ity to all the loads, so as the energetic balance between
generation and consumption must be positive (φ2). Fi-
nally, each coalition must realise a desired generation
profile of electricity that would qualify them as VPS
(φ3). Formally:

φ1 : |Sj | ≤ N ∀j ∈ {1, ...,m}

φ2 :
�

ai∈Sj

βi > 0

φ3 :
�

ai∈Pj

βi = ψ

where Pj = P ∩ Sj , and ψ represents the desired ener-
getic profile that each coalition wants to achieve.

• v : S → R is a function that for every coalition of the
set S returns its utility value, representing a multi-
criterion evaluation of domain specific parameters.

The goal of the coordination problem is obtaining a parti-
tioning of A into a coalition structure S that complies with
the set of constraints Φ and at the same time maximises
the social welfare2 of the system, without jeopardizing the
functionality of any of the coalitions. We leave aside for now
what this trade-off implies and further develop on this issue
in Sections 5.
2For computing the social welfare of the system we mean
the typical interpretation of averaging over the utilities of
all coalitions.

3. COALITION FORMATION MECHANISM
Our proposed approach is intended as a decentralized and

dynamic method. Here coalition formation is achieved by
opportunistic aggregation of agents, while maximizing coali-
tional benefits by means of taking advantage of local re-
sources in the grid. It consists of three phases.

• Coalition initiation. To accomplishing this task we
have chosen a straightforward approach: the PAs whose
energy availability exceeds a predefined threshold value
are entitled of establishing themselves as VPS initia-
tors and will do so with a probability p inversly propor-
tional to the number of the agent’s PA uncommitted
neighbors that are also set to do so.

• Provider aggregation phase. This procedure dynami-
cally constructs the organizational structure via a ne-
gotiation mechanism, where proposals and requests are
handled opportunistically. The initiator PA assumes
the role of CA (coordinator agent) for the emergent
coalition. The mechanism proceeds in a Contract Net-
like fashion with the following steps: CAs send re-
quests to their neighboring PAs indicating the VPS
profile that they want to realize, in terms of scale
and energetic potential 3. Based upon these specifica-
tions PAs evaluate CAs’ offers and select the preferred
choice from their candidate set. Eventually, CAs re-
ceive offer responses and decide committing PAs.

The CA’s decision is based on calculating an associa-
tion coefficient that reflects the self-sufficiency of the
potential coalition i assuming the joining of actor j.
This is denoted as a linear combination of the parame-
ters that apply for this particular case study: security
measures (which implies computing contingency analy-
sis - Cj), transmission costs (Tj) and energetic balance
(Ej):

ϕi,j = w1 · Cj + w2 · Tj + w3 · Ej (1)

We note that the first two parameters (of negative val-
ues) are ought to give an indication of the network’s ca-
pability of avoiding line overloads and incurred trans-
mission costs. The former gives an indication of the
impact that the integration of the LA’s load would pro-
duce on the system’s buses in terms of the percentage
of capacity drop. By transmission costs we imply the
effect of the power loss in the course of transmission,
over the coalition’s total power, represented by this ra-
tio. The last parameter represents the percent increase
or decrease of the coalition’s energetic balance, given
the desired state of offer matching demand. Formu-
lating the association coefficient in this manner allows
placing more emphasis on the contingency and trans-
mission coefficients at the beginning of the aggregation
of actors, while the energetic balance gains more signif-
icance proportionally to the number of actors involved.
This is obviously a key aspect since one cannot expect
attaining a reasonable energetic balance at the very

3The constraints imposed on the coalition formation process
may vary according to the desired feature of the emerging
VPS.
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beginning of the coalition formation process. The util-
ity function of the coalition, v, represents the sum of
the association coefficients for the coalition members,
as shown in Equation 2.

v(Si) =
�

j∈Si

ϕi,j (2)

• Consumer aggregation phase.

Once the VPS energetic potential has been ensured,
the only remaining phase requires the aggregation of
LAs. This operates in a similar manner. LAs proceed
by submitting their forecasted demand to the CAs in
their proximity. For each such request, the CAs cal-
culate the corresponding association coefficient. Based
on this information, a proposal response is being awarded
to the most suitable LAs for joining the coalition, by
enclosing its corresponding association coefficient. LAs
will conclude the procedure by selecting the coalition
whose utility is mostly increased by their commitment.
The decision is unequivocally accepted by the CA since
it comes as a response to its precedent proposal and it
is exclusively addressed to the CA. The LAs’ prefer-
ence for acting in this sense is justified by the fact that
the utility of the coalition would have a direct effect
on its reliability.

To be noted that the decision of selecting the best can-
didate is carried without a complete representation of
the environment, but rather based on local and possi-
bly incomplete knowledge. This is the underlying rea-
son for the evolutionary nature of the algorithm that
iteratively approximates a solution through refinement
steps.

4. COALITION SELF-ADAPTATION
The second important issue we tackle regards the notion

of stability that the system is capable to achieve, given the
dynamism of the environment. Thus, the problem we are
facing in open organizations requires a modification of the
coalition structure due to the variations occurring within
the system. All actors submit on a daily basis their fore-
casted profile, which typically does not differ exceedingly
from their previous one. Nevertheless these cumulated vari-
ations would entail a reorganization of the coalitions for the
following forcasted period in order to assure enhanced co-
ordination at the coalition level. Therefore, consequent to
calculating the energetic balance of the coalition, it is to
be determined the actors that would qualify to be signed-
off, or the profile of the actors that would be eligible to be
signed-in to the coalition. The association network gener-
ated during the coalition formation process, revealing the
existing interdependencies within the coalition, plays a key
role at this stage. The weakest links signify the actors the
coalition is least dependent on, based on which agents are
to be proposed for being signed out of a coalition.

With these considerations in mind we seek a notion of
equilibrium that intrinsically provides an argumentation scheme,
which allows for a reorganization of the coalition structure.
Furthermore, the solution concept should reflect the decen-
tralization outlook of our scenario, while minimizing the
structural adaptations by providing a minimum set of inter-
action rules in order of attaining the desired stability prop-
erties amongst negotiating agents.

The solution we propose can be directly referenced to
game-theoretic approaches on issues of stability and nego-
tiation. For further considerations on notions of stability,
their strength, limitations and interrelations we refer the
reader to [2]. In our scenario, of utmost importance is the
agents’ capability to coordinate and reorganize into groups
or coalitions by transforming traditional game-theory criteri-
ons of stability towards operating in dynamic environments.
Moreover, we advocate for reorienting game-theory to ac-
comodate situations where coordination is a more natural
operational descriptor of the game rather than simply self-
interested settings. As it is emphasized in [2], an equivalent
formulation for solution concepts can be in interpreted in
terms of objections and counter-objections. More formally,
let x be an imputation in a coalition game with transfer-
able payoff( A, v), we define our argumentation scheme as
follows:

• (S, y) is an objection of coalition S to x against T if S
excludes i and e (S ∪ {i} , x) > e (S, y)

• coalition T counteracts to the objection of coalition S
against accepting player i if e (T ∪ {i} , y) /e (T, x) >
1+µ or e (T ∪ {i} , y)+e (S, y) > e (T, x)+e (S ∪ {i} , x)−
τ .

To correlate the game-theoretic terms introduced above
to our setting, we give the interpretation of these terms for
our scenario. Specifically, by imputation we mean the distri-
bution of utilities over the coalitions’ set, whereas the excess
e of each coalition represents the difference between its po-
tential maximum (see Section 2) and its current utility v

We reason that the excess criteria applied for solution con-
cepts such as the kernel and the nucleolus appears to be an
appropriate measure of the coalition’s efficiency, especially
in games where the primary concern lies rather in the perfor-
mance of the coalition itself. This basis further advocates
for argumentation settings where objections are raised by
coalitions and not by single players, such as the case of the
bargaining set or the kernel. The objection (S, y) may be
interpreted as an argument of coalition S for excluding i re-
sulting in imputation y where its excess is being decreased.
Our solution models situations where such objections cause
unstable outcomes only if coalition T to which the objec-
tion has been addressed fails to counterobject by asserting
that S ’s demand is not justified since T ’s excess under y
by accepting i would be larger than it was under x. Such
a response would have hold if we simply presumed players
to be self-interested and not mind the social welfare of the
system. If on the contrary, players are concerned with the
overall efficiency of the system, they would consider accept-
ing the greater sacrifice of y in comparison to x only if this
would account for an improvement of S that exceeds the
deterioration of T ’s performance by at least the margin τ .
Thus, τ is the threshhold gain required in order for justi-
fying the deviation, whereas µ represents S ’s tolerance to
suboptimal gains.

For applying this solution concept to our setting, we ad-
ditionally need to take into account the underlying topology
and thus restrain the inter-coalition argumentation to the
given network structure, representing a particularization of
the more generic outline presented herein. When multiple
objections are being adressed to one coalition, its decision of
considering one would be based on the criteria of maximiz-
ing parameter τ , while minimizing parameter µ. Also worth
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Figure 1: a) Social welfare of the system in num-

ber of steps. b) Histogram representation for the

utilities of the coalitions

reminding is that the procedure is ought to occur within the
domain dependent constraints, that impose maintaining the
profile of the coalition within certain limits (see Section 2).
Finally, we stress that the aim for our proposed scheme is
intended towards an open-ended organizational adaptation
concerned with achieving stable configurations in dynamic
environments where one-shot optimization procedure are un-
applicable.

5. EXPERIMENTAL RESULTS
To begin with, we first evaluate the performance of our

algorithm attained through the argumentation scheme in-
troduced. Given the cooperative scenario reflected by our
chosen solution concept we have set aside from the Pareto
optimal instance4 where self-interested agents agree to par-
ticipate in a trade if and only if the contract increases the
agent’s immediate payoff.

Figure 1(a) points out the average percent increase in so-
cial welfare, that the system manages to attain from an ini-
tial state to a stable one, achieved during the course of the
adaptation phase. A stable configuration of the system is
abruptly reached, meaning that the agreements realized ear-
lier improve the social welfare more than the ones performed
later. Furthermore, the solution applied is an anytime algo-
rithm that achieves a monotonic improvement of the global
(social) welfare of the system

Subsequently we perform a series of experiments to draw
more insight to the solution concept introduced. On one
hand, our negotiation scheme implies that deviations would
only occur if a certain minimum gain τ has been achieved.
On the other hand, the extent to which a coalition is willing
to decrease its efficiency in detriment of the gain in social
welfare is represented by a satisfactory parameter µ. This
represents in effect a percentage, which defines what an ac-
ceptable performance would be and how tolerant is one coali-
tion towards suboptimal performance. For our simulations
we chose an initial value of 0.4 and considered a homogenous
population of actors in the system. Although this does not
make the objective of our scenario, heterogeneity amongst
the actors involved may as well be introduced.

Following, we analyzed the implications of the dependency
on this parameter for a better understanding of its func-
tionality. Thus, we have analyzed the stationary states the
system falls into as a function of µ. For large values of µ,

4Represented in the graphs as the individualistic approach.

meaning that coalitions are willing to significantly decrease
their utility with respect to the improvement of the global
welfare of the system, we encountered an expected global
increase in utility, but a considerable variation in the alloca-
tion of utilities in the system. Figure 1(b) illustrates a his-
togram representation of the coalitions’ utilities discretised
in increasing order of their worth. It can be seen that a 20%
increase of µ reduced significantly the number of coalitions
operating at high efficiency denoted by the last column of the
histogram, while the number of coalitions operating at lower
levels of efficiency has been increased. The results empha-
sized that the best performance of the system was obtained
for values of µ in the vicinity of 0.2 . Somewhat surprisingly,
what the experiments show is that being willing to accept
lower efficiencies in the benefit of the global performance is
only advantageous to a certain extent. In actuality, there is
a trade-off to be taken into account. Although the overall
system utility increases, the ratio between the number of
coalitions with low utility and those with high utility is in-
creasing as well. So, for assesing the efficiency of the system
not only should we be interested in the global utility, but
also in having a uniform distribution of high utilities for the
majority of the coalitions.

Future work will further look to a greater extent at the
electrical features of the power system and incorporate in
a more factual form load-flow computation analyses, that
verifies for contingencies and maintains the system within
its operational limits.

6. CONCLUSIONS
As a proof of concept our work has introduced a dy-

namic coalition-based model deployed in distributed envi-
ronments of negotiating agents. The formation and adapta-
tion mechanism introduced perform an open-ended adapta-
tion of groups of organizational agents, converging towards
stable configurations. In particular, we have highlighted the
applicability of this approach through the design of a dis-
tributed adaptive scheme for the smart electricity grid.
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ABSTRACT
Driven by environmental concerns, there is an increase in
uncontrollable electricity generation from renewable energy
sources. To maintain the delicate balance between produc-
tion and consumption on the electricity grid, the amount of
expensive reserve capacities is increasing.

An intelligent electricity grid or Smart Grid will enable
the control of appliances at consumers’ homes to improve
grid balance. In particular, the control of PHEVs (plug-in
hybrid vehicles) will offer a large flexible reserve. The goal
of our research is to compare several solutions for controlling
PHEVs as a reserve capacity. This paper takes a first step by
controlling PHEVs with a multi-agent system as a primary
reserve capacity.

Simulations show that the multi-agent system is able to
control PHEVs as a primary reserve, charge them in time
and flatten the transformer load. To guarantee a constant
regulation power throughout the day, PHEVs require a grid
connection at work and the possibility of V2G (vehicle-to-
grid).

1. INTRODUCTION
In an intelligent electricity grid or Smart Grid, it becomes

possible to coordinate and control devices at a household
level to improve grid balance. One particular interesting
application is the coordination of plug-in hybrid electric ve-
hicles (PHEVs), hybrid electric vehicles that can be charged
through a simple grid connection. In the context of control-
ling a large fleet of PHEVs, two important challenges were
identified :
- Large scale and dynamic environment : research predicts
that in 2030, around 30% of all vehicles in Belgium will
be plug-in hybrid electric vehicles (PHEVs) [2]. Moreover,
PHEVs arrive and depart at varying times, which entails a
very dynamic environment.
- Multiple coordination objectives: many parties and objec-
tives can be identified in controlling a fleet of PHEVs. E.g
PHEVs want to charge their battery, the grid operators want
to limit the transformer load etc.

In this paper, the first results of a MAS for controlling
PHEVs as a reserve capacity are discussed and evaluated.
These results provide a basis for future research.

Cite as: Title, Author(s), Proc. of 10th Int. Conf. on Au-
tonomous Agents and Multiagent Systems (AAMAS 2011),
Yolum, Tumer, Stone and Sonenberg (eds.), May, 2–6, 2011, Taipei, Tai-
wan, pp. XXX–XXX.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

2. BACKGROUND:
PRIMARY RESERVE CAPACITY

The European grid has a constant net frequency of 50 Hz.
Deviations from this frequency are caused by imbalances
between production and consumption. A frequency above
50 Hz indicates a surplus, while a frequency below 50 Hz
indicates a shortage. Reserve capacities are connected to
the grid to maintain a stable frequency.

There are three types of reserve capacities available to
maintain frequency stability: primary, secondary and ter-
tiary reserves. While primary reserves quickly respond to
a frequency deviation with limited power, secondary and
tertiary reserves respond slower with more power. The de-
ployment of PHEVs as primary reserve has the largest po-
tential [3].

In case of a frequency deviation, the primary reserve is
activated first. The technical requirements of a system de-
ploying a primary reserve are determined in the Operational
Handbook of the ENTSO-E [4]. A summary of the most im-
portant requirements:
1. A frequency measurement device has to be available.
2. The primary reserve has to be equipped with an auto-
matic control system that reacts to frequency deviations by
activating the primary reserve.
3. The reaction time of the primary reserve is within a few
seconds of a frequency deviation. 50% of the primary re-
serve has to be deployed after 15 seconds, while 100% of the
reserve has to be deployed after 30 seconds and maintained
for at least 15 minutes.
4. The primary reserve has to be available for 24/7.

While (1) and (2) are purely functional requirements, (3)
and (4) are quality requirements. The preliminary evalua-
tion in this paper will be based on quality requirement (4).

3. A MULTI-AGENT SYSTEM FOR
MANAGING PHEVS AS PRIMARY
RESERVE CAPACITY

Based on the identified challenges, a decentralized MAS
approach is proposed. First, a schematic overview of the
MAS is discussed. Hereafter, the coordination mechanism
used by the agents to function as a primary reserve capacity
is explained.

3.1 Multi-agent system overview
The multi-agent system (figure 1) is based on our previous

work on demand-side management of PHEVs [5]. Each type
of agent has its own objectives: a PHEV agent charges its
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Figure 1: Schematic overview of the MAS.

battery in time and a transformer agent flattens the load
of its transformer. A fleet manager agent is added to the
original multi-agent system. The goal of this agent is to
manage the fleet of PHEVs as a primary reserve capacity.

3.2 Coordination of the multi-agent system
The coordination mechanism for managing a fleet of PHEVs

as a primary capacity reserve is an extension of the original
coordination mechanism for demand-side management [5].
This DSM coordination mechanism ensures PHEVs charge
in a way that flattens the load at each transformer.

The extended coordination mechanism adds two steps. In
the first step, each PHEV calculates their individual up and
down regulation power Ephev+ and Ephev−. The up (down)
regulation power indicates the possible decrease (increase) in
charging power of a PHEV. Next, these values are summed
up towards the fleet agent to Etotal+ and Etotal−.

In the second step, the fleet agent calculates the required
percentage p+ and p− of the total regulation power Etotal+

and Etotal−, based on the contracted regulation volume (equa-
tion 1 and 2). This percentage is broadcasted to all PHEV
agents to inform the agents about the percentage of their
individual up- and downregulation power that has to be de-
ployed. Consequently, PHEVs are now able to adapt their
charging power to frequency deviations.

Econtract+ = p+ ·Etotal+ = p+ ·(Ephev1++...+Ephevn+) (1)

Econtract− = p−·Etotal− = p−·(Ephev1−+...+Ephevn−) (2)

with 0 ≤ p+ ≤ 1 and 0 ≤ p− ≤ 1

4. EVALUATION
A fleet of PHEVs acting as a primary reserve was eval-

uated in a large scale simulation of a distribution grid of a
typical city in Belgium (17,775 PHEVs).

In the first part of the evaluation, the regulation potential
of the fleet was evaluated by observing Etotal+ and Etotal−
of the fleet during an entire day (figure 2). The PHEVs
didn’t adjust their charging power to the frequency in this
scenario, because this would affect the regulation potential.
Without V2G (providing electricity from the PHEVs to the
grid), down regulation power is very low. During the day,
both down and up regulation power are low, because PHEVs
are not connected to the grid.

In the second part of the evaluation, the PHEVs use p+

and p− for adjusting their charge power to the frequency.
As expected from the results of the potential analysis, V2G
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Figure 2: Up and down regulation power of the fleet
without V2G (a) and with V2G (b).

is essential for down regulation and PHEVs cannot comply
with the contracted volume during the day. Consequently,
a day-time connection to the grid (e.g at work) is essential.

5. CONCLUSION AND FUTURE WORK
In the future, the need for reserve capacities will rise due

to the increase in electricity generation from renewable en-
ergy resources. To identify the best solution for deploying
PHEVs as a primary reserve, different techniques have to be
compared. In this paper, we proposed a multi-agent solu-
tion and preliminary results which provide a basis for future
research. This research will consists of, but will not be lim-
ited to, the following aspects:

ECONOMIC INTEGRATION. To realistically coordi-
nate PHEVs as reserve capacity, economic objectives have
to be integrated. A fleet manager will optimize its profit and
mitigate its financial risks, while a PHEV owner will charge
at the lowest price.

PREDICTIONS. While the frequency is stochastic, de-
parture and arrival times of PHEVs can be predicted. From
this information, a fleet manager can make more informed
decisions to control PHEVs.

This research is conducted in coorporation with Linear, the
first project in Flanders that researches active demand man-
agement with real end-consumers on a large scale.
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