The Social Influence of Political Crowds in News Evaluation
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Social influence plays a major role in politics and online social media. In this study, we examine how the perceived political makeup of a crowd affects the strength of social influence in political news evaluation. Are liberals easily persuaded by opinions coming from a liberal crowd, while resisting the influence of conservative crowds? We designed a large-scale experiment (N=1,000) to investigate how politically-annotated social signals affect participants’ opinion formation. In times rife with misinformation and polarization, our findings are optimistic: social influence seems to be largely non-political. That is, liberals and conservatives were equally influenced by majority-Democrat and majority-Republican crowds when evaluating news claims. At the same time, we replicate the findings of earlier studies showing that people are inclined to discard content that is inconsistent with their political views. The observation that people have strong negative reactions to politically opposed content, but not to uncongenial social signals open avenues for the design of depolarizing social rating systems.

1 INTRODUCTION

Political polarization – the vast and growing disagreement on political values – has become a major concern in American politics and globally [8, 51]. Pew Research finds record levels of disagreement on questions of welfare, race, immigration and foreign policy in the U.S. in their 2017 report [16]. Increasingly negative attitudes towards out-party members [1, 32] may impair the functioning of democracy more broadly [2, 55].

There is a growing concern that social media sites could exacerbate political polarization [55]. The hypothesized underlying mechanism is differential exposure: the social clustering [19, 39, 57] that takes place when social networking sites help users connect with “people like them,” as well as recommendation algorithms that curate content a particular user would like to see, may lead to “echo chambers” or “filter bubbles” [43] in which individuals are largely exposed to conforming views. While it is evident that conservatives and liberals do consume different information online [12, 28], there is an ongoing debate whether social networking sites indeed expose individuals to overly conforming content compared to offline interactions and traditional media [7, 9, 11].

In this short paper, we explore an alternative cause of group polarization on social media sites: that social rating systems which aggregate opinions of political crowds may be polarizing in and of themselves. In other words, people may be impacted differently by social signals based on their political views. Given the pervasiveness of indicators of aggregated opinions on social media sites [22], it is important to investigate whether they may lead to polarized instead of wise crowds.

We know that group opinions exert both normative and informative influence over individuals[4, 23]. In addition, we may have estimates of the ideological composition of the group that created a social signal. For example, we know that the upvotes in the “r/resist” subreddit are coming from a liberal crowd, whereas comments under a Breitbart article...
represent a primarily conservative opinion. This knowledge of group ideology can help better evaluate a signal’s informativeness, but it may also interact with social influence in potentially polarizing ways:

(a) **Tribal influence**: Individuals might be overly influenced by social signals that come from their ideological group. A conservative may be moved by the upvotes in a conservative subreddit, but indifferent towards the ones she sees in a liberal subreddit. This hypothesis is supported by research suggesting that the effectiveness of social influence depends on identification [34] and perceived similarity [13, 52].

(b) **Selective influence**: Individuals may be overly influenced by social signals that affirm their pre-existing political views. A liberal may be influenced by a crowd supporting a Democrat-consistent claim, but ignore support for Republican-consistent claims. This hypothesis is supported by research motivated reasoning [35, 56], showing that individuals tend to discard information that would lead to cognitive dissonance [24].

(c) **Rational Influence**: Individuals may be influenced more by informative signals. For example, a majority-Democrat crowd rejecting a Democrat-consistent claim is more informative than the rejection of the same claim by a majority-Republican crowd. This behavior corresponds to the learning process of a rational Bayesian agent in a politically polarized environment.

Establishing whether social influence and political bias interact is a crucial step in understanding and addressing issues of political polarization on social media websites. To isolate the effect of social influence from effects of network homophily [50], we designed a large-scale experiment (N=1,000) where we test how the makeup of political crowds affects opinion formation. Specifically, we evaluate how politically-annotated social signals change whether participants believed a political news claim was true. We find that participants – as expected – tended to discard claims that did not align with their political views. However, they are reliably influenced by social signals independently of the political composition of the crowd providing these signals. We find no evidence of selective influence for either both liberals and conservative, and weak evidence for tribal-rational influence among liberals, who were more likely to change their evaluation when an informative signal came from a majority-Democrat crowd. Generally speaking, our results imply that the mechanism underlying social rating systems is less political than broadly believed.

We discuss how the finding that counter-attitudinal content, but not a social signal from an uncongenial crowd, evokes negative reactions opens avenues for the design of depolarizing social rating systems.

2 BACKGROUND

Our work connects three areas of prior research that we briefly touch on for this short paper: social influence, political bias, and rating systems.

Asch’s conformity experiments [4, 14] in the 1950s initiated an extensive field of research on social influence and group conformity [38]. People’s opinions are affected by those of their peers, as groups exert normative pressure and are a source information[23]. Most related to our study, researchers have found that similarity increases the strength of social influence [13, 34, 52] and that partisan groups may sustain themselves through social influence [25]. Pronin et al. have shown that in political debates, peer social influence may affect opinions more than policies’ actual content [46]. In cases where opinions are not well-formed, observing the choice of another person creates social defaults [31]. It must be noted that it is notoriously hard to separate social influence from homophily in real-world settings [50].

Researchers have also extensively studied biases in political thinking. We know that biased cognitive processes affect the way people process information through motivated reasoning [35]: individuals have various cognitive strategies to
be skeptical of information that may falsify their firmly held beliefs. Motivated reasoning is associated with attitude polarization [53, 56], especially for those with high levels of political sophistication [26]. For example, both liberals and conservatives believe the economy is improving when their party is in power, vice versa [10]. Individuals may avoid incongruent information in the first place due to the discomfort of cognitive dissonance [24]. Various studies have found that exposing individuals to politically misaligned views may even backfire [5, 42, 58]. This is particularly relevant in online environments where individuals have many different viewpoints to choose from [12, 28], and the tendency to stick with conforming content may be exacerbated through personalized content curation [43].

Researchers have explored the role of social rating systems on opinion formation. The “digitization of word of mouth” is a pervasive feature of websites [22]. It affects users’ opinions [21] and shapes the diffusion of user-generated content [6] in complex ways [47]. The fact that the feedback of the earlier users’ votes affects the behavior of those that follow [40] creates system dynamics with unpredictable and unequal outcomes [48]. Some of these dynamics may be explained through models of information cascades [3], although a signal-following heuristic may better explain behaviors than rational Bayesian updating [30]. Most related to our study, Deri et al. find that individuals may take arbitrary political sides on an issue based on the votes and political association of the first few users [36].

3 METHODS

We designed and executed an online experiment to quantify the effect of exposure to the aggregated opinion of a politically-annotated crowd on participants’ opinion of political news claims. We randomly assigned users to either a control group where they saw no social signal, or one of two treatment groups where they saw social signals from majority-Democrat or majority-Republican crowds. We showed participants different political news claims and asked them to tell us whether they thought they were true or false.

3.1 Hypotheses and preregistration

We formalize our research questions into a set of empirically testable hypotheses, drawing on types of influence mentioned in the introduction:

(H0) No influence: compared to a control condition, news evaluations do not change significantly when participants see a social rating.

Fig. 1. Hypotheses over how a social signal may affect participants’ opinions of a politically aligned claim.
(H1) Social influence: participants change their evaluations independently of the politics of the crowd or the news claim.

(H2) Tribal influence: participants change their evaluations more for if they politically identify with the crowd.

(H3) Selective influence: participants change their evaluations more if the social signal supports their pre-existing political views.

(H4) Rational influence: participants change their evaluations more for informative signals when the social signal supports a claim that does not align with the crowd’s politics.

An illustration of the hypothesized effects for a politically aligned claim is shown in Figure 1. For example, the second row of the figure shows that participants would change their evaluations when seeing signals from a congenial crowd, but not from an opposed crowd. We test these hypotheses separately for liberal and conservative participants. As the hypotheses are orthogonal, we should be able to estimate their relative effects through a linear model. We preregistered the full study, the analysis and hypotheses (with the exception of H3), available at http://aspredicted.org/blind.php?x=hx82az.

3.2 Experimental design

Our experiment imitated three typical elements of people’s online experience: a news claim rendered as a news headline without the actual article (element 1 in Figure 2); the aggregated opinion of prior users who have seen and rated the claim (element 3); and buttons to rate the claim as either true or false, similar to the upvote or like features on social media platforms (4). In addition, we displayed the political composition of the users who supposedly rated the headline prior to the participant (2). We varied both the politics of the headline (1) and the social signal (3) as part of our experimental manipulation. The composition of the crowd (2) was explained to the participant before the start of the study and did not change within-subject. The different elements appeared successively so that participants spent some time focusing on each.

We used a 2x3x2 mixed factorial design:

(1) **Headline politics (within-subjects):** Each participant rated 16 headlines. Four of these headlines were Democrat-consistent and four were Republican-consistent. The remaining eight claims were non-political decoy headlines designed to disguise the purpose of the study.

(2) **Crowd makeup treatment (between-subjects):** Participants were randomly assigned to either the control, the majority-Democrat or the majority-Republican group. While participants in the control group saw no social signal, participants in the treatment groups were made to believe that 96 people had rated the headline before them and 75 of them were either Democrats or Republicans. We chose a fixed population of 96 to have a meaningful social signal that allows for easy calculations.

(3) **Social signal treatment (within-subjects):** Participants in the treatment groups saw a social signal of those who had supposedly rated the headline before them. The social signal was manipulated to overwhelmingly (by a large majority, e.g. 72 versus 24) affirm two and overwhelmingly reject two Democrat- and Republican-consistent claims each. The social signal for the decoy headlines was more balanced to give a realistic impression of crowd deliberation.

Participants evaluated each claim by indicating whether they thought it was true or false. We allowed 20 seconds for each question and disabled the copying of headlines to prevent participants from looking them up. In addition, we conducted an attentiveness check at the beginning of the study and asked participants whether they had searched
online after completion. In the demographic section, participants indicated their gender, education, and age as well as their identification with political parties and ideologies.

3.3 News claim selection

The news headlines participants rated have been selected to (a) be representative of people’s ordinary news consumption; (b) contain factual claims; (c) support either U.S. Democrat or Republican views; (d) be difficult to identify as true. To collect these headlines, we identified the top four liberal and conservative online news websites using Alexa traffic rank data². We collected the 100 claims published by these organizations for every day between February 1st and 15th, 2019. From this initial pool of 10,660 headlines we computationally extracted the ones that were likely to contain a claim based on ClaimBuster scores [29], leaving 899 headlines. We then randomly sampled 40 headlines from each news organization, manually excluding headlines that did not contain a claim or were not related to U.S. politics. We asked workers (n=180) on Amazon Mechanical Turk to rate whether the remaining headlines aligned with U.S. Democrat or Republican views and whether they thought the claim in the headline was true. After dropping headlines that more than 75% of workers thought were true, we selected the 15 most pro-Democrat and the 15 most pro-Republican headlines for our study. In addition, we constructed a set of 12 decoy headlines that were shown to participants but were not part of the analysis. We collected ten non-political claims from the same sample, as well as two politically neutral false news claims from a prior study [45]. These easily discernible fake headlines served to assure workers that some of the headlines they were reviewing were indeed false. We randomized headline assignments for each participant. The full set of headlines is included in the project’s Open Science Repository (https://osf.io/anonymized/).

3.4 Participants

We recruited 1,000 participants through Amazon Mechanical Turk (AMT)\cite{15}. While not nationally representative, samples from AMT have been shown to reliably reproduce treatment effects in political research \cite{18, 20} and behavioral research \cite{37}. Recruitment was limited to U.S. participants of age 18+ with an approval rate of $\geq 98\%$. To counterbalance the over-representation of liberal-leaning workers on AMT, we posted part of our recruitment (n=250) as a task available for workers that identify as politically conservative only. Participants received compensation of $0.8 based on an estimated participation time of 4-5 minutes for a projected $10-12$ hourly wage. Participants were debriefed upon study completion, explained the purpose of the study and the deception involved, and given the option to withdraw. The study protocols were approved by the Institutional Review Board at the primary investigator’s university.

Our participant sample was politically balanced, with 47.8\% of our participants identifying as politically right or right-center. Participants on average were 39.8 years old, 53.7\% identified as female. We excluded participants who had failed an attentiveness check, participants who indicated they had searched for headlines on the web, and participants who rated all headlines as either true or false. We also deleted data of two participants who withdrew from the study, leaving us with a final sample of N=969 participants.

3.5 Open Science Repository

The full experimental data, analysis code and experiment preregistration are available at https://osf.io/anonymized/ and https://github.com/anonymized.

4 RESULTS

The results show that social influence is effective and primarily non-political (H1). They also provide some evidence for a combination of tribal (H2) and rational influence (H4). Figure 3 reports the aggregated evaluations of news headlines.
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Table 1. Estimated model coefficients predicting participants’ evaluations

|                                | OLS | OR  | OR 95% CI | Pr(>|z|) |
|--------------------------------|-----|-----|-----------|---------|
| 1: (Intercept)                 | 65.11 | 2.067 | [1.74, 2.46] | 0.001   |
| 2: Conservative participant    | 1.5 | 1.097 | [1.00, 1.21] | 0.06    |
| 3: Republican-consistent claim | -11.79 | 0.458 | [0.36, 0.59] | 0.001   |
| 4: Politically misaligned claim| -21.15 | 0.39 | [0.32, 0.46] | 0.001   |
| 5: Liberal : Social signal (H1) | 12.4 | 1.765 | [1.63, 1.91] | 0.001   |
| 6: Liberal : Social signal : Crowd alignment (H2) | 2.18 | 1.104 | [1.02, 1.19] | 0.01   |
| 7: Liberal : Social signal : Opportunity (H3) | -3.89 | 0.861 | [0.73, 1.02] | 0.08   |
| 8: Liberal : Social signal : Informativeness (H4) | 1.56 | 1.068 | [0.99, 1.15] | 0.09   |
| 9: Conservative : Social signal (H1) | 11.21 | 1.62 | [1.50, 1.75] | 0.001   |
| 10: Conservative : Social signal : Crowd alignment (H2) | -0.15 | 0.984 | [0.91, 1.06] | 0.68   |
| 11: Conservative : Social signal : Opportunity (H3) | -0.86 | 0.956 | [0.81, 1.10] | 0.60   |
| 12: Conservative : Social signal : Informativeness (H4) | 0.55 | 1.013 | [0.94, 1.10] | 0.74   |
| 13: σ                           | 2.104 | [1.84, 2.40] | 0.001   |

N = 7,643, P < .00001, χ² = 472.85, Log-likelihood = −4786.49

Significance codes: ‘∗∗∗’ p < 0.001, ‘∗∗’ p < 0.01, ‘∗’ p < 0.05

The top two rows show the responses we received from liberal, left-leaning participants; the bottom two rows represent conservative participants. For each group, the first row represents evaluations of Democrat-consistent claims and the second row represents evaluations of Republican-consistent claims. We group data column-wise by the treatment group and the social signal. The center column shows responses in the control group where participants did not see a social signal. In the two leftmost columns, participants saw a social signal that rejected that claim, while in the two rightmost columns, the signal supported the claim. For example, the top left bar shows that liberal participants thought a Democrat-consistent headline was true 45% of the time when a majority-Democrat crowd rejected it, compared to 65.9% evaluating the same headlines as true when they saw no social signal (top middle bar, in gray). If the same headlines were rejected by a majority Republican crowd instead, liberals thought they were true 51.8% of the time (second-from-left, in red).

Our analysis proceeds as follows: first, we test whether the treatment groups answered significantly differently from the respective control group. Next, we test if there was a relative difference in evaluations between treatment groups when the signal came from a majority-Republican crowd versus a majority-Democrat crowd. Finally, we estimate the contributions of the different hypothesized types of influence in our model.

We find that across all 16 combinations of treatments and politics, participants significantly changed their evaluations when seeing a social signal. We see the smallest change for liberals evaluating a Democrat-consistent claim rejected by a majority-Republican crowd (first row; 65.9% to 73.4%; +7.5%, OR=1.42, p<0.05) and the largest change for liberals evaluating a Democrat-consistent claim rejected by a majority-Democrat crowd (first row; 65.9% to 45%; -20.9%, OR=0.42, p<0.001). Thus, we can confidently reject the null hypothesis (H0) that the social signal had no effect.

Now we turn to the differences within treatment groups due to the political makeup of the crowd. The only notable effects we find here are marked with arrows in the figure: liberals were more likely to change their view when a majority-Democrat crowd either rejected a Democrat-consistent claim (first row; 45% compared to 51.8%; +6.78%, OR=1.31, p<0.1) or affirmed a Republican-consistent claim (second row; 52.1% compared to 43.9%; -8.18%, OR=0.72, p<0.01). Note that we report absolute effects to allow comparisons to the graph while the statistics reported are based on two logistic models that estimate the significance of relative changes; the model specifications are included in the preregistration.
For the final part of the analysis, we convert the social signal into a continuous variable: -1 for rejection, 0 for the control group, 1 for affirmation. We create three composite variables that correspond to our hypotheses: (5) Crowd alignment: Does the participant politically identify with the crowd? (6) Opportunity: Does the social signal support the participant’s prior beliefs? (7) Signal informativeness: Does the crowd vote against its own political agenda? We model hypotheses (H2) to (H4) through interactions terms of (5) to (7) and the social signal, and include effects of subject politics as well as claim politics. Note that since (H3) was not included in the preregistration, the model and following results should be considered exploratory.

The full model shown in Table 1. The baseline is a liberal participant evaluating a Democrat-consistent claim. We see that conservative participants did not evaluate headlines differently from liberal participants on average. However, the Republican-consistent headlines in our sample were overall less credible than the Democrat-consistent headlines. The largest change in evaluations is predicted by political misalignment with the claim: Participants were 21.5% less likely to rate a claim as true when it did not align with their political views (see line 4 in Table 1). For example, liberals believed Democrat-consistent claims 66% of the time, but Republican-consistent claims only 33% of the time in the control group, while only 12% of this difference is accounted for by 12% overall lower credibility of Republican-consistent headlines.

For both liberals and conservatives, we see an effect of social influence: the social signal raised or lowered their evaluations by about 12% compared to the control group, independently of crowd politics (line 5 and 9 in Table 1). In Figure 3, this corresponds to an average drop of ratings by 12% to the left and an average raise of 12% to the right of the control group (shown in grey). The model does not predict significant interactions between social influence and crowd politics for conservatives. However, the model is picking up on the differences between treatment groups for liberals we found in the analyses above, marked by arrows in the graph. In the model, they are accounted for as combination of tribal influence (H2, line 6 in Table 1) and rational influence (H4, line 8 in Table 1), corresponding to the observation that the social influence was about 8% stronger when liberals evaluate an informative signal from a majority-Democrat crowd. Finally, we see a hint of liberal selective influence in the model (H3, line 7 in Table 1), which may be due to floor and ceiling effects.

We calculated an observed power analysis for the model [27], finding that our experiment had 99.9% power at the level of main effects and one-way interactions; the power to detect two-way interactions was 40 to 70%.

5 DISCUSSION

Our results confirmed that people are highly polarized over political news claims in general. When participants saw a claim that did not align with their political views, they were 21% less likely to evaluate it as true, making political misalignment with a claim the principal predictor of disagreement. Such strong negative reactions to politically misaligned content have been observed in prior studies [28, 54] most recently showing that they affect news evaluations more than the source of the report [33].

At the same time, our study shows that individuals reliably respond to social influence even in polarized political settings. Both liberals and conservatives were highly influenced by the opinion of the crowd, regardless of its political makeup. They were about 12% more likely to evaluate a claim as true if the crowd supported it, and 12% less likely if the crowd rejected it. The robust appearance of both basic trends shows that our manipulation was effective. Our results indicate that the effect of social influence was largely independent of whether the participant identified with the crowd, or the social signal supported her political views, lending support to the idea of social influence as a non-political mechanism (H1). Indeed, conservatives in particular did not react to the political composition of the crowd in any notable way.
Liberals changed their opinions about 8% more for “informative” (in other words, unusual) signals from congenial crowds, that is, if a majority-Democrat crowd either rejected a Democrat-consistent claim or affirmed a Republican-consistent one. This observation suggests a tentative “tribal-rational” hypothesis: liberals were more influenced by informative social signals (H4), but only when the signals came from a majority-Democrat crowd (H2). We note that we did not see similar behavior by conservatives, raising the question of whether conservatives did not trust majority-Republican crowds or whether they did not reason about social signals the same way liberals did.

Our results indicate that motivated reasoning and cognitive dissonance reduction do not affect the influence of social signals. We found no support for selective influence (H3), where social influence would be stronger if a claim affirms pre-existing political views. Further, we also see no evidence of backfire effects.

5.1 Implications

Taken together, the findings of our study show that people have strong negative reactions to politically misaligned content, but not to social signals. This comparative “political blindness” of social influence is surprising and may open avenues for the design of depolarizing social signals.

Past attempts at reducing polarization by exposing people to a more balanced set of views have had mixed success due to the negative reactions evoked by politically misaligned content [5, 42, 58]. If individuals do not react to the social signals politically, we might be able to reduce polarization by exposing them to more balanced social ratings instead of balanced content. The challenge with today’s rating systems is that due to the political clustering on social media sites [19, 39, 57], the aggregate opinions individuals see primarily come from politically congenial crowds. In this way, social influence and network homophily may reinforce each other [36, 40].

Given the “political blindness” of social influence established in this study, it may be possible to reduce political polarization on social media sites by “debiasing” social ratings. Techniques such as inverse probability weighting or methods developed to train recommender systems on biased data [49] may help create more balanced signals without overly exposing individuals to politically misaligned content. If people do not selective ignore debiased signals, this will lead to depolarization or at least not reinforce political clustering on social media sites. Debiasing social signals may be particularly relevant for crowdsourcing systems that evaluate political content [44]. The negative reactions to politically misaligned content make it hard to reach crowd agreement in political settings and produce results that are highly path-and crowd-dependent [36]. Through debiasing social ratings, one might be able to restore some “crowd wisdom.”

5.2 Limitations

Our study has several important limitations. First, while our controlled environment supports the internal validity of our findings, our ecological validity may be more limited. In particular, we equally exposed participants to crowds that affirmed and rejected a social signal. While this manipulation isolated the effect of social influence from homophily, it does not represent people’s experiences on social media sites. Second, expressive responding [33] or even demand characteristics [41] could be affecting our results, with participants providing answers that are not their true beliefs. However, we have analyzed the results separately for the subset of more politically extreme participants, which would be expected to be more prone to these biases, and found no shift in our results. Third, all claims in our study were real (and true) news headlines from relatively mainstream media sources. Our findings need to be extended to evaluating misinformation and to scenarios beyond news evaluation. Finally, we have exposed people to claims and signals only once and asked for their immediate evaluations. Our results do not allow inferences about cases of multiple or complex exposures [17] and their long-term effects.
6 CONCLUSION

We performed a novel online experiment to evaluate how social signals from a political crowd affect people’s evaluations of political news claims. We find that while individuals tend to discard news claims that do not align with their political views, they were influenced by the social signal of the crowd independently of the crowd’s political makeup or whether the signal supported their pre-existing views. While limited in ecological validity, our study and its potential future extensions may open up avenues for the design of depolarizing social rating systems.
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