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ABSTRACT
Memorable function and variable names are useful for developers:
they reduce the need to re-check how objects are named when
one wants to use them, and they enhance comprehension when
encountered when reading code. We look at the possible interplay
between the information contained in names and how memorable
they are.We show in two independent experiments involving a total
of 190 subjects that informative names are usually easier to recollect
than similar-length names which contain less focused information.
Interestingly, we find that less-experienced and female participants
are better at remembering the less informative names. We also
find that short names, which are not just abbreviated but actually
contain less information, are significantly more memorable. Hence
a good choice would be to use the the shortest name that includes
the most focused and pertinent information.

CCS CONCEPTS
• General and reference → Experimentation; • Software and
its engineering→ Software organization and properties.

KEYWORDS
Variable names, function names, name recollection, code compre-
hension
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1 INTRODUCTION
Program comprehension is the dominant activity performed by
software developers: two recent studies have found that developers
spend no less than 58% and 70% of their time on average on com-
prehension, and only some 5% actually editing [30, 43]. And names
are the most important facilitators of comprehension — without
them it is very hard to create a picture of what the code does [35].
Moreover, in large open source projects about a third of the tokens
are identifiers, and they account for about two thirds of the charac-
ters in the source code [13]. These statistics explain why so much
emphasis is placed on using meaningful names for variables, data
structures, and functions.

However, it is hard to pin down exactly what makes names
“meaningful”, and how this can be measured. While there has been
significant work on this issue (see Related Work below), our focus
is on the possible interplay between information content and mem-
orability. Studies of what developers do in practice indicate that
names are becoming longer over the years [19, 24]. But this may
involve an implicit tradeoff:

• Names are important for understanding. Longer names,
which contain more relevant information and present it in a
more readable form can be expected to promote the under-
standability of code [37].

• Working memory is limited [12], so longer names may be
harder to remember. This means that developers will need
to check the names of objects they use, which may cause
reduced productivity. It has therefore been suggested that
good names should have limited length [9].

However, suggested approaches to creating good names seem to
place a premium on understanding, and do not consider length as
a constraint [11, 17].

Note that the actual information content of names can be changed
in two ways:

• By adding or removing words, which reflects the selection
of concepts to include in the name [17].

• By using focused or more general words, which reflects the
decision of how to represent these concepts [13].

This allows us to directly study the tradeoff alluded to above, and
investigate whether using a long and detailed name will help devel-
opers remember the name and recall it when needed, or perhaps this
is counterproductive and the extra words in long names actually
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make such names harder to recall. We do this with two independent
controlled experiments, which adds to the validity of the results.
The experiments required subjects to recall names they had seen
before, under experimental treatments that differ in the choice of
words and in one experiment also in their number. The results indi-
cate that focused and informative names tend to be remembered
better than similar names with more general words, but shorter
names with fewer words are much easier to recall.

In summary, the contributions of this paper are:

(1) To identify a distinction between name length and informa-
tion content;

(2) To show that among similar-length names, those with more
focused information tend to be more memorable;

(3) To show that short variable names are significantly more
memorable despite having a lower information content;

(4) To suggest that comparison metrics used in name recollec-
tion studies should discount word order changes.

2 RELATEDWORK
A large amount of research recognizes the importance of names for
conveyingmeaning and enabling code comprehension. For example,
method names have been evaluated based on their consistency with
what the methods actually do [1, 27]. For variables, the equivalent
approach is to look for inconsistencies between their definition
and use [3, 14]. The renaming of variables has also been studied
[4, 33]. If the developers of the software take the trouble to refactor
the names, it means that they thought that the names were not as
good as they can be. Analyzing the names can then shed light on
what the differences mean. There has also been significant work on
the structure of names, meaning their composition and the parts
of speech used in them, as well as the metaphors they represent
[8, 10, 26, 31].

Of special relevance to our work are studies concerned with
the length of names and whether this affects comprehension. As
in our work, the underlying hypothesis is usually that longer and
more detailed names convey more information, and therefore aid
comprehension; however, they may also cause clutter and take
longer to read, which may have detrimental effects. Several studies
have considered the use of abbreviations as a compromise which
attempts to convey information but keep it short [6, 18, 22, 23, 36,
41]. In many cases the results were that there was no meaningful
effect, but in some it was found that full words indeed lead to better
understanding. However, it is hard to compare the different studies,
as they use diverse conditions.

A few studies have specifically considered what factors affect the
ability to remember names. Lawrie at el. used name recall as an addi-
tional metric for the effect of abbreviations [23]. The results indicate
that well-chosen abbreviationsmay be preferable in some situations,
as they are easier to remember. Single-letter names, on the other
hand, were found to be less memorable despite being the shortest.
Binkley et al. also consider the effect of limits on short-term mem-
ory [9]. However, their experimental materials are based on chained
method calls (e.g. Thread.currentThread().getName().substring(3)),
and their references to length refer to the lengths of the chains,
not the individual named components. While technically the whole
chain indeed identifies the final method being called, we feel that

it is wrong to call it “the method’s name”. And when studying
how well components of such chains are remembered, noting the
dependence on the length of the chain rather than the length of
the component itself shifts the focus from the name to the context
in which it is embedded. Jones provides an especially extensive
discussion of names in his commentary on the C language standard,
and includes memorability as one of the most important features
[21]. Uniquely, this is discussed in relation to natural language and
cognitive processes, including for example being pronounceable.

Note that remembering names is not necessarily the same as
learning information. In Bloom’s taxonomy of educational objec-
tives, “knowledge”—namely being able to recall facts—is the lowest
level. “Comprehension”, which reflects actual understanding, is
the next level up. But in the case of variables we are concerned
with remembering names as labels for code entities (variables and
functions). This is closer to the “recognize” activity in the adapted
taxonomy used by Oliveira et al. [32]. However, Oliveira et al. actu-
ally mean a mastery of the vocabulary of the domain, e.g. being able
to identify and name an algorithm, not the vocabulary in which the
code is expressed, like variable names. Such names are not learned
per se; they are a tool.

An alternative view on the relation between comprehension
and memory is that remembering reflects comprehension. The jus-
tification for this view is the seminal work of Simon and Chase,
who showed that expert chess players can easily memorize mean-
ingful chess positions, but are not good at memorizing random
placements of chess pieces [40]. Some software engineering stud-
ies (from around 40 years ago) therefore also used the ability to
memorize and recite a program as a metric for the code’s compre-
hensibility [28, 29, 38, 39]. However, this refers to complete sections
of code and not only to names.

3 RESEARCH QUESTIONS
The overarching research question we are concerned with is what
makes names good, and what exactly do we mean when we talk
about “meaningful names”. In this paper we focus on a more con-
crete question which is what makes names memorable. In this
context, our experiments were designed to answer the following
research questions:

(1) Are names containing more relevant information more mem-
orable?

(2) Are shorter names more memorable?
(3) Does name recollection depend on demographic factors such

as sex and experience?
These questions are applied to the specific cases of variables’ and/or
functions’ names.

4 METHODOLOGICAL CONSIDERATIONS
We start by noting some general methodological considerations.
The specific design of each experiment is discussed below in the
context of that experiment.

4.1 Experimental Materials
Variable and function names are elements of code. There are many
considerations regarding the code to use in experiments [16]. We
selected functions that are self-contained and reasonable, in the
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sense that they do not perform some contrived operation that is
useful only as a programming exercise. Likewise we made an effort
to use reasonable names that could occur in real code.

As indicated in our research questions, we are interested in the
interplay between two attributes of names, and how they affect
developers’ ability to recollect these names. These attributes are

• The length of the names. Names in computer programs tend
to be composed of multiple words. Obviously, the longer the
name the more you need to remember.

• The information content of the names. It has been conjec-
tured that meaningful names (that is, names that accurately
reflect their role in the context of the code) are easier to
remember.

The question is how to distinguish between these two effects in
experiments. Our approach has two parts. The first, used in both
experiments, is to compare pairs of long names of similar length
which differ in their information content: one contains focused
semantic information, while the other is more general and therefore
not as informative. In this our discrimination is less extreme than
that used by Binkley et al., who used names either tied to the domain
or completely general names with no specific ties [9]. The second
part of the approach, used in only one experiment, was to also
compare with short names. Importantly, the short names are not
derived by abbreviating the words in the long names, but rather by
dropping or replacing words. As a result the short names do not
just change how information is represented, but explicitly contain
less information. If they are found to be more memorable this may
imply that adding information and making names longer is not a
good way to make them more memorable.

Note that we avoid completely meaningless or irrelevant names,
as those may create a standout effect. For example, if we used the
name small_pink_elephant as an alternative to a 3-word infor-
mative name, this would be so strange as to be very memorable.
Instead, we attempt to use reasonable names, just not focused on
the concrete semantics. In addition, we require subjects to recall
the names rather than giving them multiple choice questions. This
avoids the need to invent alternative wrong answers which might
be too transparent. For example, in Binkley et al.’s landmark pa-
per on naming style, the alternatives to the name start_time were
smart_time, start_mime, and start_tom [7]. These served to limit
the difference to the beginning, middle, or end of the name, but
suffered from the confounding factor of being nonsense names.
Subjects could then pick start_time not because they remembered
it but because it was the only one that made sense.

4.2 Name Similarity Metric
Our experiments are concerned with recalling names. So the de-
pendent variable we need to measure is the degree of similarity
between the original name and the name as recalled by the experi-
mental subjects. This is better than using multiple choice questions,
where the experimental result is only a right/wrong bit with no
indication of degree of recollection, and there is a risk of reminding
the subjects of the names.

The most commonly used metric for name similarity, which we
also use in experiment 2, is the Levenshtein distance [25]. This is an
edit-distance metric, which counts the number of single-character

Table 1: Comparison of experiments

Factor Experiment 1 Experiment 2
Language Python C++
Naming style under_score camelCase
Named objects functions variables
Total functions 5 3
Names to remember 5 6 (2 each)
Number of treatments 2 3
Buffer before recall unrelated text and 2 comprehension

question questions
Recall test from description cloze test
Recall metric Ratcliff-Obershelp edit distance
Compared treatments between subjects within subjects

add, delete, or change operations that need to be performed to
change one name into the other. It provides a crisp mathematical
definition of the distance between two names which is intuitive
and easy to understand.

However, the Levenshtein distance does not necessarily reflect
the distance between the names as perceived by human developers.
For example, some letters are often confused, while others are
very distinct. As a result switching among similar letters can go
unnoticed (e.g. simple vs. sinple), but switching among distinct
letters would be immediately identified as wrong (e.g. complex
vs. compfex). As a possible alternative, we use the default pattern
matching algorithm in Python in experiment 1. This is based on the
Ratcliff-Obershelp algorithm, which was designed in the context of
educational software to be “forgiving and understanding of simple
typing mistakes, and allow intelligent responses to erroneous input”
[34]. Its score is the relative length of the longest subsequence of
identical letters, starting with the longest contiguous subsequence
and continuing recursively. However, as there can be more than
one such subsequence with the same length, the result depends on
the order of the input strings, namely which is first and which is
second1. To counter this, we use the maximum of both orders.

Another issue is related to the fact that long names are composed
of multiple words. One of our findings was that a common form of
mistakes in recalling names was to remember the words but change
the order in which they appear. For example, if a subject writes the
name numElemDiff when the correct name was numDiffElem, the
edit distance is 8 (delete 4 letters and re-insert them at a different
location), as if only 3 of 11 letters were right. This seems excessively
harsh, and we think such an answer should count as “almost right”.
To accommodate this, we reorder the words manually to the correct
order, to see what difference this makes.

4.3 Independent experiments
An important aspect of our methodology is the use of two indepen-
dent experiments. These experiments were designed and conducted
by separate groups of students, working in different contexts, with
no interactions or knowledge of each other. This led to multiple
methodological differences, as detailed in Table 1. Thus the second

1As explained in https://stackoverflow.com/questions/35517353/how-does-pythons-
sequencematcher-work.
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experiment is not a reproduction of the first one, but rather can be
considered a corroborative experiment [15].

The fact that the two groups came up with similar frameworks,
used diverse methodologies, and obtained similar results, strength-
ens our belief in these results. For example, they decided to use dif-
ferent metrics for the quality of the recall: one group used Python’s
default pattern matching library, and the other used Levenshtein’s
edit distance. We could discuss the differences between these ap-
proaches and what effect they may or may not have. But if the
results turn out to be similar, we can simply say that apparently it
does not matter very much which metric we use, because the final
results are similar. This removes the threat to validity incumbent
in relying on a single metric.

However, the differences also mean that the experiments are not
directly comparable to each other. For example, this is why results
for some of the factors, notably the comparison with short names,
come from only one of the experiments.

5 EXPERIMENT 1
In this experiment subjects were presented with 5 functions. They
were then distracted by a short text, and then asked to recall the
function names.

5.1 Function Selection
As our goal in this project is not to assess comprehension itself,
we aimed to make the functions’ purpose relatively easy to com-
prehend without requiring additional context. In this experiment
we decided to use implementations of various algorithms from a
Python algorithms collection on GitHub2. However, we did not
want study participants to be able to use auxiliary knowledge of
the common names for canonical well-known functions (e.g. bi-
nary_search). Therefore we did not choose functions that are well
known, but more unusual algorithms with no conventional naming
schemes. Additional criteria were that the functions would not be
too long, and also that they do not use esoteric external packages,
again so that understanding them would not be too challenging.

The functions we chose are listed in Table 2. All the participants
were presented with the same 5 functions.

5.2 Choosing Functions Names
In this experiment we needed to give each function two alternative
names of similar length. The more informative names were selected
as one would write in real life — fully related to the function’s goal,
descriptive, possibly with some common abbreviations (e.g. “diff”
instead of “difference”). As for the alternative names, we performed
two pilots before we were satisfied with the results. Our first at-
tempt used completely meaningless names, such as my_function
and do_something. In the pilot we found that these names stand
out on the background of the code and look suspicious, in that
they are obviously not names anyone would use. Our second at-
tempt was therefore to reduce the information in the names by
using only the single main concept out of the informative names:
name the function multiply instead of multiply_digits, diff instead
of sum_square_diff, and so on. However, the results were near
perfect recollection, and we realized that these names introduce a
2https://github.com/TheAlgorithms/Python

confounding factor which might influence memorability, in that
they are much shorter. So for the final version we took the good
names and stripped them of important information by replacing
specific words with more ambiguous words, for example replacing
“count” with “process”. As a result of this methodology the length
of each function’s name stayed approximately the same, but the
relation to the function’s intent was less obvious.

The final informative and more general names we chose for
each function are shown in Table 2. In retrospect, some answers
we received in the experiment provide testimony that our choices
were reasonable. For example, in one case the informative name
sum_square_diff was mis-remembered as calc_square_diff, and
in another as square_sum_alg. In both cases the participants had
unknowingly used the same more general words we had used in
the other version of the function name, which was calc_diff_alg.

In the interest of uniformity we created two separate versions of
the experiment: one in which all the function names are informative,
and another in which all the function names are not indicative of
the function’s intent. We are interested in the difference in accuracy
of recalling functions’ names between these two variants. This is
therefore a between-subjects comparison. All function names were
fully compliant to programming conventions in Python (PEP8),
with lowercase letters, words separated by underscores, etc.

5.3 Experiment Execution
The experiment was executed using the Google Forms platform. It
consisted of four parts:

(1) An explanation of the experiment, ending with an explicit
consent question. This was followed by demographic ques-
tions about age, gender, and experience.

(2) Presentation of five different functions. As mentioned above,
we have two versions: the first version uses function names
that are closely related to the function, and the second ver-
sion usesmore general function names. The functions always
appear in the same order. The participants were asked to
read the functions carefully. They did not know that we will
ask only about their names.

(3) Presentation of a short 3-paragraph text about a casual topic
(we selected the lovely topic of penguins!) followed by a
comprehension question (why do they waddle?). The goal
was to cause an interception in the respondents’ thought
process between reading the functions and being asked to
recollect their names.

(4) An active recall task. The respondents were presented with
5 task descriptions (specifically, the descriptions given in
Table 2), and asked to type in the name of the function that
performed each task. They were also asked not to go back
to previous pages. Note that each respondent is asked about
all the functions. The order of the questions was always
the same, but it was different from the order in which the
corresponding functions were presented.

The experiment was initially distributed by asking friends who
are experienced programmers working in the industry to participate
and pass it along to more people, in order to expand and diversify
the backgrounds of the respondents. Later we also advertised it on
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Table 2: Function names used in experiment 1

Informative name General Name Description Lines
multiply_digits digits_calc Find the product of the digits of a given number 8
indices_sum_to_target find_right_numbers Given an array of integers, return the places of two of them that add

up to a specific value
8

words_counter words_process Counts words occurrence in a given sentence, and returns a dictionary
with these values

6

sum_square_diff calc_diff_alg Returns the difference between the sum of the squares of the first 𝑛
natural numbers and the square of the sum

7

sum_exp_digits compute_exp_sum Return the sum of the digits of the number 2power 8

LinkedIn, with a pledge to donate $1 to either of two environmen-
tal causes for each filled response we received. The causes were
planting trees or cleaning the oceans, and participants could vote
which they preferred3. There were a total of 131 responses, and
about half of them were randomly presented with each version. 82%
of the respondents were male. 8% had up to a year of programming
experience, 35% had 2 to 4 years, and 57% had 5 or more years of
experience. Ages ranged from 20 to 58, with 68% being between 26
and 36 years old.

5.4 Data Processing
All the data entered by the experiment participants was checked
manually and classified into two groups:

• Potential names of functions, and
• Non-names, including entries of “I don’t know” or equivalent,
or nonsense like “yes” or “6”.

Names were further subject to the following processing:
• All names were normalized to lower case with words sepa-
rated by underscores.

• We extracted partial names when participants were unsure
of themselves and explained their situation. For example, if
a participant wrote “It started with ‘count’” we replaced this
with just “count”. If they wrote “exp_something” we erased
the “something” and left only “exp_” (note that underscores
were retained, as they were part of the name matching). This
was done to avoid losing the answer altogether, and reflect
what the participants did remember.

• We corrected the spelling in simple obvious cases. For ex-
ample, “coubt_words” was changed to “count_words”. The
justification is that we are interested in name recollection,
and not in typing errors.

• Re-ordering words to match the original name had to be
done carefully, taking the treatment the participant saw into
account. For example, the alternative names of the last func-
tion in Table 2 are sum_exp_digits and compute_exp_sum.
Consequently the correct order of exp and sum depends on
the treatment. We also changed the order to retain word
sequences and words that were either the first or the last in
the name.

This whole process was performed by one of the authors and then
verified by another.

3Due to a technical problem all the donations were eventually made to planting trees.

After processing the results as described above we measured the
similarity between the given names and the correct answers, using
the Python SequenceMatcher class. The distributions of results
under the different treatments were then compared to see if they
were different from each other. We first used the Shapiro-Wilk
test of normality on each distribution. As shown below, all the
distributions have strong modes at various places, especially at 0
and at 1, and they therefore failed this test. Consequently we used
the Mann-Whitney non-parametric test to test the null hypothesis
that the distributions are equal. While we expect the similarities
when names are informative to be higher, we nevertheless used the
two-sided test, as we cannot be sure our expectation is correct. This
was applied separately to the similarities of the original names and
the reordered names for each function. The significance level used
was 𝛼 = 0.05.

5.5 Results
The similarity results derived by the procedure described above are
shown using solid lines in Figure 1. These are CDF plots (cumulative
distribution functions). The horizontal axis is the score, where 0
means the answer is completely unrelated to the original name, and
1 means that they are identical. The vertical axis is the cumulative
fraction of answers up to a certain score. A CDF that is below and
shifted to the right relative to another indicates that the distribution
tends to include higher score values.

As can easily be seen, in 4 of the 5 functions using informative
names led to a score distribution with higher values than when us-
ing more general names. This indicates that the informative names
were easier to recollect correctly. In 3 of them the difference was
statistically significant according to the Mann-Whitney test, with
𝑝 < 0.001 for the words_counter and sum_square_diff functions,
but only 𝑝 = 0.043 for the multiply_digits function. The result for
sum_exp_digits was 𝑝 = 0.088, which is pretty low but not enough
to qualify under a two-sided test.

Only in one function, the one that finds the indices of two array
elements that sum to a given target, the distributions are overlap-
ping. We note that his function has a longer name and involves a
task that is more specific and more complex than those featured in
the other functions. Therefore we posit that the difference in name
recollection might be a result of longer names’ length, difference in
the number of words in the name, and complexity of the function.
Further research is needed to settle these hypotheses.

Some of the graphs in Figure 1 contain large steps in the CDF.
Such steps correspond tomodes in the distribution of scores, namely
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Figure 1: CDFs comparing the distributions of scores achieved with the different names for the 5 functions.

many answers that received exactly the same score, probably be-
cause they made exactly the same mistake. The biggest such step
occurs in the words_counter function (informative version), where
a common mistake was to reverse the order and think that the
name was count_words. The same thing happened in digits_calc
(general version of multiply_digits), which was mistakenly recalled
as calc_digits.

To investigate the influence of word order, we also checked the
scores of answers with the words reordered to match the original
names. The results are shown with the dashed lines of Figure 1. In
all cases but one such reordering led to higher scores, as may be
expected. But in all cases the advantage of informative names over
the more general names was retained. In other words, informative
names were remembered better whether or not word order was
considered. For two functions,words_counter and sum_square_diff,
the difference was statistically significant under the Mann-Whitney
test, with 𝑝 < 0.001 (as had been the case for the similarities of the
original names without reordering of words). For sum_exp_digits
we got 𝑝 = 0.100, and for multiply_digits it was 𝑝 = 0.208, which is
far from significance. This is not surprising given the distribution
shown in Figure 1, as one can see that the reordering removed a
large mode in the distribution of scores for the more general names,
thereby making it much closer to the distribution of scores for the
informative names.

The single case in which reordering did not make a difference is
the general name of the indices_sum_to_target function. The more
general name we had chosen was find_right_numbers, and none
of the experiment participants recalled these words in an incorrect
order. This is probably due to the fact that alternative orders just
do not sound right. Consequently this suggests another rule for
good naming: strive for word orders that can not be confused.

Considering the previous examples in which reordering did occur,
it seems that projects may also benefit from explicit naming rules
concerning the order in noun-verb combinations.

The end points — a score of 0 or a score of 1 — were also sig-
nificant modes in all cases. The bigger mode is at 0, that is, the
participants did not remember the names at all (or “remembered”
names that were completely wrong). In two of the questions this
was 20–50% of the responses, and in the other three is was 50–60%.
In all cases the non-informative general names suffered more from
such forgetfulness. But the high rates of not being able to recall
anything may imply that the task of remembering 5 names you
only saw once, after being distracted by penguins, may be too hard.

Another way to look at the results is to pool all the results from
all 5 functions, and consider the effect of demographic variables.
The results of doing so are shown in Figure 2, for gender and self-
reported years of experience. As may be expected, within each
demographic group higher scores were obtained when informative
function names were given. But the gap between the scores for
informative names and for more general names differed. When
considering gender, we see that the gap for males was much larger
than the gap for females; for females the two CDFs even coincide for
the top scores.When considering experience, we see that the gap for
experienced participants, those with 5 or more years of experience,
was much bigger than the gap for inexperienced participants, who
had up to 4 years of experience.

In other words, we observe an interaction between the treat-
ments and the demographic variables. Focusing on the more infor-
mative names (the blue lines in Figure 2), we see that in both cases
— females vs. males, or inexperienced vs. experienced — the differ-
ences are rather slim. But wider differences are observed for the
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Figure 2: CDFs comparing the distributions of scores
achieved by different demographic groups.

more general names. Consequently, when we say that females rec-
ollect names better than males, most of the difference comes from
their ability to recollect the lower-quality general names better than
males. The same holds for inexperienced participants compared
with more experienced ones. This is supported by the statistical
tests applied to the distributions of scores. Statistically significant
differences were found between the distributions of scores for the
two name types for males and for experienced developers, and also
between the sexes and between the experience groups for the more
general names, with 𝑝 = 0.036 for the difference between sexes and
𝑝 < 0.001 in the 3 other cases.

The observed differences mean that it is not the case that females
and inexperienced participants just work more diligently, or that
males and experienced participants just paid less attention to names.
It is that female and inexperienced participants were specifically
better at recalling the more general names. We do not have an
explanation for this effect, but note that differences between reading
patterns of men and women have been observed in other contexts,
e.g. code reviews [20].

6 EXPERIMENT 2
In this experiment subjects were presented with 3 functions. For
each one they were then requested to answer 2 comprehension-
related questions, and to recall 2 variable names.

6.1 Function and Names Selection
The functions used in the second experiment were C++ functions
selected from leetCode.com. This site allows programmers to exer-
cise their coding skills and prepare for job interviews. It contains a
few thousand problems with dozens of contributed solutions for

each. The advantage of functions implementing solutions to such
problems is that they are self-contained, and do not need any con-
text. This makes them more comprehensible in an experimental
setting.

We initially chose 10 functions which solve diverse program-
ming problems. An important criterion was that the functions solve
a realistic challenge, and not a contrived one that was just made
up as an exercise. For example, we rejected a function calculating
the distribution of candies to children according to some strange
rule, because it would be hard to understand why the function does
what it does even if the calculation is actually straightforward. In
addition we required functions to be from easy or medium difficulty
questions (as classified by the site), 8–15 lines long, and with 3–4
variables. Next, we filtered out functions that did not have interest-
ing variables that could justify a longer informative name, as well as
functions that could be easily identified as canonical programming
problems (e.g. binary search). This left us with 6 functions. However,
a pilot study with 3 participants indicated that the average time to
answer the questions on all 6 functions was 27 minutes, which was
too tedious. We therefore decided to limit the experiment to only 3
functions. Each subject received all 3 functions, but with 3 different
treatments.

The variable names in the different treatments were designed
to investigate what has a stronger effect on a name’s recollection:
its length (it is harder to recall a long name) or its content (it is
easier to recall a meaningful name). Unlike in experiment 1, in
this experiment we also used short names. This led to a total of 3
treatments, as shown in Table 3. The difference between the short
and long informative names was added words that add information
to the name. The Long general names were used as a control. These
were the hardest to derive, as we needed to add words that match
the context but do not add pertinent information.

The functions and treatments were organized using a Graeco-
Latin square design, so that each function and each treatment had
equal probabilities to appear first, second, or third independent of
each other. As each subject saw functions in all 3 treatments, the
results had an element of within subjects comparison.

6.2 Experiment Execution
The experiment proceeded along the following steps:

(1) The first page explained that this is an experiment with ques-
tions about C++ functions, requested subjects to participate
only if they have programming experience, requested them
not to go back to look at the functions when answering the
questions, and notified them that advancing to the questions
constitutes informed consent.

(2) The next two pages presented an example function followed
by two questions, one about what it does and the other about
one of the variables in it. This example was the same for all
subjects.

(3) Then came the 3 blocks of the experiment itself. Each block
started with a page showing one of the experiment functions
in one of the treatments. Then came a separate page with 4
questions, 2 about the function and 2 about variables.

Questions about the functions were multiple choice questions about
their functionality, the return value, the number of loops in it, or
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Table 3: Functions and variable names used in experiment 2

Variable names
Function signature and description Informative General Short Lines
int removeDuplicatesFromSortedArray(vector<int> &nums) numOfUniqElements selectionOfObjects ans 15
Remove duplicates from a sorted array; returns new array size totalArraySize objectMaxPoint size

int maxSubArray(vector<int> &arr) currSubArraySum dataOfArgument curr 13
Sum elements in all subarrays and return the maximum maxSubArraySum resOfArgument sum

int firstOccurrence(string string1, string string2) subStrIdx uniqueInt index 10
Return index of first occurrence of second string in first string currSubString withinElement subStr

which comparison operator was used in a condition. Questions
about variable names were presented as short code snippets with
the variable name removed (cloze test). This approach identifies the
variable in question without giving away any information about it,
thereby avoiding a threat to validity that existed in experiment 1,
where using a verbal description of the variable’s role might give
an unfair advantage to informative names that attempt to capture
exactly that role. The time to read the functions and answer the
questions was not limited, to avoid the possible confounding effect
of wrong answers due to lack of time. The questions about the
function always appeared before the name recollection questions.
Thus they served as a buffer between reading the function and
needing to recollect the names.

In total 59 subjects participated in the experiment. Subjects were
recruited using invitations in relevant groups, and were either work-
ing in the high-tech industry or students majoring in a computing-
related area. However, due to an error, no precise demographic data
was collected.

6.3 Data Processing
Names were normalized to lowercase with words separated by
underscores, and word order was corrected manually, as described
above.

As a metric we did not use the edit distance directly, but rather
the relative similarity. Edit distance counts the number of letters
that need to be changed to transform the given answer to the
original name. This naturally handicaps longer names as there are
more letters that can change relative to short names. Denoting the
edit distance by 𝑒𝑑𝐷𝑖𝑠𝑡 , and the length of the original name by
len(𝑜𝑟𝑖𝑔𝑁𝑎𝑚𝑒), we therefore define the relative edit distance as
𝑒𝑑𝐷𝑖𝑠𝑡/len(𝑜𝑟𝑖𝑔𝑁𝑎𝑚𝑒) — that is, the fraction of letters that need
to change4. We also invert the scale by subtracting the relative edit
distance from 1 so that high values reflect greater similarity. Note,
however, that the edit distance may be larger than the original
name length, for example when a subject adds a long word that
was not present in the original name. This leads to a relative edit
distance above 1, and a negative similarity score. To avoid this we
define the similarity score according to the following formula:

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 1 −min
(
1,

𝑒𝑑𝐷𝑖𝑠𝑡

len(𝑜𝑟𝑖𝑔𝑁𝑎𝑚𝑒)

)
4This is different from Tashima et al.’s normalization [42] in that we give a special role
to the original name.

The distributions of results using the different names were then
compared to see if they were different from each other. We again
used the Shapiro-Wilk test of normality on each distribution. As
in experiment 1, all the distributions have strong modes, and they
therefore failed this test. We then used the Kruskal-Wallis test,
which is the generalization of the Mann-Whitney test when more
than 2 distributions are being compared. The significance level used
was 𝛼 = 0.05.

6.4 Results
The distributions of similarity scores for the names in all treatments
and all functions are shown in Figure 3. As in the first experiment,
these are CDFs. The horizontal axis is the similarity score, calculated
as described above. The vertical one is the cumulative fraction of
answers up to a certain similarity score. Recall that in each function
there were questions about the names of 2 variables. The results
for both variables are shown together.

In the two left-most graphs we see that the red lines, representing
long general (non-informative) names, go up faster than the others.
This means that the similarity scores for these names had lower val-
ues, like in experiment 1. In the third function, in contradistinction,
the general names got higher similarity scores. However, in this
case the distance between the distributions was relatively slim. In
all cases where there was a difference, the CDFs of the results after
reordering the words (represented by the dashed lines) are lower
than those for the original results (solid lines), indicating slightly
higher similarity scores as expected.

As the number of participants in this experiment was relatively
low we analyzed all the results from all the variables in all the
functions together. We made two 3-way comparisons: one compar-
ing the achieved similarity to the short names with the achieved
similarity to the original informative and more general names, and
the other comparing the achieved similarity to the short names to
that of the reordered informative and more general names. All the
differences between all the compared versions were statistically
significant. The differences between the distribution of similar-
ity to short names to the other distributions was very significant,
with 𝑝 < 0.001 in all 4 cases. The differences between the distri-
butions of similarity to the informative and more general names
had 𝑝 = 0.016, and after reordering the significance was slightly
better, with 𝑝 = 0.011. Both these results remain significant after
Bonferroni correction for making 3 comparisons.

The gap between the point where each line hits the right end of
the graph and the top indicates the fraction of responses that were
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Figure 3: CDFs comparing the distributions of scores achieved with the different variable names in the 3 functions.

Table 4: Descriptive statistics of results in experiment 2

Questions Names Names
correctness average completely

Function rate similarity correct
Short names
removeDuplicates 88.2% 0.826 79.4%
maxSubArray 85.2% 0.918 85.9%
firstOccurence 85.7% 0.937 86.4%
Long informative names
removeDuplicates 78.6% 0.728 40.0%
maxSubArray 88.8% 0.779 32.5%
firstOccurence 96.4% 0.697 31.6%
Long general names
removeDuplicates 69.2% 0.504 22.5%
maxSubArray 75.6% 0.660 30.0%
firstOccurence 73.3% 0.768 41.7%

100% correct (also shown in the rightmost column of Table 4). For
the short names (the green lines) this is around 80–86% in the dif-
ferent functions. For the long names it is in the range 22–42%. Thus
short names enjoy a much higher fraction of completely correct
recollections (as was also observed in one of the pilot studies of
experiment 1). This could be simply because there was so little room
for failure — if you remember such short names, you remember
them fully and correctly.

The above results focus on the name recollection. But we also had
2 comprehension-related questions about each function. We can
therefore check for a possible relationship between variable naming
and comprehension. The results are shown in Figure 4 (and the data
in Table 4). This is a scatter plot. The horizontal axis represents
the average similarity score. The vertical axis represents the rate of
correct answers to the comprehension questions. Each function is
represented by three points, for the three treatments. Interestingly,
these points appear to cluster according to the treatment and not
according to the function. The red dots, representing general non-
informative names, had slightly lower correctness and also slightly
lower similarity. The informative names and the short names led to

Figure 4: Scatter plot showing relation of recollection and
comprehension results.

slightly higher correctness, and the short ones had higher similarity
than the informative ones.

7 THREATS TO VALIDITY
Construct Validity refers to the degree we can be sure we are
measuring what we set out to measure. We were testing the ability
to recall the name of a variable or function. In experiment 1 we
described the functions and asked the participants to recall the
name of each function, so it could be that we were testing their
ability to deduce the function’s name from its description. Also,
we were testing short-term memory. It may be that the distraction
paragraph in experiment 1, and the comprehension questions in
experiment 2, were not long enough to achieve their purpose.

Another potential problem is that some of the functions were too
similar to each other, so there were a few cases where the subjects
were confused and mixed the names. For example, multiply_digits
and sum_exp_digits both operate on digits of a number. So one
subject gave the answer multiply_digits_exponent when asked to
recall the function that finds the sum of the digits of an exponent.
We had not anticipated such cross-function confusion when we
selected the functions and their names.
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In experiment 1 we also found that male participants and ex-
perienced participants performed particularly badly on the more
general names. This could be at least partly because they simply
paid less attention to the function names, and preferred to focus on
their bodies.

Finally, the platform we used does not prevent participants from
going back to look at the names they saw previously. We asked
them not to do so, but we cannot be sure they complied. However,
the wide distribution of mistakes made testifies that it is unlikely
that they looked back.

Internal Validity refers to the degree to which we can be sure
our conclusions follow from the measurements. We conducted
controlled experiments, and attempted to change only one factor
between treatments. However, it is not possible to truly control
everything. Numerous additional factors can influence the ability
to remember names, including, among others, mood, tiredness, and
health at the time of the experiment. Since the experiment was
conducted remotely we could not make sure that all participants
were focused while answering it or took sufficient time to actually
understand the functions.

More concretely, our goal was to study names with different
lengths and different information content. There can be no de-
bate regarding the length, namely that the short names are indeed
shorter. However, we cannot be so sure about the information con-
tent. We tried to distinguish between focused informative names
andmore general names. However, names canmean different things
to different people [5]. Consequently, it may be some other factor
which causes the effect. Note, too, that in some of the results we
failed to see the main effects. This may testify to differences in
the actual characteristics of the names in those instances of the
experiments.

The opposite problem can also occur. In experiment 1 we provide
text descriptions as a prompt to elicit the function names. While
we attempted to keep these descriptions neutral, they may still be
closer to the informative names than to the general names, thus
giving an unfair advantage to the informative names. However,
experiment 2 used a different methodology which does not suffer
from this problem and produced similar results, suggesting that
this threat did not in fact affect the results. This is an example of
how using two experiments with different designs helps improve
validity.

Scope may also have an effect. Our experiments involved func-
tions with a relatively short scope, so maybe that is why short
variable names were found to be better than long ones. To check
this we need to repeat the experiment with a larger scope, for
example using class data members.

External Validity refers to the degree to which the research
can be generalized, namely whether the results can be expected to
hold beyond the specific experimental conditions that were used.
We only had 190 subjects in both experiments, which is not a very
high number.

In addition, our recall task deals with short term memory, so
the result might not be relevant for long term memory of variable
and function names. The functions we used also appeared without
context and without documentation. Such a setting might not be
representative of a “real-life” scenario for software-engineers.

8 DISCUSSION AND CONCLUSIONS
To summarize, our main result is that detailed names with informa-
tion that is focused on an object’s essence appear to be remembered
better than more general names of approximately the same length.
This was the case for 4 of 5 function names in experiment 1, and for
the variable names in 2 of 3 functions in experiment 2. However,
in experiment 2 we also found that short names are remembered
much better, despite the fact that they contain less information. In
addition, in experiment 1 we found that female and inexperienced
participants remember names better than male and experienced
participants, and the difference is especially pronounced for long
general names.

An interesting question is whether naming presents the devel-
oper with a tradeoff. Does piling more information on a name,
thereby making it longer and harder to remember, nevertheless
help to comprehend the code? And conversely, if we want a name
to be easy to remember, and strip it from information to make it
shorter, does this impair comprehension? Our experiments were
not explicitly designed to investigate the effect of the names on
comprehension. All we have at present is the comprehension ques-
tions of experiment 2, which suggest that there is no significant
difference between the comprehension of codes that employ in-
formative long or short names. If true, this would imply that we
are not facing a tradeoff: short names are easier to remember, and
do not jeopardize comprehension. However, substantial additional
work, using diverse code and comprehension metrics, is needed to
better support this tentative result.

In any case, the finding that short names are better remembered
implies the need to carefully choose what to include in a name.
Heaping additional words may have a cost associated with it. Thus
the addition of information to a name should be balanced with
other considerations, like long names causing clutter, and the scope
where the name is used [2]. The recommendation to developers
is that they should prefer focused names over general ones, and
if they are concerned with memorability, they should prefer short
names.

The effect of information content on name memorability ap-
pears to be more subtle than the effect of length. We gave initial
results on the importance of conciseness, namely that names be
precise and focused. More work like this is needed, using memo-
rability as as additional perspective to consider when measuring
comprehension and identifier name quality in varying ways (e.g.,
considering linguistic anti-patterns, grammar patterns, or word
usage consistency).

The most interesting future research would be to investigate the
link between memory and comprehension. Memorability can prob-
ably help comprehension efficiency — if you remember things you
do not need to re-check them, so comprehension will be faster and
less tedious. Checking this is hard and will require well-designed
experiments. One initial idea is to use eye tracking to see how often
people look back at declarations as a function of the names’ quality.

EXPERIMENTAL MATERIALS
Complete experimental materials and results are available online
using the following link:

https://doi.org/10.5281/zenodo.6387422
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