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Abstract

Unsupervised methods in machine learning are usually used when no classes are

defined a-priori. Clustering methods are designed to split the data into groups of

related data points, called clusters, based on measures of distance or affinity between

points. There is generally no attempt to model the ‘distribution’ of these clusters.

By contrast, generative methods aim at modeling the distribution of the data (or

the class, if class labels are given). There is usually no attempt to split the data into

meaningful groups in an unsupervised way. This report describes a scheme for data

modeling which combines affinity-based clustering with generative GMM modeling

of the data distribution. This scheme reduces the risk of fitting an oversimplified

model to each class, while avoiding the loss of prediction value caused by merely

clustering the data.

We first provide the theoretical foundation behind this approach, and show that

the approximations sought after by our method exist, and that they can be obtained

explicitly. We then describe an algorithm which approximates the data with a large

number of “small” Gaussians, and then clusters these Gaussians with an agglomer-

ative clustering algorithm. Finally, we demonstrate excellent clustering results on

synthetic examples, and discuss the results of clustering the MNIST data base. We

also demonstrate how new multi-class samples of the same data can be faithfully

generated by the model we compute.
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Chapter 1

Introduction

Every learning process begins with the following questions:

“what knowledge do we wish to obtain?” and

“what do we already know?”. When restricted to the field of Machine Learning input

data, the learning task can be viewed as the most rigorous attempt to drastically

compress data with a minimal loss of the inherent information [13].

The first question can be broken down into two separate goals:

• Supplying an adequate description or model of the existing data, and

• Supplying a mechanism that makes it possible to draw informative conclusions

regarding data that have not yet been seen.

It is worth noting that there is often a distinct trade-off between these two goals: a

very fine description of existing data may leave very little room for generalization,

resulting in poor judgement regarding new data - and vice versa.

1.1 Supervised VS. Unsupervised Learning

The answer to the second question - what prior knowledge we already possess,

obviously depends on the specific task at hand. Our main hypothesis regarding the

data is that for each x ∈ X there exists a labeling t ∈ T , such that the set (xi, ti) is

drawn independently from an unknown probabilistic relationship p(x, t). Even so,

two different scenarios are easily distinguished:

• Supervised Learning

• Unsupervised Learning.
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1.1.1 Supervised Learning

In the supervised scenario, the labeling of each data point x ∈ X is known. Knowing

the full labeling of the data narrows possible learning tasks to estimating p(x, t) and

providing a mechanism for labeling samples x̃ /∈ X such that (x̃, t̃) is assumed to be

drawn out of p(x, t).

The supervised scenario is in many respects an unlikely one: obtaining full clas-

sification of the data is usually very costly, and at times - impossible. It requires an

“oracle”, a knowledged factor outside of the learning scenario - and many learning

problems have no such luxury.

For this reason, this paper will mainly address other scenarios, ones that require

less prior knowledge to perform the learning task.

1.1.2 Unsupervised Learning

In the Unsupervised Learning Scenario, there is no knowledge of the labeling t.

Furthermore, |T | may not necessarily be known. Therefore, a learning task within

this framework may face a triple challenge: construction of a labeling function F :

X → T , estimating p(x, t) and determining the labeling of unseen data.

Unsupervised learning problems of the first type, i.e. the construction of F, are

generally referred to as clustering problems: grouping a set of points into clusters

such that points in the same cluster are more similar to each other than points in

different clusters, under a particular similarity metric [4].

Traditionally, clustering problems are categorized as generative or discriminative.

generative clustering:

A clustering problem is said to be generative - if there exists a hypothesis that

p(x, t) - is of a certain parametric form (i.e. p(x, t) = pθ(x, t)), thus reducing the

problem into finding the parameters best fitting the data. The resulting labeling

function will then label using the likelihood score given by the estimated pθ̃(x, t).

The vast majority of the work in the field of generative clustering (or mixture

model based clustering) follows the following reasoning: we assume that each cluster

j = 1...K is generated by a distribution with a density function pj(x|Θj) where Θj

is a set of parameters. We also assume that the a-priori probability of a point

belonging to cluster j is αj (naturally
∑K

j=1 αj = 1). Thus we assume the data
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points x1, ...xN are chosen independently from the distribution

K∑
j=1

αjpj(x|Θj)

We have now reduced the target problem of estimating p(x, t) (after assuming

the general form of the distributions pj), to finding the parameters {Θj}K
j=1 and

{αj}K
j=1 which maximize the likelihood

L(Θ = {Θj}K
j=1, {αj}K

j=1|x1, ...xN) = ×N
i=1(

K∑
j=1

αjpj(xi|Θj))

or equally, the log likelihood

log(L(Θ|x1, ...xN)) =
N∑

i=1

log(
K∑

j=1

αjpj(xi|Θj))

The problem is that this function is hard to analyze, mainly because the log

contains a sum. The EM algorithm (see [5]) treats this problem. In its most general

form, the EM assumes that the random variable X we see is a part of a random

variable Z = (X, Y ). In our case Y represent the actual cluster from which a data

point was drawn. In unsupervised learning, we do not see Y .

The EM algorithm uses two facts:

1. Given a set of parameters Θ = {Θj}K
j=1, {αj}K

j=1 It is easy to compute (using

the Bayes formulæ) the probability that a sample x was drawn from the cluster

j (i.e. y = j):

p(Y = j|X = x, Θ) =
p(X = x|y = j, Θ)p(Y = j|θ)∑K

j′=1 p(X = x|y = j′, Θ)p(Y = j′|θ) =
αjpj(X = x|Θj)∑K

j=1 αj′pj′(X = x|Θj′)

2. Given a probability on Y the expectation of the log likelihood has the following

form:

EY [log(L(Θ|X = x, Y ))] = EY (log(p(X = x|Y = y, Θ))) = EY (log(pY (xi|ΘY )))

=
K∑

j=1

p(Y = j)log(pj(x|Θj))
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This simplifies matters since this expression no longer contains a log of a sum.

The EM heuristics is the following. We start with some initial parameters Θ0, and

perform the following iterations: in the l-th iteration we have already obtained

a set of parameters Θl−1. We use these parameters to calculate the a-posteriori

probability for each data point that the point has been taken from each cluster

using the formulægiven in the first fact. We then use this distribution to write an

expression for the expected log likelihood of new parameters Θ, as follows

Q(Θ, Θl−1) =
K∑

j=1

N∑
i=1

log(αjpj(xi|Θj))p(j|xi, Θ
l−1)

=
K∑

j=1

N∑
i=1

log(αj)p(j|xi, Θ
l−1) +

K∑
j=1

N∑
i=1

log(pj(xi|Θj))p(j|xi, Θ
l−1)

We now maximize this expression to get

Θl = argmaxΘ(Q(Θ, Θl−1))

To maximize this expression, we can maximize the term containing αj and the

term containing Θj independently since they are not related. To find the expression

for αj we use the Lagrange multiplier technique and obtain that

αj =
1

N

N∑
i=1

p(j|xi, Θ
l−1)

Maximizing Θj is dependent on the form of p(x|Θ) and cannot be calculated

analytically for any such p. This is where we make use of our hypothesis that the

kernel functions are Gaussians; Θ = (µ, Σ) - µ is the Gaussian expectation and Σ is

its covariance matrix.

p, therefore, is of the form

pj(x|µj, Σj) =
1

(2π)d/2|Σj|1/2
e−

1
2
(x−µj)

T Σ−1
j (x−µj)
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For this kernel function we can analytically express Θl:

µl
j =

∑N
i=1 xip(j|xi, Θ

l−1)∑N
i=1 p(j|xi, Θl−1)

and

Σl
j =

∑N
i=1 p(j|xi, Θ

l−1)(xi − µl
j)(xi − µl

j)
T

∑N
i=1 p(j|xi, Θl−1)

Obtaining an estimate for p(x, Θ) now enables us to perform our other tasks.

Constructing a labeling function F is now a matter of computing for each point

the probability that it belongs to each of the clusters and assign it to the cluster

that maximizes this probability .

Therefore, F : X → T , F (x) = j which maximizes p(j|x, Θ)

Similarly, for any new sample x̃, we can now compute the probability of x̃ be-

longing to each of the clusters and assigning it to the one that maximizes this

probability.

Discriminative Clustering:

A clustering problem is said to be discriminative if no assumption is made re-

garding the underlying parametric data-generation model. The goal in such a case

is given a similarity metric to maximize within-cluster similarity, and minimize

between-cluster similarity [6]. The resulting labeling will be the natural one un-

der the clustering obtained.

Within the framework of Discriminative Clustering, one approach is that of

Graph-Based (or Graph-Theoretic) Clustering. The data set is represented by a

full graph G(V,E), where V = D ⊆ Rn, E is the set of edges connecting the points,

and d is a weight function that assigns a weight to each edge representing the affinity

between the data points.

The weight function d is derived from a distance or similarity function d̃ (d̃ : D×
D → R), and therefore plays a key role in the Discriminative Clustering framework.

Much attention has been given to the problem of choosing an adequate distance

function. Though the data set D is represented in Rn, the natural Euclidean distance

function

d(x, y) = ‖x− y‖

can be ill-fitting for obvious reasons: the representation of the data set D in Rn,
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for some n, is not unique. Often, a feature selection process has been applied,

to extract important information and discard unnecessary traits. Therefore, the

way one chooses to embed the data in Rn will have direct consequences on the

Euclidean distance between the points. Moreover, it can be easily shown that even by

embedding the data without any loss of information, the Euclidean distance function

will not reflect an appropriate affinity between data points. A classic illustration

of this feature is demonstrated by the embedding of a grayscale image Am×n as

a vector in Rm×n. If we blacken the very first column of image A, the resulting

image will appear quite similar to the original image. However, the embedding

of the altered image can be quite distant from the embedding of A, as all the

coordinates corresponding to the first column have been switched to zero, and hence

the Euclidian distance is (
∑n

k=1 A2
1,k)

1
2 which can be large in magnitude.

Given a similarity or affinity matrix, different graph-based algorithms make dif-

ferent uses of this:

Agglomerative algorithms begin by placing each data point in a distinct cluster,

and then successively merging clusters together until a halting criterion is satis-

fied. Examples of such agglomerative techniques can be either single-link clustering

(merging of only two clusters in a single step) or complete-link (merging all clusters

that are closer than a certain threshold in a single step).

Spectral Methods (or eigendecomposition algorithms) make use of the eigenvec-

tors of the similarity matrix to perform segmentation, using the fact that eigen-

vectors of permutated matrices are the permutations of eigenvectors of the original

matrix, coupled with analysis of the eigenvectors of block matrices. Several such

methods are reviewed in [16] along with a proposed algorithm that combines them

for enhanced results.

Squared Error clustering initially selects cluster centers out of the data set. Each

step of the algorithm assigns the rest of the data, according to the similarity matrix,

to one of the clusters. Then, for each cluster, using the current cluster membership,

the centroid is computed, and the points are re-assigned. The steps are applied

until a convergence criterion is met. By far, the most commonly-used squared-error

clustering algorithm is the k-means algorithm. It has several variants, differing in

either the strategy for the initial selection, the re-construction of clusters from step

to step, or the convergence criteria ([10]).

Discriminative algorithms deal mainly with the task of constructing the labeling

function F, and do not address the issue of approximating p(x, Θ) at all.
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1.1.3 Semi-Supervised Learning

As noted, the distinction between the Supervised Learning and the Unsupervised

Learning frameworks was whether or not there is full prior knowledge of the labeling

of the data points. Naturally, it can be argued that an entire continuum exists

between these two underlying assumptions in which there is partial knowledge of

the labels, or further yet - information regarding relations between different data

points and their corresponding labels. Clearly, this information is not useless: if one

were to know that data points x1 and x2 belong to the same class, any information

regarding the labeling of one of the points - would directly affect our knowledge of

the labeling of the other.

A choice to work only within one of the two frameworks (Supervised or Unsu-

pervised) will therefore imply that any additional, but partial information that we

might have will need to be discarded.

This seems to run counter our intuitive understanding of the learning process,

since surely knowing more is better than knowing nothing. An entire area of statis-

tical Machine Learning addresses the issue of learning with partial knowledge, and

is generally referred to as Semi-Supervised Learning.

Different learning tasks may have various degrees of prior knowledge, so an al-

gorithm that depends heavily on prior knowledge may perform poorly when the

information is not at hand. To guarantee a certain level of performance, most algo-

rithms within the semi-supervised learning framework can be viewed as unsupervised

learning algorithms, to that additional information can be incorporated into them.

This applies to both generative and discriminative clustering methods. Through-

out this paper we will focus on additional information in the form of equivalence

constraints:

Along with the data set D, the input will consist of a set C ⊆ D×D of positive

and negative constraints where

A positive constraint (x, y) = cp ∈ C indicates that x and y belong to the same

cluster, and

A negative constraint (x, y) = cn ∈ C indicates that x and y belong to different

clusters.

There have been quite a few references in the literature to the incorporation of

such added information to various algorithms. In particular, [12] Hertz et al deal

with incorporating equivalence constraints into the EM algorithm. This was done

by viewing the data not as data points, but as data chunklets - a small subset of data

points that are known to belong to the same class. Incorporating positive constraints
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therefore becomes an issue of unifying all data points with positive relations amongst

themselves into chunklets - and performing the EM algorithm on the set of chunklets

rather than on the original data set D. They also showed how to incorporate negative

constraints, noting that this task is costly in running time, due to the use of Markov

Networks.

In the discriminative clustering scenario, the incorporation of equivalence con-

straints has been addressed as well. Both in the agglomerative and spectral al-

gorithms, the key step is to alter the similarity or affinity matrix d in accordance

with the constraints. For example, in the agglomerative case, a positive constraint

cp = (x, y) will be incorporated into the algorithm by setting the distance between

x and y to the value zero. A negative constraint will be incorporated by setting the

distance between x and y to be infinity. For some algorithms these changes to the

distance matrix suffice, but others may need adjusting to deal with the new values

[1]. In a similar way, the problem of incorporating constraints into the K-means

algorithm has been addressed in [10].

1.2 Our Approach

There are several things worth noting regarding the semi supervised learning frame-

work. Though it does present a continuum with regards to prior knowledge (as

opposed to the dichotomy of zero prior knowledge in the unsupervised scenario, or

full knowledge of the labeling in the supervised scenario), it maintains a second just

as rigid separation: the dichotomy between discriminative and model-based clus-

tering. A key observation here is that whenever there is a choice between one or

the other form - something is lost. Choosing a discriminative learning process will

indeed lead to a certain understanding of a pointwise ”distance function” - but with

no grasp of the modeling of the data.

As noted earlier, many of these algorithms may perform well with regards to

classifying the given data, yet the lack of the ability to generalize may result in poor

performance concerning unseen data. Given a new data point, the only possibility

is to try to estimate its distance from data points that have already been labeled -

and deducing a labeling according to some minimization principle.

The distance function, as pointed out previously, can be skewed due to a number

of factors: the choice of embedding of the data in Rn and the appearance of rare

samples in misfit numbers (this is especially true when the data set is small in

magnitude), to name a few.

9



There is something to be lost if we opt for the Model-Based Clustering path as

well. We do gain the ability to generalize according to probabilities and density

functions, but all under a severe constraint. The model is simple - each class is

described by a function of the predetermined parametric form. In the majority of

the cases this is a Gaussian function. If the classes within the data set roughly

“behave well” to match this description, the results of the learning process will be

good under both criteria: classifying points in the data set, and generalizing results

to data points which have not been seen. However, if the model is ill-fitting, an

algorithm will perform poorly in both aspects.

A common heuristic to overcome this obstacle is using large quantities of un-

labeled data on top of the labeled data. The reasoning is that though the model

is ill-fitting, the parameter estimation process will yield optimal results to fit the

data by weighing it down with the unlabeled data. However, in [7], Cozman et al

demonstrated that unlabeled data can in fact lead to an increase in classification

error, due to the fact that the bias hypothesis of the parametric form is adversely

affected by unlabeled data, having exactly the opposite effect than the one intended.

They present a mathematical analysis of this fact and some examples illustrating

such circumstances.

In light of this, the constraint of a convex model appears much too rigid, and

attempts have been made to tackle this problem. Many such attempts have focused

on exploiting the density traits of the data in more ways than for the parameter esti-

mation. For example, in [3] Georgescu et al apply a gradient descent approximation

technique to enhance the clustering. By evaluation of the density of the data, the

center of a Gaussian is located where the data is dense. A different approach is the

hierarchical view, as demonstrated by Vasconcelos and Lippman in [15]. By using a

bottom-up approach, they model the data with small-variance Gaussians, followed

by iteratively merging the Gaussians into larger Gaussians using only the paramet-

ric form of the Gaussians, with no further reference to the original data. While

providing valuable insights into the parameter estimation process, such methods do

not resolve the problem of fitting an adequate model to the data, since the final

model inevitably consists of a Gaussian describing each class.

The goal of this work is to introduce a new method for modeling the data, in

which the final model for each class is more intricate that a single Gaussian. A

key observation here is that though a single Gaussian may not model well an entire

class, it can serve as a very good local approximation. In a region D of Rn where

the data is dense, a Gaussian with small variance centered on D will model the data
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very well. If the data are sparse in D however, there is little information about

the density function that determined the distribution, and so one may opt to split

D into smaller sub regions and approximate the density function locally in each of

them separately.

This motivates us to suggest modeling the data with a large number of small-

variance Gaussians, and then determining for each of them in which of the classes it

lies. The resulting model therefore is a mixture of mixtures: each class is modeled

by a mixture of Gaussians models.

In chapter 2 of this report we introduce a mathematical formulation of the prob-

lem, and within that framework set out to prove two results:

1. assuming F is a density function with F = α1f + α2g, with f, g both density

functions and α1 + α2 = 1 (and under some assumptions on the separation of

f and g), if F can be approximated well by a set of kernel functions hi, then

there exists a partition of {hi} into two disjoint subsets such that each yields

a good approximation of α1f and α2g respectively.

2. For each kernel function hi it is possible to determine which of the two functions

is being locally approximated by it.

The mathematical analysis is the motivation for presenting the GMBC algorith-

mic scheme in chapter 3, and it provides its theoretical justification. We discuss

the theoretical implications of the scheme and describe simulations on several data

sets.The empirical results are discussed, highlighting the scheme’s strengths and

weaknesses. We conclude by proposing several possible directions for further re-

search.
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Chapter 2

Theoretical Analysis

Let F be a density function of the form F = α1f +α2g, where both f and g are den-

sity functions and α1 + α2 = 1.1 Suppose additionally that F can be approximated

by a weighted sum of M kernel functions hi, all density functions as well, such that

∥∥∥∥∥F −
M∑
i=1

βihi

∥∥∥∥∥
2

,

∥∥∥∥∥F −
M∑
i=1

βihi

∥∥∥∥∥
1

are small. We will show that if the variances of the kernel functions are small, and

if F is approximated well by the set of kernel functions, then we can partition this

set into two subsets, such that the sum over the first subset provides a good approx-

imation to the function f , and the second subset provides a good approximation to

the function g. We will then present a way to determine for each kernel function

whether it approximates f or g.

The outline of the proof is as follows: First, we observe that by bounding the

sum of the variances of the kernel functions, we can easily partition them into two

disjoint sets, each approximating one of the two functions f or g. The approximation

error depends on several parameters describing the behavior of the functions f ,g,hi.

Given the existence of such a partition, we show the following: suppose that in

such partitioning h1 is among the functions approximating f , and h2 is among the

functions approximating g. Then ‖√h1 −
√

h2‖ cannot be too small, and has a

positive lower bound. From this we deduce that if the distance between a pair

of kernel functions is smaller than this bound, they both approximate the same

function and are therefore related by a similarity relation. We then apply transitive

closure over this relation, in order to obtain the desired partition.

1All the reported results can be readily extended to any finite sum of weighted density functions.
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We begin by introducing some notations and stating basic results:

Definition 2.1. For a density function h, let VΣ(h) denote the sum VΣ(h) =∑n
i=1 V ar(hj), where hj is the projection of h along the j-th axis.

Lemma 2.2.

VΣ(h) =
1

2

∫ ∫
‖x− y‖2h(x)h(y)dxdy (2.1)

Proof.

∫ ∫
‖x− y‖2h(x)h(y)dxdy =

∫ ∫ n∑
i=1

(xi − yi)
2h(x)h(y)dxdy

=
∑

i

∫ ∫
x2

i h(x)h(y)dxdy +
∑

i

∫ ∫
y2

i h(x)h(y)− 2
∑

i

(∫
xih(x)dx

)(∫
yih(y)dy

)

=
∑

i

Eh(x
2
i ) +

∑
i

Eh(x
2
i )− 2

∑
i

Eh(xi)Eh(xi)

= 2

[∑
i

Eh(x
2
i )− Eh(xi)

2

]
= 2VΣ(h)

We shall now define what we mean by saying that F is approximated well by a

set of kernel functions.

Definition 2.3. Let F ,{hi}M
i=1 be density functions. We say that {hi} approximate

F with an error at most δ if ‖F −∑M
i=1 βihi‖1 < δ and ‖F −∑M

i=1 βihi‖2 < δ.

Definition 2.4. Let f, g be a pair of density functions. f, g are said to be (ε, d)

separated if there exists two disjoint sets F,G in Rn such that:

• Dist(F,G) ≥ d

• ‖fFc‖∞ < ε, ‖gGc‖∞ < ε.

• ‖fFc‖1 < ε, ‖gGc‖1 < ε.

where fF denotes the function f restricted to set F, and Fc denotes the set Rn \ F.

With F = α1f+α2g and assuming f, g are (ε, d) separated, we state the following

lemma:
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Lemma 2.5. Let h be a kernel function used to approximate F ; then

1. ‖hF‖1 ≥ 〈f,h〉−ε
‖f‖∞

2. ‖hG‖1 ≥ 〈g,h〉−ε
‖g‖∞

Proof. We will demonstrate the proof of 1 (2 follows in the exact same way):

〈f, h〉 =

∫
fh =

∫
fFhF +

∫
fFchFc ≤ ‖f‖∞

∫
hF + ‖fFc‖∞

∫
h = ‖f‖∞‖hF‖1 + ε

.

We can now claim the following:

Theorem 2.6. If Dist(F,G) ≥ d and h is a density function then

VΣ(h) ≥ d2

2
‖hF‖1‖hG‖1

Proof.

VΣ(h) =
1

2

∫ ∫
‖x− y‖2h(x)h(y)dxdy

≥ 1

2

∫

F

∫

G
‖x− y‖2h(x)h(y)dxdy

≥ d2

2

∫

F

∫

G
h(x)h(y)dxdy

=
d2

2
‖hF‖1‖hG‖1

Corollary 2.7. If VΣ(h) is bounded by a parameter σ and f, g are (ε, d) separated,

one of the following holds

‖hF‖1 ≤
√

2σ

d

or

‖hG‖1 ≤
√

2σ

d

If ‖hF‖1 ≤
√

2σ
d

then

〈f, h〉 ≤
√

2σ · ‖f‖∞
d

+ ε
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and if ‖hG‖1 ≤
√

2σ
d

then

〈g, h〉 ≤
√

2σ · ‖g‖∞
d

+ ε

Proof. Immediate from Theorem 2.6 and Lemma 2.5

With these results we can now state that:

Theorem 2.8. If ‖F − ∑M
i=1 βihi‖2

2 < δ, f, g are (ε, d) separated, and VΣ(hi) is

bounded by σ for each i, then there exists a partition of the set {hi} into two disjoint

subsets that provide good approximations of the functions α1f and α2g respectively,

with error smaller than

δ + 2

[√
2σ ·max {‖f‖∞, ‖g‖∞}

d
+ ε

]

Proof. For each i we observe the quantities ‖(hi)F‖1, ‖(hi)G‖1. By Corollary 2.7 one

of them is smaller than
√

2σ
d

. If it is the first we associate hi with g and if it is the

second we associate hi with f . Let us denote by If the indices of the kernel functions

associated with f , and by Ig the indices of the kernel functions associated with g.

Then

δ > ‖F −
M∑
i=1

βihi‖2
2 = ‖α1f + α2g −

M∑
i=1

βihi‖2
2

= ‖α1f −
∑
i∈If

βihi‖2
2 + ‖α2g −

∑
i∈Ig

βihi‖2
2 + 2

〈
α1f −

∑
i∈If

βihi, α2g −
∑
i∈Ig

βihi

〉

Rearranging terms, and using the fact that all the functions are positive density

functions, we get

‖α1f −
∑
i∈If

βihi‖2
2 + ‖α2g −

∑
i∈Ig

βihi‖2
2 < δ − 2

〈
α1f −

∑
i∈If

βihi, α2g −
∑
i∈Ig

βihi

〉

≤ δ + 2




〈
α1f,

∑
i∈Ig

βihi

〉
+

〈
α2g,

∑
i∈If

βihi

〉
 = δ + 2


α1

∑
i∈Ig

βi 〈f, hi〉+ α2

∑
i∈If

βi 〈g, hi〉



≤ δ + 2


α1

∑
i∈Ig

βi

(√
2σ · ‖f‖∞

d
+ ε

)
+ α2

∑
i∈If

βi

(√
2σ · ‖g‖∞

d
+ ε

)

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≤ δ + 2 ·
[√

2σ ·max {‖f‖∞, ‖g‖∞}
d

+ ε

]
·

α1

∑
i∈Ig

βi + α2

∑
i∈If

βi




≤ δ + 2 ·
[√

2σ ·max {‖f‖∞, ‖g‖∞}
d

+ ε

]

Corollary 2.9. If ‖F − ∑M
i=1 βihi‖2

2 < δ, f, g are (ε, d) separated, and VΣ(hi) is

bounded by σ for each i, then there exists a partition of the set {hi} into two disjoint

subsets that provide good approximations of the functions α1f and α2g respectively

with an error of the order O(
√

σ
d

).

The results we have seen so far show that if f and g are well separated, and if F

is approximated well by the kernel functions hi, then there exists a partition of the

set {hi} in a way that provides a good approximation of both f and g. However,

these results give only a proof of existence, since f, g are usually unknown. In order

to provide a way to construct these approximations, we need the following result:

Theorem 2.10. Assume that {hi}M
i=1 approximate F with an error at most δ, f, g

are (ε, d) separated, and VΣ(hi) is bounded by σ for each i. Suppose that in such

a partition h1 is among the functions approximating α1f and h2 is one of those

approximating α2g, and let β1, β2 denote their respective weights. Then the following

inequality holds:

‖
√

h1 −
√

h2‖2
2 ≥ 2−

[
2

4

√
2σ

d2
+

ε + δ√
β1β2

]

Proof.

‖
√

h1 −
√

h2‖2
2 = 2− 2

〈√
h1,

√
h2

〉

where

〈√
h1,

√
h2

〉
=

〈√
h1,

√
h2

〉
F

+
〈√

h1,
√

h2

〉
G

+
〈√

h1,
√

h2

〉
Rn\(F∪G)

Denote D = Rn \ (F ∪G).

By the Cauchy-Schwartz inequality, the first term can be bounded by:

〈√
h1,

√
h2

〉
F
≤ ‖

√
(h1)F‖2‖

√
(h2)F‖2 =

√
‖(h1)F‖1‖(h2)F‖1 ≤

√
‖(h2)F‖1

It follows from Theorem 2.6 that for a kernel function h, the following inequality
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holds:

‖hF‖1‖hG‖1 ≤ 2σ

d2

and if h is associated with g then by definition ‖hF‖1 ≤
√

2σ
d2 . Therefore in our case

‖(h2)F‖1 ≤
√

2σ
d2 , and it therefore follows that

〈√
h1,

√
h2

〉
F
≤ 4

√
2σ

d2

The same argument applies to the second term replacing the roles of h1 with h2. As

for the third term, we know that

〈√
h1,

√
h2

〉
D
≤

√
‖(h1)D‖1‖(h2)D‖1

by using the fact that

‖α1f + α2g −
∑

βihi‖1 ≤ δ

and

‖(α1f + α2g)D‖1 ≤ ε

We can deduce, using the triangle inequality, that ‖(∑ βihi)D‖1 ≤ δ + ε and in

particular for every i ‖(βihi)D‖1 ≤ δ + ε. Thus

〈√
h1,

√
h2

〉
D
≤ δ + ε√

β1β2

and the theorem immediately follows.

The latter theorem states that if two kernel functions approximate different func-

tions, there is a bound on how close they can be. It follows that by looking at pairs

of kernel functions, we can readily determine for some pairs that they must approx-

imate the same functions. By applying transitive closure to this “must” relation, we

end up with a partition of the set of kernel functions, where each subset is guaranteed

to include only kernel functions which all approximate either α1f or α2g. Note that

this by itself does not guarantee a complete partition of the kernel functions into

two sets, as F and G were not assumed to be connected sets. Further assumptions

can be made regarding f and g to assure that indeed exactly two disjoint subsets of

the kernel functions are formed. However, one can overcome this obstacle without

assuming anything further about the density functions, by incorporating constraints

into our scheme during the clustering of the kernel functions [12].
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Chapter 3

The GMBC Algorithm

3.1 The Algorithmic Scheme

The results described in the previous section motivate us to propose the Gaussian

Mixture Based Clustering algorithm for data modeling. We assume our data set is

composed of a finite number of classes T (T is not necessarily known), each drawn

from a density function fj, j = 1...T .

The algorithm first views the entire data set as a sampling of a single density

function F (and hence, under our assumption, F is a weighted sum F =
∑T

j=1 αjfj

with
∑T

j=1 αj = 1), and models it using a large number of small-variance Gaussians.

After such modeling has been obtained (i.e. F is approximated by
∑M

i=1 βihi

with hi Gaussian functions and
∑M

i=1 βi = 1), the algorithm constructs for each

density function fj an approximation using a partial weighted sum of our Gaussian

kernel functions {hi}M
i=1. The set of M Gaussians is therefore divided into T disjoint

sets, resulting in a separate model for each of the density functions {fj}, j = 1...T .

Specifically:

Algorithm 1 The GMBC Algorithm

Given a data set generated from several density functions.

1. Approximate the function generating the data by a large number of small
kernels (as though it is one density functions).

2. Cluster the kernel functions obtained in step 1 using an agglomerative (nearest-
neighbor) clustering method.

Our choice for step 1 is a Gaussian Mixture Model (GMM) computed with the
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EM algorithm initialized by K-Means. Each Gaussian model is assumed to have

a diagonal covariance matrix. This assumption is made due to the otherwise vast

number of parameters needed to be estimated, but it is well compensated for by

allowing many models. The clustering in step 2 is done using the agglomerative

single linkage algorithm, which clusters the means of the Gaussians.

The choice in step 1 guarantees that as the number of models in the GMM in-

creases, the variance of each model decreases, since for any given data distribution,

k narrow non-overlapping Gaussians provide a higher likelihood than k wide over-

lapping Gaussians. Thus we are assured that our kernel functions indeed have small

variances.

3.2 Simulations

We now apply the GMBC algorithm to several data sets, and compare it to other

clustering and data modeling algorithms. The quality of clustering the data is mea-

sured, as well as the ability to generalize the results by clustering additional test

data after the learning process is complete. In addition, there is a visual demonstra-

tion of the quality of the model constructed by generating new data in accordance

with the density function estimated, and comparing its resemblance to the original

data.

The choice for the agglomerative clustering algorithm is the single-linkage algo-

rithm. The algorithms being used for comparison are:

1. The EM clustering and data modeling algorithm.

2. The single-linkage agglomerative algorithm.

3. The Normalized Cut algorithm [14].

Both the ”Ring” and ”Bananas” synthetic data-sets are composed of two clusters

which are visually easily distinguished. Since the spacial layout of the data in both

samples is not concentrated in a convex region of Rn (see Fig 3.1), any attempt to

model the data using two Gaussians will generate a misfitting model, and classifica-

tion of new data will accordingly perform poorly. Figs. 3.2 and 3.4 show clustering

results with the different algorithms. Figs. 3.3 and 3.6 show new points generated

from the model learned.
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Figure 3.1: The data sets: 600 points in two clusters, generated by a density function
F = α1f + α2g with f, g both evenly distributed with α1 = 0.4, α2 = 0.6.
(a) The ”Bananas” data set (b) The ”Ring” data set.
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GMBC Single Linkage Normalized Cut EM with 2 GMM

Figure 3.2: Clustering results for the Bananas dataset described in Fig 3.1a.
(a) The 2-source GMM model as computed by the EM algorithm. (b) Results of
step 1 of the GMBC algorithm, approximating F with 50 Gaussians. (c) Clustering
the Gaussian function means (showed in red and green).
Bottom row: clustering results with four different algorithms.
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Figure 3.3: New data generated by the two generative methods:
(a) Points generated by the GMBC model. (b) Points generated by the computed
2-source GMM model.
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Figure 3.4: Clustering results for the Ring dataset described in Fig 3.1b.
(a) The 2-source GMM model as computed by the EM algorithm. (b) Results of
step 1 of the GMBC algorithm, approximating F with 50 Gaussians. (c) Clustering
the Gaussian function means (shown in red and green).
Bottom row: clustering results with four different algorithms.
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Figure 3.5: New data generated by the two generative methods:
(a) Points generated by the GMBC model. (b) Points generated by the computed
2-source GMM model.

3.3 Generating Digit Images

The MNIST data set is composed of images of digits. Each image size is 28 × 28

pixels, and there are 6000 different images for each digit. The aim in this case was

to generate new images of digits, based on the model learned by the GMBC scheme.

The results are compared to samples generated by the model learned by the EM

algorithm, modeling each class with a single Gaussian.

Applying the scheme to the original data is not practical because of the high

dimension, so the PCA dimensionality reduction method was used as preprocessing.

The results, shown in Figs. 3.6,3.7, demonstrate that most of the important infor-

mation was fully retained. What may have been lost is a certain degree of separation

between classes, though for some digits it is likely that there was little separation to

begin with; 1’s and 7’s are easily mixed up, as are 0’s and 9’s. What is also worth

noting is that the algorithm does not need the entire set of samples for each class

to generate a good model, and for each class only 1000 samples were used during

learning.

The images illustrate the quality of the model learned. When using only a single

Gaussian to model each class, the new points generated do not reflect the true nature

of the data, and digits are not clearly visible. As the number of Gaussians increases

the model becomes more refined and the generated images are indeed images of

digits. What may happen, something that can be seen as well, is that when the

clustering is not precise, images generated out of the class model may resemble a

different digit - but a digit nonetheless.
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(a)

(b)

(c)

Figure 3.6: 1000 samples of each of the digits 1-4 reduced to dimension 20. (a) Mod-
eling the data using 4 Gaussians (1 per class) (b) Using GMBC with 20 Gaussians
(c) Using GMBC with 40 Gaussians
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(a)

(b)

(c)

Figure 3.7: 1000 samples of each of the digits 5-8 reduced to dimension 20. (a) Mod-
eling the data using 4 Gaussians (1 per class) (b) Using GMBC with 20 Gaussians
(c) Using GMBC with 40 Gaussians
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3.4 Discussion

The scheme described above presents an algorithmic continuum between affinity-

based clustering and Gaussian Mixture Modeling in the following way: when ob-

serving a data set of size N, the finest approximation we can obtain for F is the

weighted sum F =
∑N

i=1 αihi, with each function concentrated on a single data

point. In a coarser approximation with q < N kernels, finding the set of kernel

functions that best approximates F is a problem of parameter estimation.

Since every model consisting of q kernel functions can be represented as a model

consisting of q′ > q kernel functions, in terms of maximizing the likelihood score,

there is a monotonic improvement in the approximation of F as we take more ker-

nel functions. Hence once the number of kernel functions reaches and exceeds the

number of data points, the best choice of parameters will be the one coinciding with

the representation of F as
∑N

i=1 αihi. In this situation there is no longer any dif-

ference between the original data and the kernel functions, and the scheme reduces

to simple clustering. On the other hand, if the number of kernel functions, in our

case Gaussian functions, is the same as the number of classes, our scheme reduces

to regular Gaussian Mixture Modeling.

It is important to point out that in practice the EM will not necessarily generate

a model for each point, since when the number of Gaussians is nearly as high as

the number of data points, the results of the EM are skewed due to erroneous

parameter estimation. For the purpose of this discussion, however, we are only

interested in the theoretical implications of this view, since what is the key feature

here is what happens when we opt for a middle path, rather than choosing the

algorithmic approaches of the extremities.

The discussion above suggests that there is a continuous transition between dis-

criminative and generative methods, as opposed to the traditional view of them as

two separate and completely different approaches. The parameter governing that

transition in our model is the number of Gaussian functions in the approximation

model. The drawbacks of using either clustering or GMM alone are well known.

By choosing to cluster the data, one does not obtain a concise description of the

underlying density functions generating the data. This results in poor handling of

unseen data and inability to generate new samples. This corresponds to applying

our scheme using a large number of Gaussian functions with very small variances.

When viewing the data this way, we lose all prediction value; the model can only

explain the observed points, and these are the only points it can generate.

On the other hand, by choosing to fit the data with a GMM consisting of a single
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Gaussian function per class, the resulting model is often crude and misleading. This

is because only rarely is a class generating function a simple Gaussian function.

This point was illustrated in [7] within the framework of semi-supervised learning.

It showed that when using a large amount of unlabeled data for learning based upon

an incorrect model, one may get poorer results that those obtained by using just

the labeled data set.

The optimal choice of the number of Gaussians is clearly dependent on the

data. The natural question that arises, therefore, is what parameters of the data

determine these dependencies - and in what way. Though this question is beyond

the scope of this work, the results so far do suggest that the density of the data

has very much to do with the choice of the number of Gaussians. If the data

points are dense in a certain region D of Rn, we can assume that this region lies

in the support of the density function f which generated the data. Therefore a

Gaussian with relatively large variance (relative to the volume of D) will present

a good local approximation of f . On the other hand, when the data points are

sparse in that region, there is very little information as to the true behavior of f

in D. Approximating f with a large Gaussian in therefore “a shot in the dark”

and is likely to be erroneous. In such a case, it is a better strategy to split D into

smaller sub-regions - and approximate f on each separately - thus reducing the size

of the Gaussian variances - and increasing the total number of functions used for

the approximation. This strategy can be used repeatedly only to a certain extent,

since the EM algorithm produces poor results when the variances are very small and

there is little information. Therefore, an optimal choice of the number of Gaussians

will, in essence, follow a min-max principle: the “largest” small variance Gaussians,

taking into account the dimensionality of the data and their density.

A second key factor is the dimension n. Though the magnitude of n has prac-

tically no theoretical implications , it has substential impact when the scheme is

put to the test with real data. The reason, again, has to do with the density of

the data. If we observe a portion of the data embedded in an n-dimensional hull

D, we see that the volume of D is exponentially dependent on n. Therefore, the

larger the n the sparser the data become. As noted above, the strategy would there-

fore be to attempt to approximate the data with smaller Gaussians, but with so

little information, parameter estimation becomes less stable. For these reasons, the

GMBC algorithmic scheme will perform better when the data are embedded in a

lower-dimensional space. Often, this need not be a deterring factor: dimensional-

ity reduction is commonly used, and methods like the PCA algorithm, attempt to
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reduce the dimension while retaining most of the information.

The choice of nearest neighbor based clustering for the scheme is also worth

addressing. As noted in the introduction, the matter of approximating an adequate

distance function may be an intricate problem even when the elements involved are

the embedding of our data in Rn, and even more so when our elements now lay in

the function space.

Our key assumption is that the data give us a good local reflection of the density

function f . Under this assumption, the analysis presented above shows that as long

as the bound on the variances of the kernel functions is significantly smaller than

the distance between the support of the functions we approximate, any “reason-

able” distance function in Rn will suffice. Our choice for a distance function was

the distance between Gaussian means as a way of reducing the problem back to

measuring the distance in Rn (as opposed to the function space), yet there are other

possibilities that may be worth exploring in the future, such as the Jensen-Shannon

distance between functions.

For some data sets, however, the noted assumption does not necessarily apply to

the entire support of f , so sparse data on certain regions may not fully reflect the

behavior of the function, and distant samples may be classified erroneously. In ad-

dition, the region of the support is not necessarily connected, and so one may want

to add additional information that will link the connected components. Both these

problems can be resolved by adding constraints to the learning process. Though in

its general form the scheme is an unsupervised learning process, due to its double

layer it can be readily extended to incorporate additional data in the form of con-

straints. Incorporating both negative and positive constraints is significantly easier

in the discriminative framework, and usually involves tackling a distance or similar-

ity matrix. By transforming constraints between data points to constraints between

the Gaussians they are assigned to, incorporating the constraints has little impact

on the running time and introduces a way to locally generalize the constraints.
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Chapter 4

Summary

The objective of this work was to offer a unifying view of generative and discrim-

inative methods, viewing the classic approaches as the extremities of a continuous

spectrum. By laying the theoretical foundation for this view, insights were gained as

to what may be the form of an algorithm in the continuum. Consequently we have

described a scheme of data modeling that allows us to reduce the risk of fitting an

over-simplified model on the one hand, while avoiding the loss of prediction power

caused by merely clustering the data on the other.

Applying the scheme to various data sets presented the strength of a middle

path in comparison to algorithms that are solely generative or discriminative, both

in clustering the data, and classifying new data points. In addition, a graphic

illustration of the model learned was presented by generating new data points out

of the constructed model - and comparing the resemblance of the new data to the

original data set.

The scheme was also applied to the MNIST data set. As noted above, this

scheme works well when the data points are relatively dense, and this therefore

requires the dimension to be considerably smaller that the full dimension of the

data. Reduction of dimensions in this particular case, however, drastically affects

the learning process, since the separation between the clusters is lost. Having said

that, when we generate new data points and construct the corresponding images,

it is clearly visible that the model constructed using the scheme generates results

that have greater resemblance to the original data - i.e. that look like digits. This

suggests that though some fine tuning may need to be applied for enhanced results,

the presented scheme does provide a fresh and useful approach to data modeling.
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