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Figure 1: Given an inhomogeneous and anisotropic texture exemplar (a), we automatically extract the corresponding source guidance map
(b), comprising a scalar progression channel (rendered in pseudo-color) and a direction field (overlayed in red). A target guidance map (d)
may then be used to synthesize a texture for a specific 3D object (c). The final texture-mapped result is shown in (e).

Abstract

Many interesting real-world textures are inhomogeneous and/or anisotropic. An inhomogeneous texture is one where various
visual properties exhibit significant changes across the texture’s spatial domain. Examples include perceptible changes in
surface color, lighting, local texture pattern and/or its apparent scale, and weathering effects, which may vary abruptly, or
in a continuous fashion. An anisotropic texture is one where the local patterns exhibit a preferred orientation, which also may
vary across the spatial domain. While many example-based texture synthesis methods can be highly effective when synthesizing
uniform (stationary) isotropic textures, synthesizing highly non-uniform textures, or ones with spatially varying orientation, is
a considerably more challenging task, which so far has remained underexplored. In this paper, we propose a new method for
automatic analysis and controlled synthesis of such textures. Given an input texture exemplar, our method generates a source
guidance map comprising: (i) a scalar progression channel that attempts to capture the low frequency spatial changes in color,
lighting, and local pattern combined, and (ii) a direction field that captures the local dominant orientation of the texture.
Having augmented the texture exemplar with this guidance map, users can exercise better control over the synthesized result by
providing easily specified target guidance maps, which are used to constrain the synthesis process.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional Graphics and
Realism—color, shading, shadowing, and texture I.4.7 [Image Processing and Computer Vision]: Feature Measurement—
texture

† Corresponding author: Hui Huang (hhzhiyan@gmail.com)

1. Introduction

During the past two decades, there has been tremendous progress
in example-based texture synthesis methods [WLKT09]. Most of
these methods inherently assume that the input exemplar textures
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Figure 2: Inhomogeneous and spatially variant directional textures (left in each pair) do not lend themselves well to uncontrolled synthesis.
Lack of control over the progression or orientation across the texture yields synthesis results that do not look natural (right in each pair).
These results were synthesized using self-tuning texture optimization [KNL∗15].

are homogeneous (stationary). However, many surfaces in the real
world are, in fact, inhomogeneous, and contain some form of spa-
tial variation that manifests itself in perceptible changes in color,
lighting, pattern, and the size and orientation of texture elements,
which may gradually evolve across the spatial extent of the exem-
plar. We henceforth refer to such spatially variant behaviors as pro-
gressions. Most existing synthesis methods operate in a local fash-
ion and are therefore not well equipped to automatically handle
these more global phenomena, as demonstrated in Figure 2.

Furthermore, texture artists, the intended users of texture synthesis,
are rarely interested in merely synthesizing a larger texture from an
exemplar; rather, their typical goal is to produce textures intended
for specific 3D models, which requires good control over the syn-
thesized result. However, example-based texture synthesis methods
often lack simple and intuitive means of user control. In particular,
little attention has been paid over the years to controlling the syn-
thesis of inhomogeneous textures.

A common way to add control to existing methods is by providing
manually created feature or guidance channels both for the exem-
plar and the output texture [HJO∗01]. The guidance channels dic-
tate, in a “texture-by-numbers” style, where specific content from
the exemplar should be placed in the output texture. The manual
nature of this workflow is tedious, especially when attempting to
annotate continuous progressions. The recent self tuning texture
optimization approach [KNL∗15] automatically computes a guid-
ance channel, however, it is designed to help preserve large scale
structures, such as curve-like features, rather than to control grad-
ual spatial changes.

In this work we present a new approach for automatic analysis
and controlled synthesis for general inhomogeneous and directional
textures. Ideally, we would have liked to analyze spatial progres-
sions in a semantic fashion (i.e., detect changes in lighting, re-
flectance, material, weathering degree, etc.). However, such a tar-
geted analysis can be extremely difficult to accomplish in practice,
as well as limited to specific phenomena. Instead, we automatically
extract from a texture exemplar a guidance map that consists of two
independent components: (i) a scalar progression channel, which
captures low-frequency spatial changes in color, lighting, and lo-
cal pattern combined, and (ii) a direction field that captures the
dominant local orientation (see Figure 1(b)). Our reasoning here is
that the orientation is often less correlated with the other changes,
and can be reliably factored out. Augmenting the texture with this
source guidance map makes it possible to exercise spatial control

over the synthesized result via automatically generated or user-
supplied target guidance maps.

Specifically, we employ manifold learning (using the Isomap
method [TdSL00]) to perform non-linear dimensionality reduction
of high-dimensional local texture descriptors in order to obtain the
scalar progression channel. In addition, we use histograms of ori-
ented gradients (HoG) descriptors [DT05] in order to extract a vec-
tor field describing the local dominant orientation.

Our automatically extracted source guidance maps are used to
make example-based texture synthesis more controllable, by aug-
menting the exemplar’s color channels. To this end, we use the tex-
ture optimization framework [KEBK05, KNL∗15] with a suitably
modified patch distance metric. Our implementation builds upon
the available code of self tuning texture optimization [KNL∗15],
but other algorithms could be adapted as well.

While manifold learning has been used before for analyzing time-
varying appearance of materials [WTL∗06, XWT∗08], these ap-
proaches were restricted to continuous changes in reflectance, and
did not capture other texture variations. We demonstrate that our
use of high-dimensional texture descriptors coupled with Isomap
dimensionality reduction is able to capture more general variations,
and yields superior results.

There has also been previous work on analyzing the local orienta-
tion and using the result to control the synthesis [FM02, LFA∗15].
Our approach is novel in that it enables controlling both spatial
progression and local orientation across the synthesized texture,
both individually, and jointly. To our knowledge, this is the first
example-based synthesis method to offer such capabilities.

Precisely specifying the target guidance channels can be a tedious
task in itself. It is much easier for the user to provide simple,
smooth guidance channels (Figure 4, middle), but they may yield
artificially looking results, and tend to cause repetition artifacts.
We present a new method for refining such smooth target guid-
ance channels to make them more compatible with the exemplar
(Figure 4, right). The refinement is done by injecting procedurally
generated noise, adapted to match certain statistics extracted from
the source guidance map. This typically leads to more naturally
looking synthesis results. In addition, we demonstrate that the tar-
get guidance channels can also be automatically generated based
on the geometry of the target 3D model.

In summary, our main contributions include:
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• automatically augmenting the input exemplar with a guidance
map describing dominant low-frequency changes of various vi-
sual properties, as well as the local orientation across the texture;

• independent and simultaneous control of spatially variant visual
attributes and of local orientation;

• refinement of smooth target guidance channels for more natural
synthesis results;

• adapting the texture optimization framework to enable controlled
synthesis via user-provided or automatically generated target
guidance channels.

We show numerous results and several applications for which our
approach is useful throughout the paper. These include dominant
texture synthesis, generation of time variant weathering sequences,
and 3D model targeted synthesis. Some of these applications have
been the subject of entire research papers in their own right, and the
effectiveness of our approach for these applications is a testament
of its usefulness and versatility.

2. Related work

Example-based texture synthesis has been extensively researched
for over twenty years, and we refer the reader to Wei et
al. [WLKT09] for a comprehensive survey. The relevant class
of example-based synthesis methods are non-parametric meth-
ods, which include pixel-based methods [EL99, WL00], stitching-
based methods [EF01, KSE∗03, LL12], optimization-based meth-
ods [KEBK05, HZW∗06, WSI07], and appearance-space texture
synthesis [LH06]. Image melding [DSB∗12] unifies and gener-
alizes patch-based synthesis and texture optimization, leveraging
PatchMatch, a fast randomized patch search algorithm [BSFG09].

Kaspar et al. [KNL∗15] describe a self-tuning texture optimization
approach, which uses image melding with automatically generated
and weighted guidance channels. These guidance channels are de-
signed to help reproduce the large-scale structures present in the
texture exemplar. They are defined as the distance transform from a
set of automatically extracted large scale salient contours, and offer
no attempt to analyze or control spatial changes in appearance or
orientation. In this work, we augment Kaspar’s method with auto-
matically generated progression and orientation guidance channels,
and use an automatically refined target guidance channel as a soft
constraint that helps control the synthesis result.

While non-parametric methods are typically able to reproduce
small scale structure, they assume a stationary Markov Random
Field (MRF) model, which makes it difficult for them to cope with
highly inhomogeneous textures, which violate this assumption. In
order to control large scale structure, Ashikhmin [Ash01] proposed
to guide the synthesis process by a user-provided target image,
which specifies the local average colors across the target texture.
Texture-by-Numbers [HJO∗01] extends this idea further by aug-
menting the input exemplar with a label map, where regions with
distinct texture are distinguished by different labels. A suitable la-
bel map may be painted manually by the user, or created automati-
cally using unsupervised image segmentation. To synthesize a new
image, a target label map is provided, which indicates how the dif-
ferent textures should be arranged in the resulting image. However,

that work addressed neither the issue of automatically generating
a continuous label map for progressive textures, nor the automatic
refinement of the target control map, as we do in this work.

Many other subsequent works made use of control maps when syn-
thesizing non-stationary textures, for example [ZZV∗03, WTL∗06,
GTR∗06, LGG∗07, WHZ∗08]. However, in these works the con-
trol map for the input texture exemplar is either obtained from
user input [ZZV∗03], or derived from a set of measurements from
static [WTL∗06] or time-varying [GTR∗06] material samples. Lu
et al. [LGG∗07] compute their control maps from a specific model
of texture formation across a 3D surface. Wu et al. [WWY14] use
the level set method to separate art patterns and textures with curvi-
linear feature into layers. In contrast to these methods, we analyze
an input texture exemplar to yield several guidance channels com-
pletely automatically and without assuming any specific model, and
propose a way to refine the target guidance channels for improved
synthesis.

Rosenberger et al. [RCOL09] model inhomogeneous textures as
a stacking of several layers, resulting in a discrete label map,
and propose an example-based approach to synthesize realistic
boundaries for these layers for the target control map. Lockerman
et al. [LSA∗16] propose an automatic hierarchical segmentation
method for textures, also yielding a discrete label map. Our analysis
differs from a discrete segmentation, since it results in continuous
progression and orientation maps. In a discrete segmentation, the
boundaries between segments are not always accurate, especially
in textures that exhibit gradual changes, and the texture may still
exhibit considerable changes inside each segment. In Section 5, we
compare our continuous guidance maps to the discrete label maps
generated by [RCOL09] and [LSA∗16], and demonstrate that using
continuous maps enables provides better control over the synthesis.

Wang et al. [WTL∗06] model the time-variant surface appearance
from a flat sample of partially weathered material, across which
they capture the spatially-variant 7D BRDF. A neighborhood graph
(appearance manifold) is then constructed, by connecting samples
with similar reflectance vectors. The graph is constructed similarly
to Tenenbaum et al. [TdSL00], but no Isomap dimensionality re-
duction takes place. Instead, they infer the weathering degree of
each point on the sample from its geodesic distance in the graph
to the least and most weathered locations, which are user speci-
fied. This work was extended to editing and manipulating weath-
ering effects in a regular image by Xue et al. [XWT∗08], where
the manifold is constructed using the CIE Lab color of each pixel.
Both when using 7D BRDFs, and when using colors, the resulting
weathering degree maps are limited to smooth temporal variations
in reflectance, and both papers admit that they cannot handle well
other changes in texture, such as peeling and cracks.

In contrast, our input is an ordinary RGB texture, rather than
BRDFs. We do not assume that the inhomogeneity results from
any particular process, nor do we require any user input. Instead
we rely on high-dimensional texture descriptors which have proven
themselves in previous texture analysis tasks, and use the Isomap
method to project the samples onto a one-dimensional manifold. In
Section 5 we demonstrate that these design choices result in signif-
icantly more effective progression maps, compared to [XWT∗08].
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Lu et al. [LDR09] describe a method for detecting dominant texture
samples based on a manifold generated using the diffusion distance.
This enables them to synthesize uniform textures from “contami-
nated” exemplars. However, they report that textures with smooth
transitions pose a challenge to their approach. While we also as-
sume that texture features are located on a low-dimensional man-
ifold in a high-dimensional feature space, our method is designed
to cope with such progressive textures, and enables their controlled
synthesis. As we demonstrate in Section 5.1, our approach sub-
sumes [LDR09], since it can also be used to identify dominant tex-
ture regions and synthesize from them (see Figure 11).

A variety of methods have been proposed specifically for synthe-
sis of weathering phenomena by assuming and simulating a phys-
ical model [DH96, DEJ∗99, MDG01, BPMG04, DGA04, DRS08].
While such methods have produced some highly realistic results,
they are not geared towards matching a particular appearance given
by an example. Also, controlling the results of the synthesis typi-
cally involves specifying a large number of parameters, which are
not always intuitive. In contrast, our approach is example-based,
and involves an easy to specify control map.

In a recent work, Bellini et al. [BKCO16] propose a method for
estimating an “age map” for a partially weathered texture, which
enables synthesizing a sequence mimicking its time-varying evo-
lution process. Their approach is based on the assumption that the
unweathered portion of the texture is stationary, consisting of repet-
itive patterns. Iizuka et al. [IEKM16] derive a similar “weathering
degree” map from a small amount of user input, and use it to sim-
ulate aging of surfaces in images. The progression maps extracted
by our approach do not rely on such an assumption, nor do they
require user input. Nevertheless, we demonstrate that they can ef-
fectively play the role of age maps, also enabling the synthesis of
time-varying weathering sequences (Section 5.1).

Many previous works discussed ways for extracting the local ori-
entation across an image. In particular, Feng et al. [FM02] perform
a PCA analysis of multiscale gradients at each local neighborhood,
similarly to our analysis of HoG features. However, the orientation
detection method in itself is not the focus of our work. Lukáč et
al. [LFA∗15] also use the results of direction analysis in order to
enable interactive painting with directional textures. The desired
local texture direction is added as a hard constraint into the texture
optimization framework: during synthesis source patches are sim-
ply rotated exactly by the difference between their original orien-
tation and the target field orientation. Their results indeed exhibit
good control over the direction, but the input exemplars they use
are mostly homogeneous otherwise. In contrast, our approach intro-
duces a soft constraint on the orientation, attempting to balance be-
tween the target scalar guidance map and the target direction field.
Our contribution lies in introducing the ability to simulatenously
control spatial inhomogeneity and spatially variant orientation. We
compare our results to those of Lukáč et al. [LFA∗15] in Section 5.

3. Texture Analysis

As explained earlier, in order to support controllable synthesis of
inhomogeneous textures, we first automatically analyze the spatial

inhomogeneity and anisotropy patterns that may be present in a
given texture exemplar.

Specifically, we currently detect and extract: (i) dominant low-
frequency changes in color and in local texture pattern, which we
encode as a continuous scalar progression map; and (ii) dominant
orientation of the local texture patterns, which we encode as a 2D
direction field. We refer to the extracted progression map and direc-
tion field collectively as the source guidance map. During synthesis
each of these visual characteristics may be controlled separately by
the corresponding components in a target guidance map.

3.1. Scalar progression map extraction

Previous research in texture analysis and classification has shown
that textures may be locally characterized by a variety of high-
dimensional descriptors, such as color histograms, filter bank re-
sponses [MBSL99, VZ05], and the joint distribution of intensity
values over small patches [VZ09]. Thus, a texture exemplar may be
represented as a collection of points in a high-dimensional feature
space. We further assume that the feature points are located on a
low-dimensional manifold embedded in the feature space [LDR09],
and apply manifold learning in order to project the feature points
onto the manifold. The assumption is that the dominant changes
across the texture will be reflected by the coordinates of each point
on the learnt manifold.

Specifically, we use the Isomap method [TdSL00] to compute
the non-linear dimensionality reduction that projects the high-
dimensional texture descriptors to a low-dimensional manifold.
The descriptors that we use for this purpose consist of two com-
ponents: (i) a color histogram computed over a local texture win-
dow (we use a 3D color histogram with 64 = 4× 4× 4 bins), and
(ii) a histogram of filter bank response over the same window (we
use the rotationally invariant MR8 filter bank [VZ05], also with
64 bins). We chose to apply Isomap on a full matrix of pairwise
distances after experimenting with several alternatives, including
using distances to only nearest neighbors from each sample, and
using t-SNE [MH08] instead of Isomap, but found that our method
of obtaining the scalar guidance channel yielded the best results.

Note that differently from the appearance manifolds of Wang et
al. [WTL∗06], our high-dimensional feature vectors are texture de-
scriptors, computed over neighborhoods of substantial size, rather
than pointwise reflectances (measured BRDFs or CIE Lab colors).
Thus, in contrast to [WTL∗06,XWT∗08] our manifolds capture not
only changes in color, but also changes in other aspects, such as
scale, pattern, and more. This is demonstrated in Figures 5 and 6.

Our Isomap-based progression analysis proceeds as follows:

• Extract the texture descriptors (3D color histograms and filter
bank responses) using a sliding window. In our experiments we
used windows of size 48×48, with a stride of 8.

• Construct a distance matrix between pairs of feature vectors,
where the distance is given by the sum of Earth Mover’s Dis-
tances (EMD) [RTG00] between the corresponding histograms.

• Apply the Isomap method on the distance matrix to obtain the
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Figure 3: Top row: several spatially inhomogeneous textures; Bot-
tom row: corresponding scalar progression channels computed by
our method.

coordinates of the embedding of each feature vector on a one-
dimensional manifold.

• Create a scalar map, by assigning to the location from which
each feature vector was extracted its corresponding one-
dimensional coordinate.

• Upsample the Isomap-generated map to a full resolution scalar
progression channel.

Several textures exhibiting various kinds of spatial progressions
are shown in Figure 3, along with the extracted scalar progression
channels.

It is worth noting that other distance measures, including the L2
distance and the Chi-square measure, were also tested, but found to
perform less well than EMD.

3.2. Orientation field extraction

As may be seen in Figure 2, some textures exhibit strong local di-
rectionality (anisotropy), which may also vary spatially. Attempt-
ing to perform constrained synthesis from such textures, without
accounting for local directionality might fail to produce satisfac-
tory results. Thus, our goal is to detect anisotropy of the local tex-
ture patterns, so that they may be controlled during synthesis.

Local anisotropy. We measure local anisotropy by computing the
histogram of oriented gradients (HoG) descriptor [DT05] (using 9
bins) for non-overlapping n×n texture patches (n= 16), and obtain
the dominant orientation through PCA analysis on the correspond-
ing set of direction vectors. This is similar to a method described
by Feng and Milanfar [FM02]. The eigenvector corresponding to
the largest eigenvalue defines the dominant orientation. To account
for the magnitude of gradients, we scale the orientation vectors
(i.e., the eigenvectors) by the corresponding eigenvalue. Thus, in
strongly anisotropic regions, the orientation vectors have larger
magnitudes than in weakly anisotropic ones. As may be seen in
Figure 1(b), the orientations thus obtained tend to form a smooth
vector field over the exemplar, while also reflecting the strength of
the local anisotropy.

Note that the dominant orientations computed through PCA analy-
sis are in fact undirected, i.e., each orientation can rotate by 180◦.
We found that assigning harmonized directions to all orientation
vectors can be tricky in some cases and is not needed for the pur-
pose of synthesizing textures based on target guidance maps.

4. Controlled Synthesis

Our controlled texture synthesis approach is based on the self-
tuning texture optimization method [KNL∗15]. Texture optimiza-
tion (originally introduced by Kwatra et al. [KEBK05]) optimizes
the similarity between the synthesized texture T and the exemplar
S, measured over a set of overlapping local patches:

min
{ti,si}

∑
i∈T

d (ti,si) , (1)

where ti is a square N×N patch in T with top-left pixel i, and si
refers to an approximate nearest neighbor of ti in the exemplar S.
The approximate nearest neighbors are computed efficiently using
the PatchMatch algorithm [BSFG09]. Similarity between patches
in (1) are measured as the sum of squared color distances, i.e.,

d (ti,si) = ‖ti− si‖2
2 . (2)

We make two major modifications to the above method. First, given
the source guidance channels (automatically computed as described
in Section 3), we modify the Euclidean distance metric in (2) in
order to constrain the synthesis to comply with the target guidance
channels provided by the user:

d (ti,si) = ‖ti− si‖2
2 +

α(βdp(ti,si)+(1−β)do(ti,si)) , (3)

where dp and do measure the similarity of the progression channels
and the direction fields, respectively:

dp (ti,si) = ‖p(ti)− p(si)‖1, (4)

do (ti,si) = ∑
x∈si,y∈ti

|vx||vy|(1− cosθ)

= ∑
x∈si,y∈ti

(|vx||vy|− |vx · vy|) . (5)

Here, p(ti) and p(si) are the vectors of progression channel values
of patches ti and si, vx and vy are the direction vectors at pixels x
and y, and θ is the angle between vx and vy. The linear combina-
tion coefficient β balances between the scalar progression and the
direction field constraints. We currently set it to β = 0.5 for tex-
tures that exhibit both spatial inhomogeneity and local anisotropy.
The constraint weight α balances between the color difference and
the guidance channel difference. All of our results were obtained
with α = 0.9. Note that we do not normalize the vectors vx and vy,
since we want to make our orientation control adaptive to the mag-
nitude of local anisotropy. In practice, the user provided target vec-
tors are typically normalized, so vy usually has unit length, while,
as mentioned before, the extracted source vectors have different
lengths according to the strength (eigenvalue) of local anisotropy.
Thus, eq. (5) will only play an important role in areas of strong
anisotropy, and will not significantly affect the synthesis in areas
where the anisotropy is weak (and therefore the extracted orienta-
tion may be less reliable).

Second, we modify the PatchMatch algorithm to allow for rota-
tions when searching for the approximate nearest neighbor. Such
an extension is already used in the generalized PatchMatch algo-
rithm [BSGF10]. However, rather than simply propagating the ro-
tation angle from a pixel to its neighbor (as done in [BSGF10]),
we predict the rotation angle using the target guidance vector field.
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Specifically, let θ denote the rotation angle at pixel i, then the prop-
agated rotation angle at pixel i+ 1 is set to θ± δ, where δ is the
difference in the orientation between pixels i and i+1 of the target
guidance field. Following the propagation, random search is used
to improve both the predicted offset and the predicted rotation.

Unlike our approach, Lukác̆ et al. [LFA∗15] do not include patch
rotation in the propagation and the random search stages of Patch-
Match. Instead, they directly compute the rotation angle between ti
and si, and rotate the local frame of si to align with the orientation
of ti when computing the patch distance (2). As a result, they only
search the offset space, and force the orientation of source patches
to align with the desired target orientation. In contrast, our approach
amounts to a soft constraint on the orientation, and includes it in
the search along with the offset, resulting in a larger search space.
Figure 9 compares our method of orientation control to [LFA∗15],
demonstrating slightly better results. However, the true advantage
of our approach is that it enables simultaneous control of orienta-
tion and spatial inhomogeneity.

4.1. Target guidance refinement

User-provided target guidance channels are typically smoother and
exhibit less spatial detail than our automatically extracted source
guidance channels. Overly smooth target guidance channels may
result in artificially looking patterns and tend to cause repetition
artifacts, thus it is often helpful to enrich them with additional de-
tail. We address this issue by injecting suitably adapted multi-scale
noise into the user-provided smooth guidance channels.

Our approach is inspired by the ubiquity of Perlin noise [Per85]
in procedural generation of realistic looking natural patterns, and
by the effectiveness of manipulating statistics at multiple scales
[HB95]. Specifically, we compute two Laplacian pyramids [BA83],
one for the source guidance channel Psrc and another for the target
guidance channel Ptgt . Recall that the coarsest layer in a Lapla-
cian pyramid is a low-pass filtered and downsampled version of the
image, while the remaining layers are the differences between suc-
cesively low-pass filtered versions. We modify the coarsest level of
Ptgt by matching its histogram to that of the corresponding level
of Psrc. To each of the remaining band-pass layers we add Perlin
noise of the appropriate scale, scaled such that its variance matches
that of the values at the corresponding layer of Psrc. The refined
guidance field is obtained by reconstruction from the modified Ptgt .
Thus, the refined guidance field contains noise at multiple scales,
whose statistics at each scale are derived from those of the source
guidance field.

The benefits of our target guidance refinement technique are
demonstrated in Figure 4. As may be seen in this figure, synthe-
sis results produced directly using a smooth bump-shaped guidance
channel tend to produce somewhat artificially looking results with
some noticeable repetitions. The results produced with the refined
guidance channels are considerably improved.

5. Results and Applications

We have implemented all of our texture analysis in Matlab. It takes
roughly 60 minutes to extract the source guidance channels from a

Figure 4: Guidance refinement: Left column: exemplars with their
extracted progression maps; Middle: a smooth bumpshaped target
guidance produces a less natura looking texture with visible repe-
titions; Right: results synthesized from refined guidance channels.

600×400 texture exemplar. Most of this time is spent on construct-
ing the matrix of the distances between the feature vectors, which
is then provided as input to the Isomap algorithm.

Our texture synthesis implementation is built upon the available
self tuning texture optimization code [KNL∗15]. It takes roughly
25 minutes to synthesize a 512×512 texture using our guided syn-
thesis approach. All the times were measured on an Intel Xeon E5-
2687W CPU running at 3.4GHz with 8GB of RAM.

Figure 5 shows a gallery of textures exhibiting significant spatial
changes in luminance, hue and/or saturation, scale, and pattern.
Next to each exemplar (1st and 4th columns) we show the scalar
guidance channel extracted by our analysis (2nd and 5th columns).
The textures in this figure are not strongly anisotropic, and the
source vector field is therefore not shown. The 3rd and 6th columns
show our guided synthesis results. In all of the examples, the target
guidance field was a smooth Gaussian bump (or an inverted ver-
sion of it), which was automatically refined as described in Section
4.1. The refined target guidance channels, as well as many addi-
tional synthesis results are included in the supplementary materi-
als. It should be noted that the bump-shaped target map was chosen
arbitrarily in order to demonstrate the robustness of our method. In
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Figure 5: Spatial progression control: a variety of textures exhibiting different kinds of spatial progressions. Each row shows two different
textures with a similar kind of spatial progression. For each texture, we show the input exemplar, followed by the source guidance channel,
and a result synthesized using a bump-shaped target guidance channel.

a practical scenario, a custom designed target map would typically
be created for each texture, as demonstrated below in Section 5.1.

As described in Section 2, Xue et al. [XWT∗08] also compute a
weathering degree map based on a single image. We compared our
approach to theirs both in terms of the feature vectors used (high-

dimensional texture descriptors vs. pixelwise CIE Lab colors) and
dimensionality reduction (Isomap vs. ratio of geodesic distances
to two user-specified extremes). A 2× 2 comparison matrix was
formed consequently. As shown in Figure 6, when only using pixel
colors as feature vectors, the resulting degree maps fail to cap-
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Figure 6: Comparison with Xue et al. [XWT∗08] in terms of the
feature vectors and the dimensionality reduction used. The input
texture exemplar and the corresponding target progression map are
shown above each table. For each texture, we show a 2×2 compar-
ison matrix, where the vertical dimension corresponds to different
feature vectors, and the horizontal dimension to different dimen-
sionality reduction methods. We can observe that our approach is
able to better capture progressions that cannot be characterized
using pixelwise colors alone, and yields better controllability. Note
that when using geodesic distance ratios, Xue et al. made use of
user-specified extrema. In this comparison, we automatically set
these extrema to the extrema of the Isomap-based maps in the left-
most column (indicated using small circles).

ture the pattern progression, leading to less successfully controlled
synthesis results. In contrast, when using our high-dimensional
histogram-based feature vectors with EMD distances, the guidance
maps capture such progressions well. As for dimensionality reduc-
tion, we can see that the progression maps generated by Isomap
are smoother than those produced with geodesic distance ratios,
again yielding better controllability. In addition, our approach is
fully automatic, while geodesic distance ratios require user interac-
tion, which may introduce instability.

Figure 7(a–d) shows qualitative comparisons between our continu-

Figure 7: Comparison with discrete label maps. (a) input ex-
emplar, (b) our progression map, (c) discrete label map from
[RCOL09], and (d) discrete label map at coarsest scale gener-
ated by [LSA∗16]. (e,f) continuous target guidance map and corre-
sponding synthesis result; (g) target map obtained by discretization
of (e), and the corresponding result (h). For a fair comparison, the
discretization was done such that the relative area of each label in
(g) is the same as in the maps in (d).

ous progression maps and the discrete label maps of Rosenberger
et al. [RCOL09] and Lockerman et al. [LSA∗16]. As discussed in
Section 2, discrete label maps are less suited for describing inhomo-
geneous textures that exhibit gradual changes, while using our con-
tinuous progression maps yield better control over the result. This
is demonstrated in Figure 7(e–h), where we compare our results
to those obtained using Lockerman’s label map as source guidance
and a suitably discretized version of our target map as the target
guidance. Note, the unnatural looking dark ring formed when us-
ing the discrete label map in the top result in (h), and the less natural
boundaries between the three areas in the bottom result in (h).

Figure 8 demonstrates our ability to control local orientation in
strongly directional textures. The middle column shows the input
exemplar superimposed with the vector field extracted as described
in Section 3. In this figure we control only the local orientation us-
ing a wave-shaped target vector field, and no scalar guidance chan-
nel was used. Specifically, we set β in equation (3) to zero.

Figure 9 compares our method of orientation control to [LFA∗15],
demonstrating that our soft constraints produce slightly more con-
tinuous results, compared to the hard constraints used in [LFA∗15].
However, the true advantage of our approach is that different spa-
tially variant properties may be controlled independently and simul-
taneously with the local orientation. This is demonstrated in Figure
10. To our knowledge, our method is the first to offer such control.
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Figure 8: Orientation control: given a texture exemplar with no-
ticeable local anisotropy (left) we extract a vector field that de-
scribes it (middle). A wave-shaped target vector field is then used
to control the local direction across the synthesized result (right).

Figure 10 also shows a self-evaluation of our method. Although
there is no “ground truth” that our progression channels could be
compared to, we show a qualitative comparison between the pro-
gression channels extracted by our method from a texture that was
synthesized using a progression map to begin with. As we can see
in columns (a) and (e) in Figure 10, the recovered guidance chan-
nels are indeed qualitatively close to the target guidance used to
generate the textures, which demonstrates the consistency of our
analysis. Note that exact recovery cannot be expected in this exper-
iment, since the target guidance is only used as a soft constraint by
our synthesis process.

5.1. Applications

Lu et al. [LDR09] detect dominant texture areas in an exemplar
based on a manifold generated using the diffusion distance. They
demonstrate that their method enables them to synthesize uniform
textures from “contaminated” exemplars. Our scalar progression
channel may be simply yet effectively used for the same purpose,
as demonstrated in Figure 11. From the source progression chan-
nel we obtain a binary map using Otsu’s automatic thresholding
[Ots79] (shown superimposed over the progression channel in the
middle of each row). The larger among the two resulting segments
is considered to contain the dominant texture, and synthesis is then
carried out using only patches contained therein. Additional exam-
ples are included in the supplementary materials.

Although our approach was not explicitly designed to assess the de-
gree of weathering, our scalar progression channel can nevertheless
function as an effective “age map”, when extracted from a texture

Figure 9: Comparison with the orientation control method of
Lukáč et al. [LFA∗15]. Left: input exemplar, middle: result using
a hard orientation constraint [LFA∗15], right: our result (soft con-
straint). As highlighted in the middle column, using hard constraint
sometimes introduces discontinuities in color and linear features,
especially when the target field becomes more complex. In contrast,
using soft constraints helps produce smoother orientation changes
and better preserves color and linear features.

depicting a partially weathered surface. Thus, by providing a suit-
able target guidance channel we are able to synthesize textures that
appear less or more weathered than the original exemplar. This is
demonstrated in Figure 12, which shows several sequences similar
to those that may be produced using the recent method of Bellini et
al. [BKCO16] that was specifically designed with (de-)weathering
in mind.

To achieve the results shown in Figure 12, we first threshold the
source guidance channel G to identify a “clean” region of the in-
put texture T . A clean texture Tc is then synthesized using only
patches from the clean region (similarly to our dominant texture
synthesis described earlier). However, while synthesizing Tc, we
also synthesize a new guidance channel Gc from the source guid-
ance channel G. Another threshold tw is used to detect the fully
weathered regions of T (areas for which G < tw). Next, we gen-
erate a sequence of guidance maps Gi, by gradually transitioning
from Gc to G, and then continuing to gradually darken those re-
gions of the guidance channel which have not yet reached tw, while
freezing the already weathered regions. Synthesizing textures using
this sequence of guidance maps gives us the desired time varying
weathering sequence.

Finally, we demonstrate the use of our technique to synthesize tex-
tures targeting a specific 3D model, where the control that we pro-
vide proves crucial. Two such examples with user specified target
guidance maps are shown in Figure 13. A UV map was created
for each model in 3ds Max, and the user-provided target guidance
maps were drawn over these UV maps (in the figure the guidance
map is shown texture-mapped onto the model). The scalar chan-
nel was created using a few simple gradient fills in Photoshop.
The vector field for the puppy example was interpolated from a
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Figure 11: Dominant texture synthesis: for textures that exhibit one
dominant mode (such as the two examples on the left) we are able
to synthesize a texture having only that mode (right) by applying
automatic thresholding to our scalar guidance channel (middle).

few user-drawn guiding curves using harmonic interpolation, i.e.,
by solving Laplace equations with Dirichlet boundary conditions
along the curves.

In many cases, the target guidance maps can also be automatically
generated, since texture variations are often correlated with local
geometric characteristics [MKC∗06]. For example, when texturing
a dusty object, the portions of the surface pointing upward tend
to collect more dust. Hence, a target guidance map can be auto-
matically computed based on surface normal orientation; see Fig-
ure 14(e). Similarly, when rendering a translucent object, the degree
of translucency is determined by the local thickness of the object.
Synthesizing the texture by using a target guidance map generated
based on shape diameter function [SSCO08] yields convincing re-
sults; see Figure 14(c). Other examples in Figure 14 show that other
geometric features, such as height (z-coordinates) and curvature,
can also be used to achieve various desired effects. In addition, us-
ing the method of [XCOJ∗09], a target vector field can also be auto-
matically generated according to crest lines on 3D surfaces, which
provides additional controls over the local orientation of the tex-
ture. Such examples are shown in Figures 1 and 14(g), where the
target scalar guidance channel was computed from normal direc-
tion (inwards or outwards), and in Figure 14(h), where height map
was used as the target scalar channel.

6. Conclusions and Future Work

We have described a new method for automatic analysis of inho-
mogeneous textures. Factoring out local orientation from spatial
changes in other visual attributes, we extract two guidance chan-
nels from an input exemplar. These channels enable controlling
both spatial progression and local orientation across synthesized
textures. While the analysis is surprisingly simple, the guidance
maps that it produces are effective for a wide variety of inhomo-
geneous textures, and we have demonstrated their usefulness for a

Figure 13: Controlled texturing for 3D objects with manually spec-
ified target guidance maps. The barrel in the top row is textured
using two different rust textures, one for the top and another for
the side. The user provided scalar channel is created using several
simple gradients. The puppy is textured using a directional texture,
whose guidance map consist of a scalar channel and a vector field.
The puppy’s head is textured using a separately provided texture,
while the fur texture over the body is synthesized using our method.

(a) (b)

Figure 15: Limitations: (a) The transition in hue (from red to
green) is uncorrelated with the lightness change from bottom left
to top right, and the resulting progression channel does not capture
the transition in hue. (b) The progression channel does not ade-
quately distinguish between the largest blue spots and the smaller
ones next to them.

number of scenarios, some of which were previously addressed by
dedicated works.

Our approach has a few limitations. The most obvious limitation
is the high computation times required to compute the distances
between the feature points that are provided as input to the Isomap
algorithm.

Our approach does not handle well cases where there are multi-
ple uncorrelated spatial progressions occurring across the surface,
since such behavior cannot be captured by a scalar valued channel
(Figure 15(a)). In particular, the approach is not sensitive enough
to changes in the scale of texture elements. When other types of
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Figure 10: Simultaneous control of progression and orientation: the top row shows two input exemplars with their corresponding extracted
source guidance maps (the scalar channel is overlaid with the detected directions.) The bottom part shows four different target guidance
maps (c) that control progression and direction independently. The corresponding synthesized results are shown in (b) and (d). For self-
validation, we repeat our texture analysis on these results, and the recovered guidance channels are shown in (a) & (e). It may be seen that
these recovered channels are indeed qualitatively close to the target guidance. Note that exact recovery should not be expected here, since
the target guidance only serves as a soft constraint in our synthesis process.

changes are simultaneously present, they seem to take precedence
in the Isomap embedding (Figure 15(b)).

Finally, example-based texture synthesis in general is only as good
as the input exemplar. In non-uniform texture exemplars, where
the appearance is changing across the exemplar, the number of
patches available to synthesize each kind of appearance is limited.
Thus, when performing constrained synthesis, one encounters rep-
etition artifacts more frequently than with unconstrained optimiza-
tion. Such examples may be seen in the supplementary materials.

In future work it would be interesting to attempt addressing these
limitations. In particular it would be interesting to look for multi-
dimensional manifold embedding that would replace our scale pro-

gression channel with a multi-valued one. We experimented with
2D Isomap embedding, but this attempt has not been successful.
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Figure 12: Time varying weathering sequences. Our scalar progression channels can function as age maps, when extracted from textures
depicting partially weathered surfaces. The progression maps can be manipulated to synthesize less or more weathered appearance, similarly
to the time varying sequences of Bellini et al. [BKCO16]. The original exemplars are in the middle column. The corresponding sequences of
guidance maps are included in the supplementary materials.
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