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only slightly greater thark, so that the code operates at near

over a blockage channel with long feedback delay, as arisescapacity. With such protocols, a single bit of feedback saffi

in real-time satellite communication from a comm-on-the-move
(COTM) terminal. For this problem, we introduce a definition of
delay that captures the real-time nature of the problem, which
we show grows at least as fast a®©)(log(k)) for memoryless
channels, where k corresponds to the number of packets in
the transmission. Moreover, we show that a tradeoff exists
between this delay and a natural notion of throughput that
captures the bandwidth requirements of the communication.
We develop and analyze an efficient “multi-burst” transmission
protocol for achieving good delay-throughput tradeoffs within
this framework, which we show can be augmented with coding
for additional performance gains. Simulations validate the new
protocols on channels with and without memory.

to terminate the transmission. Moreover, provided the agess
size is large, the inefficiency due to feedback delay is small

For real-time traffic consisting of a stream of (ordered)
packets, such as voice, good solutions require more work.
Indeed, rateless schemes are ill-suited as they would reequi
waiting at the encoder until the end of the stream to encode
and transmit, and waiting at the decoder until the entireasir
can be decoded. Real-time applications require encodidg an
decoding to be progressive, with decoding of earlier pafts o
the stream happening before later parts are even encoded, so
that playback can begin as soon as possible.

Index Terms—real-time communication; communications-on-

the-move (COTM): ARQ; scheduling; packet-loss channel: The design of such encoding and decoding is nontrivial

when the RTT in the system is substantial. Assuming we sim-
ply transmit packets as they become available to the engibder
is unclear how to handle packet losses. Retransmittinggiack

In recent years, military satellite communication capéibg after a full RTT may incur a very large delay, but preemptive
are being extended to communications-on-the-move (COTMdtransmission may be wasteful of bandwidth.
terminals at the tactical edge. One challenge for on-theemo |n [13], [14], an efficient approach is described for achieyi
communication is channel blockage caused by foliage odbuithe minimum possible delay at maximum possible throughput
ings as terminals traverse rural or urban environments.r3o fiin such streaming scenarios, when no feedback is available.
order, these channels can be modeled as erasure chanrtels gmples of additional work beyond individual links inctud
certain channel statistics. Techniques for dealing wittseres [15], which studies methods for achieving low delay via
include error-control coding, retransmission protocasd network coding and feedback. Additionally, field experimen
various hybrid schemes; see, e.g., [1]-{12] and the reée=nwork is described in [16].
therein. However, the long round-trip time (RTT) assodate |n this work, we develop a framework for analyzing the
with satellite communication further complicates the peoft  problem of real-time streaming over a packet-erasure @lann
After a packet is transmitted, the transmitter has to waiga swith long feedback delay, and show that a fundamental tfadeo
nificant fraction of a second before an acknowledgment (ACHkists between the bandwidth efficiency (throughput) and
is received indicating that the transmission was succkessfu delay efficiency that can be achieved. Moreover, we devetop a

For non-real-time traffic such as bulk data transfers, eatel efficient multi-burst transmission (MBT) strategy for ae¥ing
schemes provide natural solutions. Indeed, examples ssichy8od delay-throughput characteristics.
digital fountain codes [1], [2] and Raptor codes [3] are able
achieve low excess bandwidth and delay for different chianne
behaviors simultaneously. In particular, to communidalsts, The model of interest is depicted in Fig. 1. A source gen-
an arbitrarily long sequence of coded bits is sent through thrates a stream of mutually independent packets,, ... of
erasure channel until sufficiently many bits are received fixed sizeR at the rate of 1 packet per time unit (TU) starting
enable decoding. The number of bits required for decodingdstime 1, such that thkth packetp,, is generated at timé. A
transmitter sends channel messagest time k, which are a
causal function of the source packets, ig.is only a function
of p1,...,px. The channel has dynamic bandwidth, allowing
messages;, to have variable siz&;, = Ny R, where Ny > 0

I. INTRODUCTION

II. SYSTEM MODEL AND PERFORMANCEMETRICS
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Fig. 1. Streaming system block diagram.

is arbitrary, though in this work we will generally restrictof data that was admitted by the channel, and the amount
Ny to integer values. The dynamic bandwidth allows for thef data that the source emitted, averaged over time, i.e.,
possibility of adapting to channel variations in real tinas, TM = lim;_,.. TM;, where?

periods with fewer blockages require fewer retransmission S Els;R;)}

The blockage channel is governed by a state sequepnce ™, 2 %
where the message. is either received after a fixed delay >R
d. if s, = 1, or blocked ifs;, = 0. The transmitter learns the
channel state through an error-free packet acknowledgfeent
back after a further delay of,, so the transmitter function is
given bycy = g(p1,. .- Pks 15+ -+ s Sk—2d,—1)-

When the receiver is able to determine a source packet
forwards it to a playback buffer. Due to the real-time natofre
the transmission, the receiver is required to reproduckgiac
at the output in sequential order—if packetis not received, I1l. RETRANSMISSIONPROTOCOLS

all later packety;, j > k, must wait. We assume an infinit¢ g section analyzes some relatively simple retransonissi
buffer for simplicity. The playback buffer can only playbac (, re repetition) protocols. In such protocols, the traittsa

one packet per tlme unit, all .Iater packets are buffered.' __packetc,, is the concatenation of the source packgtwith
For such real-tlr_ne streaming systems, a natural deflnltl&?k _ 1 previously transmitted source packets. With such
of the delay experienced by pacikef is protocols, the throughput metriEM is the expected number
Dy & M, — k, (1) of times that each source packet is received.

whereM;, denotes the timg, is played back and is the time A, |deal Genie-Assisted System Performance
pi IS generatedD;, is nondecreasing as there is no mechanism As a performance bound on delay and throughput, we first

to “catch up-” . . examine a genie-assisted system in which the channel state i
(?onS|der an exa".‘p'e W'thc = 3. Packetp, is generated revealed in advance to the transmittai/e later use the same
attimel and transmlFted ”gh.t away. Assunag = 1 (channel e ork to derive an achievable delay-throughput tréideo

ope_n), therp, is received at timel. + 1 = 4 and played back ;o presence of feedback delay.

attimeM, =do+2=5,S0D =M, —1=d.+1=4 " Gyen channel knowledge, the optimal strategy (even with-
I.f 51 =0 (blocked),.then the transmitter finds out abqut " 384t the restriction to simple repetition protocols) is @nsmit
time 2d. + 1 = 7. If it choosescs to be the co_ncaten.at|on Ofeach source packet, exactly once at the first instaht> k the

p1 andps (thus Ns = 2), andss = 1, thenp, is received at canne) js open. This achieves the minimum delay possible, s

time 11 and p_Iayed back at time2, thUSDl. = 11. . DM = 0. Each packet is received exactly once, BNl = 1.
We would like to keep the delay low, while also keeping thRlo scheme can achieve lower values for these metrics.

number of channel uses (utilized bandwidth) small. However Fig. 2 gives an example. Packet is sent and played
there is tension between these two goals: while the trarﬁsmnback immediately. Packet, is not sent at time and 3

still does not know if a message was blocked or not, f(Hue to channel biockages. Howeves, ps, ps are successfully

the sake of minimizing delay .it shoulq assume .that. i.t WqPansmitted together at timd. Packetp, is played back
blocked, thus repeat whatever information it containedl itnt immediately, butps and p, are buffered.

is acknpwledged. For low throughput the opposite ho!ds: theExamining the delay experienced by each packet, note that
transmitter should assume that the message was receivad, %k depends on the longest burst of zeros experienced so

avoid t_he danger of un'ngcessarily repeating information. far. Each time the longest burst of zeros lengthens, pldybac
Equipped with a statistical model for the state sequance is interrupted and the delay for all subsequent packets is

we can quantify this tradeoff achieved by a specific scheme
using particular delay and throughput figures of merit. §pec  inote that after the transmitter is sure that the receiver kasdakd all the
cally, we consider an independent identically-distriloufiei.d.)  information, transmission stops and from that momentign= N; = 0, so
sequence Wi'[ﬂ)r{sk _ 1} = in our analysis. tha;t thg sum in the numerator of (2) is typically finite.

Thethroughput metricl'M, which reflects the inefficiencies ; Equivalently, one may assume that the state become known toahe t
. g_ _p . . v mitter immediately after each message is sent, correspondingtemtaneous
in channel utilization, is the ratio between the expectddme feedback.

= %ZE{SJ-N]-}. @)
j=1

1/TM corresponds to the bandwidth efficiency of the scheme.
We define thedelay metricDM as the delay in excess of
the delayD{"™ achievable by any scheme (such as the genie-
aﬁsisted scheme in Section IlI-A), i.®M = limy_, ., DM
where
DMy, £ E [Dy — D] . ®)



Using Proposition 1 in (5), we obtain the upper bound

o0
enerate packe ropagate throu i . b
:uffer ;acietk/ \t/\/ait N enmetith deét d, E[DP™] <dc+1+ Z min(1, (1 — p)°k) (6)
IE‘ Playback packet X Channel Blocked b=1 1
. 012345678 91011121314 151617 1819 Sdc—l—l—i—logﬁk—i—;p. @)
ime -
Chamnel . 1001 1Q@QO0 D1 10T . ... Eq. (7) is obtained by breaking the summation to two parts, th
tongeststretch ofblociage - portion corresponding to < log_1_k in which the summand
Ik Dk . . —P .
Packet# v Interruptions 5 is 1, and the remaining values 6ffor which the summand
2 X A/ | nelavback 86 decays ag1 — p). To improve the bound, care is taken in
2 ‘\/V‘*z : - l 190 g handling the fractional part Olfog% k. It is easy to check
. . P . .
5 BBl 16 that (7) holds with equality wheh)gl% k is integer.
6 XX ON>P 137 The bound (7) is tight up to a constant with respect to
147 g p p
: N e e k. Specifically, first using numerical evaluation, and then
9 AEAE 167 propagating the inequality between (6) and (7), we obtain
10 sle]s]P 17,7 ) 1—
1 aN~>E[e[R] 187 E[D™M] ch+1+log¢k+—p—A(p) (8)
12 Bls|s]r|to 7 t=e P

Time 012345678 910111213141516171819 > ) b
>de+ 1+ min(1,(1-p)’k) — Alp), (9)
Fig. 2. Example of genie-assisted system operation wjite= 3. b=1

. q h . q q . . where the constam\ (p) has the value ofA(0.5) = 1.67 and
increased, such as at timésand 7, and again at timel2. 0.9) = 0.43, and generally decreases with

These interru_pt_ions will generally happen with decreasing A'S we will see, this logarithmic behavior if);, holds not
frequency. This is because, as we show next, the Iongelauh;tr(?)nly in this genie-assisted case, but in our general case of

of plockage, as well as the delay experienced by the 9CNifferest involving delayed feedback of state information.
assisted scheme, grows lik¥log(k)).

Denoting byB;, the longest stretch of continuous blockag®. Optimizing Throughput: ARQ

that startsat a time up tok, we haveD™" = d, + 1 + B. In a traditional ARQ protocol, after the transmitter sends a
In the example of Fig. 2B, = 3 for 6 < k < 12. Defining  packet, it waits for a full RTT, and only retransmits the petck
Pp, (b) 2 Pr{By, > b}, 4) when it is certain that the previous transmission was last, s

no packet can be received twice. Such a scheme achieves the
o o minimal TM of 1, but suffers a large delay due to the long
E[DMin] = ZPr{DZﬂin >t)=d.+1+ Zka ®), (5) wait time between the retransmissions. In fdeM = oo.
t=1 b=1 C. Optimizing Delay: Send-Until-ACK (SUA)
where t_he sum _is due _to computing exp_ectgd values fromag an alternative to ARQ, the send-until-ACK (SUA) pro-
cumulative density functions for nonnegative integer mnd (40| minimizes delay without regard to the cost in throughp
variables. We now develop an upper bound on this sum for (8¢ repeatedly transmitting all packets generated so far at
Li.d. channel model, which is tight in the logarithmic sens eyery time unit until each such packet is acknowledged. SUA
Proposition 1: For an i.i.d. blockage channel sequence Withchieves the lowest possible delay, as each source pagket
Pr{sy =1} = p, we havePs, (b) < min(1, (1 - P)b_k)- o is successfully transmitted at the first instant charngpens
Proof: The first term in the minimization], is trivial. up on or after timek, which is the same as in the genie-
For the second term, in order to haveonsecutive zeros, the gssisted case, SDM = 0. However, SUA is very wasteful

channel sequence must take the form of bandwidth. The average number of times each packet is

we have

x.--%x0---0x---%x, fori=0,1,---,k— 1. received iSTM = 1 + 2d.p. There are alway&d, additional
b M transmissions after the first successful one due to the éaidb

For eachi, the probability of having a particular patternd€lay; among those, on average.p are received.
of this form is (1 — p). The probability of the union of p_ Efficient Tradeoffs: Multi-Burst Transmission (MBT)

i=0,1,--- ,k—1is at most(1 — p)°k. ] . .
Although this method double counts some channel patternsWe now propose a multi-burst transmission (MBT) protocol

. ? . as a balance between the extremes of ARQ and SUA. It differs
with multiple bursts of zeros, together with the upper bou : . o
. ) . . from ARQ as follows. First, instead of transmitting a packet
of 1, it provides an upper bound sufficient for our analydis.

shows thatPp, (b) decays exponentially if for a fixed k. 3 only once and waiting a full RTT, a packet is repeatedly
k ' transmitted one or more times in a burst of consecutive time

3For other channel typesf?Bk_ (b) mostly likely also decays exponentially units. After each burst, the tra_nsmitter Waitsla full RTT to
in b for sufficiently largeb. see whether any of the transmissions made it through. Each



burst should be no longer than a full RTT. If not successfukansmissions are expected to be received. This induciiast
additional bursts are attempted, up to a total\dfg, where advantage of the full RTT wait time between bursts, so after
Nrtg is a design parameter. If all the bursts fail, the transmitta burst completely fails, there is a “clean restart.” Theiahi
goes into SUA mode, i.e., repeatedly transmitting that packcondition of the induction is (@) = 1 + 2d.p, corresponding
until it is acknowledged. The motivation is to prevent oyerlto doing SUA alone. The elements wfcan be optimized one
long delays. Since the overall delay is determined by tle a time starting fromv .., working backwards:

fate of the most unfortunate packet, once a packet suffers end
L Uy, = arg mln T( )
repeated blockages, extra resources are spent to expexdite i
delivery. This incurs minimal degradation ifiM, however, = argmin pv, + (1 — p)*» -T(Vf:fl)
since relatively few packets enter SUA mode. on o
Each MBT scheme is fully characterized by the vector of = [log o 7(vii5)) + 1. (13)
burst lengthsv = [v1,v2, -+, UNg,]. FOr exampley = [2,4] In the case ofl. = 10 and0.44 < p < 0.56, the optimal

andd. = 10 means packepy, is transmitted at times, £+ 1 purst lengths arey,, = 4, vnp,—1 = 2, andoy o = - - =

in the first burst. If both are lost, then a full RTT latgr, 4, = 1. This solution suggests that when the allowabisl

is transmitted at& + 22, k + 23, k + 24, k + 25. If all four g sufficiently large, we should first do ARQ. Afté¥rg — 2

are lost, therpy, is transmitted continuously starting at timeransmissions, we get close to the allowable delay, we shoul

k+ 46 until an ACK is received. This retransmission SChedUI@]en do a |onger burst df and then an even |onger burst of

is carried out for all packets independently and simultasBo 4. Should all those fail, we send continuously until ACK is

For example, at time6, p1, p2, ps, p4, P25, p2¢ May all be  received. When channel blockage is less frequent, i.e.efarg

(re)transmitted. p, the optimal MBT burst lengths are shorter, i.e., more “ARQ-
To evaluate the delay, see that in the above example, afiRe.” For example, wher).62 < p < 0.75, the optimal burst

the first transmission is lost, it delays the receptiomppfby lengths arevy,,, = 3, andw, = 1 for b < Nrp.

1. After the second transmission is lost, however, it in@irs The above scheme achieved ~ 2d.Ntg, spaced2d,

delay of a full RTT, i.e., 21. We define; as the time between apart asNyp takes on various integer values. To achieve

the bth and(b -+ 1)st transmission. In the above example, witthtermediateDM values, we allow the time3 between the

w denoting the vector of such inter-transmission times, Wast burst and the SUA region to be in< 8 < 2d. rather

havew = [1,21,1,1,1,21,1,1,---]. (For SUA,w;, = 1; for than fixing 3 = 2d. + 1. With this generalization, the optimal
ARQ, wy, = 2d. + 1.) Using techniques similar to those used, hasvp.., = Uog ) ((1 — p)f2e=l 4 p3 p)J +1, with
to obtain (6), the average delay can be bounded by UNeppy— 15+ U1 obtained via the induction using (13). We omit

oo the proof due to space limitations.
E[Dy] <d.+1+ Zmin(l, (1—p)bk) - wy, (10) The delay-throughput performance of the optimized MBT
b=1 protocol is shown by the lower curve in Fig.3. It shows a
steep initial decline inTM: allowing a little excess delay
(small DM) leads to dramatic bandwidth savings. But addi-
tional delays provide diminishing returns. The upper curve
Fig. 3 corresponds to theDM, TM) pairs achievable using
a truncated ARQ scheme that simply switches from ARQ to

wheremin(1, (1— p)®k) is the union bound on the probability
thatany one of thek packets haall of its first b transmissions
blocked. Subtracting (9) from (10) and noting that oy
elements ofw are larger tharl (and equakd. + 1), we have

oo SUA after a prescribed time, which is essentially a special
DM, < Zmin(l, (1= p)%k) - (wp — 1) + A(p) case of the MBT scheme with all burst lengths equall to
b=1 Earlier switching leads to lowddM and highefT'M. The gap

< 2d.Ntp + A(p). (11) between the two curves shows that there is a significant thenefi

g) doing bursts rather than doing single retransmissiohs. T

We now turn_ t(? the proplem of designing the burst lengt enie-assisted and SUA cases are also shown for comparison.
vectorv to minimize TM given a targeDM. From the anal-

ysis above, given a targ&M, a total of Nyg ~ DM/(2d,) IV. CODED PROTOCOLS
bursts are required. We optimize thérg elements ofv by In this section we suggest simple coded enhancements to the
induction. To this end, we defingv) to be theTM associated preceding retransmission protocols. The schemes we @nsid
with an MBT scheme with burst length vecter It can be utilize the idea of encoding by computing random linear
shown that combinations of packets commonly seem in, e.g., network
) end coding [17]. In particular, at its simplest, any basic réjmat

T(v) = por+ (1= p)" - 7(v2™), 12) protocol can be augmented with coding by replacing any
whereu, is the first burst length, ands™® denotes the vector transmission of packepy by a random linear combination
of remaining entries iv. The intuition is that the first burst of ¥ Of all packetsp;, j < k,* over a large enough alphabet of
v1 transmissions always happen; among thgse,many will ~coefficients. The size of eag)y is also R, same agy.

be received on average. The probability ofglitransmissions  apacyets that the transmitter knows that were already decotsd be
being blocked is(1 — p)¥1; conditioned on this,m(vS"?)  excluded without affecting performance.
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Fig. 3. The delay-throughput tradeoff for optimized MBT amdncated Fig. 4. The delay and throughput behavior achieved by a twsttMBT
ARQ, compared to the genie-assisted bound and to the SUA sclR@  protocol with v = [2,4], with and without coding. Channel is i.i.d. with
performance is not shown, since it yiell®V = co. Channel is i.i.d. with p = 0.5 andd. = 10.
p=0.5andd. = 10. TABLE |
DM AND TM ACHIEVED FOR MEMORYLESS CHANNEL WITHp = 0.5
The performance of any such coded scheme is always at

least as good as that of its base retransmission protocck si Retransmission| ~Retransmission ‘Coded
by our definition of delay a packet must wait for all previous Analytical Simulation Simulation

: L v DM | TM DM TM | DM | TM
packets, thus the linear combination can always be undone—q 50 | 2.6875 | 2051 | 2.6868 | 13.93 | 2.1563
The gain provided by coding is that jf, has been decoded 2,4] 40 | 1.6719 | 40.88 | 1.6718 | 33.80 | 1.4505
already,y;, may be used to contribute towards decoding one [£1'12'2411] gg i-iggg gg-gg ﬁggg ?g-gg ﬁggs
of the earlier packets. While the analysis of this coding gai [L1124][ 100 | 10840 | 10005 L0841] 98.76 | 1.0700

is difficult, the gains can be easily quantified by simulation

as we develop next. possible), andE[D;] achieved by the uncoded and coded
two-burst MBT arel.36 sec andl.21 sec, respectively. The
differences are noticable to end users.

We now present simulation results on the delay and through-rig. 4(b) plotsTM, as a function ofk together with the
put performance of MBT schemes both when augmented Bife standard deviation spread (dotted lines). It sh&W is
coding, and for channels with memory. For each scenarigdeed constant irk in the uncoded case (top curve). With
simulations were performed using up to 10° packets and coding, for largek, TM improves significantly, from..67 to
500 Monte Carlo trials to obtain suitable statistical agarg. 1.45, about33% closer to the minimunTM of 1. Whenk is
For each run,D,, was recorded. Using the same chann@maller, there is less gain. Whén= 1, there is no coding
sequence, the genie-assisted del3y’™ was also evaluated. gain, as there is no coding to perform.

The difference,D;, — D", was then computed. Averaging Table | shows theDM and TM achieved by a range of
over all runs leads to an estimate 8{D;], E[Dy"™], and MBT retransmission protocols and their coded counterparts
DMj. TM is obtained by counting packets received. The worst-case one-standard deviation of &l and TM
. . values are 0.13 an@l0005, respectively. The simulation values
A. Coding Gain 5 L
are evaluated ak = 10° as an approximation t& — oo.

To illustrate the performance gain due to coding, we COnthe simulation results for the uncoded retransmissionraeise
pare a particular scheme and its coded version under an i.gghsely match the analytical values. In particulEk matches
channel withp = 0.5 andd. = 10. We choose the two-bursttg three decimal places; tHeM simulation values are within
MBT protocol described in Section IlI-D witlr = [2,4]. a factor of A(0.5) = 1.67 above the analytical values.

Fig. 4(a) showsE[D;] and DMy. The dotted line at the  These results are also shown in Fig. 5 in blue with circular
bottom is the delayF[Dj"] achieved by the genie-assistegnarkers. Comparing the coded schemes to their uncoded coun-
system. The dashed lines are th&D;| achieved by the terparts, coding improves bofhM and TM. Also, there is a
uncoded and coded schemes. They both have the same limiiagater improvement for schemes with fewer bursts (smaller
slope as the dotted line. The solid lines are delay metrlq§M) This is because wheiVrg is large, MBT generally
which are the differences betwe@HD;] and E[D;*"]. They  starts with an ARQ phase of single transmissions. Since the
both become flat and reach a final value fas+ oo). The form of coding we consider does not help with ARQ, typically

red (x) lines are noticeably lower than the blde-) lines, MBT schemes do not benefit from coding whBd is large.
indicating the advantage of coding at all valueskof

Fig. 4(a) also shows how delay behaves at fikitdhough B- Channels with Memory
both E[Dy] and E[D®*] grow to infinity ask — oo, their While the retransmission schemes described in this pa-
finite difference,DMy, is significant for finitek values of per have only been analyzed in the context of memoryless
interest. For example, fafTU = 20ms, k& = 10° corresponds channels, the framework (and resulting protocols) can also
to 33 minutes. At this point, E[D}"] is 0.54 sec (best be applied to channels with memory. To study the impact

V. SIMULATION RESULTS
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using MBT protocols with and without coding,. = 10 andp = 0.5.
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of channel memory, additional simulations were run with

two-state Markov blockage channel with average open ang
blockage durations both being 6 TU. All other aspects of the
simulation were kept the same including the MBT schemé&’!
parameters. Th®M and TM achieved are plotted in Fig. 5 [4]

together with the i.i.d. channel results for comparison.

For both uncoded and coded schemes, and across all five

MBT schemes in Table I[TM increased whileM decreased
when channel memory is introducedM becomes larger

because after the initial successful reception, due toraian

memory, there is a higher conditional probability of susfels
reception of the retransmissions that follow closely affear

the v = [4] scheme50% of the time, the first transmission (6]
is successfully received, and the next three retransmissio
which are likely to also be received, contribute signifitant [9]
to theTM, which overall increased by nearly 3 in the uncoded
case. For the MBT protocols with more bursts, fewer packetsg

require the last burst of 4, so there is less impact.
The slight decrease in the delay metric is actually due

the way it is defined. When the channel has memory, it is
more likely to have long bursts of blockages. This increases
E[D®in]. The packet delayss[Dy] are also increased, but!t2

to a lesser degree. Consider the= [1,1,2,4] case, after

the first transmission is blocked, we wait for 21 TU beforé&3]
retransmission. This leads to the same 21 TU delay as in the
i.i.d. channel case. However, in the genie-assisted céise, aj14]
the initial blockage, the packet is likely to be blocked a bit

longer, so the delay is relatively longer than the i.i.d.rofel
case. AccordinglyDM decreases.

Coding offers more significant improvement when channel
has memory. This is because while a short burst of trarf&?!
mission often leads to duplicate (useless) receptions én th

uncoded case, in the coded case, the multiple receptions
be used to decode earlier packets.

practical MBT scheme, blending ARQ and SUA, achieves an

O(log(k)) delay that is only an additive factor worse than a

genie-assisted system. The MBT scheme achieves a particula

delay-throughput tradeoff by varying its design paransgter

from which we see that relaxing delay requirements even

slightly can significantly reduce bandwidth requiremeritse

framework was also used to evaluate the benefit of coding
and the impact of channel memory via simulations. Coding
improves both delay and throughput, especially in the low

delay regime, and for channels with memory. Similar analysi
can be used for other protocols and blockage models.
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