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1 Introdu
tion1.1 Parallel 
omputingA parallel system is a system whi
h utilizes multiple 
omputing units 
on
ur-rently to solve a 
omputational problem with ea
h 
omputing unit working ona part of the problem. In order to solve these problems the 
omputing unitsare engaged in doing 
al
ulations lo
ally and in ex
hanging data with other
omputing units. In the past, parallel systems used to be built using a propri-etary hardware. This hardware was responsible for the 
ommuni
ation betweenthe 
omputing units and for the 
omputation itself. The 
ommuni
ation wasbased on a shared memory model or on a distributed memory model. In theshared memory model 
omputing units share a 
ommon address spa
e. In thedistributed memory model 
omputing units operate in a disjoint address spa
esand ex
hange messages to intera
t with one another. Today, however there isa tenden
y to build many parallel systems with standard building blo
ks. Thisis done by using a regular PC as the 
omputing unit and using a LAN (lo
alarea network) for the 
ommuni
ation. This model is also referred to as NOW(network of workstations). The strength of a parallel system is measured asa 
ombination of the strength of the 
omputing units and the strength of thenetwork.1.2 Inter
onne
ting networkIt is trivial that the overall performan
e of a parallel system will be poor if the
omputing units are not strong enough. It is also agreed that the performan
e ofthe inter
onne
ting network has a very large impa
t on the overall performan
e.In many parallel 
omputations vast amounts of data are ex
hanged between dif-ferent nodes of the system. Therefore , network performan
e is a key issue in8



the overall performan
e of parallel systems. The standard building blo
ks for
omputing units (usually Pentium CPU's) are quite satisfa
tory and exponen-taly improving a

ording to Moore's law. However, in the network area thesituation is di�erent. The standard building blo
ks for networks do not supplythe desired performan
e in terms of bandwidth. For example, a regular 10/100Ethernet network 
an slow down a system that works on large N-body prob-lems. One of the solutions to this low network performan
e problem is to useopti
al networks. Opti
al network have large bandwidth, orders of magnitudegreater than the bandwidth of 
opper wire or 
oax [6℄. Another problem solvedby opti
al networks is the wire diameter. In a system holding thousands of linksthe wire density be
omes more 
riti
al. Opti
al networks use opti
 �bers whi
hhave a mu
h smaller wire diameter in 
omparison to regular 
opper 
oax 
ablesas in Ethernet.1.3 Opti
al networks and opti
al swit
hesThe biggest advantage of opti
al media is the 
apability of supplying very largebandwidths between two points. Unfortunately , fully 
onne
ted networks aretoo expensive and not feasible, so some sort of swit
hing must be 
arried out.Swit
hes for opti
al networks are not as developed as swit
hes for ele
troni
networks. In ele
troni
 networks we 
an use regular swit
hes and routers insome hierar
hy to a
hieve e�
ient swit
hing. In opti
al networks there is nostandard swit
h/router available. Instead there are two main options. One isto use ele
troni
 swit
hing and the other is to use opti
 swit
hing.In ele
troni
 routing the laser signal is transfered into ele
troni
 form, swit
hed,and then transfered ba
k into a laser signal. In this way the full potential band-width of �ber links is largely unused. Large portions of bandwidth are wasteddue to the "ele
troni
 speed bottlene
k" imposed by the relatively slow ele
-9



troni
 swit
hes and modulation te
hnique [9℄. Another option is to use opti
alswit
hes, whi
h do not require optoele
troni
 
onversion of the data and sub-sequent regeneration. Many of the short
omings of ele
troni
 or optoele
troni
networks 
an be avoided by using all-opti
al networks, in whi
h data is main-tained in opti
al form throughout the transmission. This work is based on su
han opti
al swit
h.In both options of swit
hing the network 
an be based on 
ir
uit swit
hingor pa
ket swit
hing. When using opti
al swit
hes, 
ir
uit swit
hing is morepopular. In pa
ket swit
hing the swit
h's hardware should parse the header ofan in
oming pa
ket in order to 
ompute the destination of the next hop. Parsinga header of a pa
ket in opti
al form imposes te
hni
al di�
ulties in the 
urrentte
hnology [5℄.1.4 WDM ( Wavelength Division Multiplexing )Most opti
al networks take advantage of the WDM approa
h. WDM 
onsistsof simultaneous transmissions on multiple wavelengths on the same �ber. Ea
hsignal travels within its unique 
olor band. One �ber 
an hold up to 40-80di�erent wavelengths (as published for example by leading 
ompanies Lu
entand Nortel networks). Ea
h node holds at least one opti
al re
eiver unit andone opti
al transmitter unit. Either the re
eiver or the transmitter must betunable. Usually the re
eiver unit is tunable. Let's assume from now on thatthis is the 
ase. An additional 
ontrol network is required to 
ontrol the tuningof re
eiver units in ea
h node. The 
ontrol network is usually an ele
troni
 onesin
e it requires only low bandwidth [4℄.
10



1.5 Current opti
al network topologiesThis overview will 
on
entrate on the WDM te
hnology sin
e this te
hnologyis 
on
eptually similar to our te
hnology. Another te
hnology worth mention-ing is SONET whi
h uses TDM(time division multiplexing) and is pretty mu
ha standard in opti
al networking [2℄. There are several 
ompanies who areworking on opti
al swit
hes like Lu
ent and Nortel networks. Lu
ent's Auroraswit
h is an example of a swit
h 
apable of opti
al layer restoration, dynami
wavelength management and network gateway fun
tions. (http://www.lu
ent-opti
al.
om/solutions/produ
ts/aurora_opti
al_swit
h). There are several stan-dard topologies for using WDM over opti
al networks:1. passive star 
oupler: Ea
h node is assigned a single distin
t transmis-sion wavelength, and ea
h node has a tunable re
eiver. When one nodewishes to transmit to another node in the network, the destination nodetunes its re
eiver to the transmission wavelength of the sender, using the
ontrol network. The sender transmits at its assigned wavelength, andthe passive star 
oupler broad
asts the signal to all of the nodes in thenetwork. Only the re
eiver listens for this wavelength and 
olle
ts themessage. Broad
ast and sele
t networks of this model are problemati
 fortwo reasons. First, su
h networks waste opti
al power, sin
e the power ofea
h transmitted signal is divided evenly between all of the nodes in thenetwork. Se
ond, ea
h node requires a distin
t transmission wavelength,so the number of nodes is limited to the number of available wavelength
hannels. Broad
ast and sele
t networks are not s
alable for this reason.2. wavelength routed network: a signal at a parti
ular wavelength isrouted dire
tly to a spe
i�
 destination, instead of being broad
ast to theentire network. This both eliminates unne
essary divisions of the signal11



power and also allows a single wavelength to be used simultaneously inmultiple, non-overlapping parts of the network. This method 
an be usedwith �xed routing without opti
al swit
hes or with opti
al swit
hes and are
on�guration method of the opti
al transmitters. Su
h networks requirethe use of one or more 
ontrollers in order to 
on�gure the routers, sowavelength routed networks are more 
omplex than their broad
ast andsele
t 
ounterparts.3. Hybrid: use wavelength routed network to 
onne
t small LANs whi
hare built of passive starts.1.6 Our workOur work is based on an opti
al swit
h whi
h is developed in the Applied Physi
sdepartment of the Hebrew University. This swit
h is a generi
 swit
h basedon the 
on
ept of Ele
tro-Holography(EH). The opti
al swit
hing is done in aunique way (presented later) whi
h di�ers from the 
urrent market solutions.Most 
urrent solution involve WDM with it's drawba
ks. Our network doesnot use WDM, thus over
oming the known problems of limited wavelengths,
omplexity, loss of light power, et
 as explained in se
tion 1.5.However, this swit
h has it's drawba
ks too. The swit
hing time is relativelylarge, broad
ast 
an not be used and multi
ast is limited to a small number ofnodes. In this work we design network topologies and 
ommuni
ation algorithmsthat 
an make the most out networks based on this swit
h.
12



2 The physi
al model2.1 OverviewThe system 
onsists of 
omputing nodes that are 
onne
ted via an opti
al �berto one 
entral opti
al swit
h. All the nodes are also 
onne
ted together byan ele
troni
 
ontrol network su
h as Ethernet. The swit
h is ele
troni
ally
ontrolled by the 
ontrol station. The swit
h is based on a KLTN 
rystal inthe paraele
tri
 phase, whi
h enables to turn on and o� a hologram by applyingdi�erent voltages to the 
rystal. The swit
h 
on�guration is determined bywhi
h hologram is a
tivated. Writing the holograms is done in advan
e whenthe swit
h is 
reated.The system sket
h is shown in �gure 2.1. Following is a des
ription of ea
h partof the system:� Nodes: a PC, and preferably an SMP. If the node is an SMP, one pro
essor
an be dedi
ated to the 
ommuni
ation and the other 
an be dedi
ated tothe a
tual 
omputing task. These nodes are also 
onne
ted via a regularnetwork 
ard to an Ethernet network.� AMCC: a PCI 
ard that fun
tions as a devi
e that 
an read/write datafrom the opti
al network.� FIFO: a 
omponent that performs bu�ering and adjustments of the 
lo
kbetween the PC and the BCP.� BCP: a 
omponent that performs a translation between the ele
troni
media and the opti
al media. It 
an translate ele
troni
 signals to opti
alsignals and vise versa. 13
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Figure 2.1: Overview of the physi
al system� Opti
al swit
h: a 
rystal that has holograms written on it. Light thatpasses through this 
rystal is routed a

ording to the 
urrent hologram
on�guration.� Control station: A PC that is responsible for 
ontrolling the swit
h. It
an 
hange the 
on�guration of the swit
h by sending 
ommands to theswit
h using an RS232 
onne
tion. This station is also 
onne
ted to thenodes' Ethernet.� Ethernet network: the 
ontrol network. The nodes 
an either request
on�guration 
hanges from the 
ontrol station or re
eive the new 
on-�guration information from the 
ontrol station as an Ethernet broad
astmessage.
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StationFigure 2.2: The 
on�guration when node i sends to node i+ 12.1.1 Examples for 
on�guration 
hangesFollowing are examples of possible 
on�gurations of the swit
h. In �gure 2.2 theswit
h is 
on�gured su
h that ea
h node 
an send messages to the next node.In �gure 2.3 ea
h node is 
on�gured to send data to the node that is after thenext node.2.2 Spe
i�
 physi
al system propertiesThis system di�ers from other system that have opti
al swit
hing in the waythe swit
h 
on�guration is 
ontrolled. In this system the swit
hing is 
ontrolledby applying di�erent ele
tri
 voltages to the 
rystal. These voltages turn onand o� holograms written on the 
rystal. The holograms de�ne the swit
hing.Unfortunately, this ele
troholographi
 e�e
t has an undesired side e�e
t. Thevoltage 
an be applied instantly on the 
rystal, but the new hologram is notinstantly ready. It takes some time for the new hologram to stabilize on the15
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rystal. Messages that are sent in this period of time using the routing thathas just 
hanged might not rea
h their destination. The �nal result of su
h asend operation is unpredi
table. The amount of time it takes for the swit
hto stabilize is in the s
ale of several millise
onds (up to 10 ms) and is themain drawba
k of this system. As a result of this fa
t, 
on�guration 
hangesare a 
ostly operation that should be avoided as mu
h as possible. Our work
on
entrates on this issue of avoiding 
on�guration 
hanges.Another issue that is 
onne
ted to the opti
al media is that the system needssome bus mastering. Potentially, a swit
h 
on�guration 
an be set in su
h a waythat one node 
an re
eive messages from several other nodes. In this 
ontext,those nodes are on the same bus. The bus mastering method should insurethat no node will re
eive more than one message at a time. This requirementis mandatory sin
e in an opti
al media messages are re
eived as light signals.In 
ase two messages are sent to the same node on the same time, the re
eiverwill get a 
ombination of the light signals of both messages. It is impossible for16



the re
eiver to de
ode su
h a message. Ea
h node 
an only send one messageat a time so from this aspe
t there is no problem. It is left to syn
hronizedi�erent nodes not to send messages to the same node. Our work also in
ludessyn
hronization methods of this sort.Finally, there are two main advantages to this system over other systems. The�rst is the bandwidth of this network. Opti
al media have a very large band-width in the s
ale of many giga bit per se
ond for ea
h �ber. The se
ondadvantage is the opti
al swit
hing. The swit
hing is done solely in the opti
almedium. No translations to ele
troni
 form ba
k and forth are needed. Thesetwo fa
tors are the main advantage of this network. It should be noted however,that the swit
hing is done based on a 
on�guration and not on the 
ontents of aspe
i�
 pa
ket. Therefore, this network is only appropriate for 
ir
uit swit
hingand not for pa
ket swit
hing.2.3 Swit
h stru
tureIn this dis
ussion and in the whole work the swit
h is treated as a single �bla
kbox� with a de�ned interfa
e that enables 
hanging its internal 
on�guration.In this se
tion we will provide a brief des
ription of the internals of the swit
h.In the rest of our work, there will not be any more referen
e to the exa
timplementation.The beam that rea
hes a single 
rystal 
an be either di�ra
ted or sent dire
tlyahead. This is the basi
 building blo
k of the swit
h. This basi
 stru
ture isused as a single unit in the 
onstru
tion of more 
omplex topologies. Hen
e,these topologies 
an support swit
hing between many nodes. There are twomain alternatives for these 
omplex topologies: multi stage and 
rossbar. Anexample for a multi stage topology 
an be seen in �gure 2.4. This �gure demon-strates how to 
onstru
t a multi stage network that 
an support 64 nodes. A17



Figure 2.4: Example for building the swit
h with a multi stage topologymulti stage network requires O(n� log(n)) units. In a very large system this is a
lear advantage over the 
rossbar that needs O(n2) units. Ideally, we would likeea
h node to be able to send messages to any other node in the system. Thisswit
h 
on�guration 
an be represented by a permutation (when we do not usemulti
ast). However, some variants of multi stages network 
an not support allpossible permutations. An example of a multi stages network that 
an supportall the possible permutations is the Benes network. This network is 
onstru
tedby setting up two butter�y networks ba
k-to-ba
k. Even though the Benes net-18



work 
an support any arbitrary permutation, it is relatively di�
ult to 
al
ulatethe exa
t �wiring� of ea
h swit
h that mat
hes a 
ertain permutation. More-over, even a lo
al 
hange in the permutation of the swit
h might 
ause a global
hange in the topology. In this sense a 
ross bar topology is superior. A 
rossbar 
an support every possible permutation and a lo
al permutation 
hange 
anremain as su
h. On the other hand, a 
rossbar is mu
h more expansive in thenumber of units in large systems.2.4 The 
urrent status of the physi
al systemThe 
urrent system is in its prototype stage. It 
onsists of four nodes and a
ontroller ma
hine. The prototype's swit
h is implemented using a 
ross bar.Two kind of tests were performed on the system. The �rst one is a basi
 testof the opti
al part. The se
ond one is a full system test. In the �rst test, theopti
al swit
h and the BCP's 
onne
ting to it were 
he
ked. A bit generator was
onne
ted to one of the node's BCP. The bits generated were passed throughthe swit
h and dire
ted to another node. The other node displayed the datare
eived using a logi
 analyzer. An ele
tri
 voltage was applied to the swit
hwhi
h fun
tioned 
orre
tly and redire
ted the generated bits to a di�erent node.This test worked �ne and is fully des
ribed in the arti
le [8℄. The se
ond testis in its working phase. Until the time of the writing (8/2000) the systemmanaged to transfer a pa
ket of data from one PC to another PC. The swit
hwas 
on�gured on a 
ertain permutation, whi
h was set from the 
ontrol station.The pa
ket that arrived on the other side 
ontained errors that were resolvedusing a forward error 
orre
tion s
heme. These errors are indu
ed by problems of
lo
king syn
hronization and will be hopefully fully resolved in the near future.
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3 The formal model3.1 Model intuitionThe 
omponents of our real opti
al system are limited by the 
urrent hardwarewe managed to pur
hase under �nan
ial limitation. They are also limited bythe amount of time that the physi
s department 
ould spend working on thisdevelopment. The formal model des
ribed in this se
tion is free of those limita-tion. We have based it on the physi
al one but extended it with many features.We believe these features 
an be implemented with the proper resour
es. Wehave also let ourselves take several simplifying assumptions to make the modelpra
ti
al for 
al
ulations. These assumptions are presented below.3.2 Model overviewSimilar to the physi
al model the system 
onsists of several independent 
omput-ing units (referred to as nodes), an opti
al swit
h, and a regular 
ontrol network.Ea
h node is 
onne
ted to the opti
al swit
h through two links, one dedi
atedfor transmit and the other dedi
ated for re
eive. The nodes are also 
onne
tedto ea
h other over some ele
troni
 
ontrol network. As explained in the previous
hapter the opti
al swit
h is set with a spe
i�
 
on�guration. A node is 
apableof doing the following tasks: lo
al 
omputations, sending a request for a swit
h
on�guration 
hange on the 
ontrol network, and sending pa
kets on the opti
almedia to other nodes. The opti
al network supports both uni
ast and limitedmulti
ast pa
ket delivery. The 
ontrol network supports broad
ast as well.
20



3.3 Model terms� Swit
h 
on�guration - noted by C = (�0 , �1 , �2 , ... , �i , ... , �j , ..., �N ) , su
h that without multi
ast support by the swit
h 8i , 0� i�N: apa
ket sent by node i will by dire
ted by the swit
h to node �i . This willbe also noted by : C(i) = �i . C should also hold 8i; j : i 6= j ) �i 6= �j .For simpli
ity matters we will use the same notation to indi
ate a swit
h
on�guration that supports multi
ast. However, in the multi
ast versionwith multi
ast size m, �i = ( io, i1, ... , im ). In this 
ase, a pa
ket sentby node i will be dire
ted by the swith to the nodes io, i1, ... , im and allthese nodes should be di�erent.� Lo
al 
on�guration set - a swit
h 
on�guration 
hange that is triggeredby a request of the format CSet ( i , k ). After the 
hange the new
on�guration is Cnew = ( �0 , ... , �i�1 , k , �i+1 , ... , �N ). A global
on�guration set 
onsists of several lo
al 
on�guration sets.� Lo
al 
on�guration ex
hange - A swit
h 
on�guration 
hange that istriggered by a request of the format CEx ( i , j ). After the 
hange thenew 
on�guration isCnew = ( �0 , �1 , �2 , ... , �j , ... , �i , ... , �N). A global 
on�guration ex
hange 
onsists of several lo
al 
on�gurationex
hanges.� Forwarding - Lets 
onsider C for whi
h C(i) = j and C(j) = k. Under thelimitation of C node i 
an only send pa
kets dire
tly to node j and node j
an only send pa
kets dire
tly to node k. In the 
ase where node i wants tosend a pa
ket to node k it 
an either 
hange the global 
on�guration or usenode j to re
eive the pa
ket and deliver it to node k. The latter is 
alledforwarding. Forwarding 
an be done with any number of intermediatenodes, and is not limited to only one node as in this example.21



3.4 Model variables� N : the number of pro
esses.� M : the multi
ast size. M 
an hold several values. Usually we will useM=1 but in some advan
ed algorithms we used M=3 and expli
itly statedso.� T
 : the amount of time it takes to 
hange a 
on�guration.� Tb : the amount of time it takes to transmit/re
eive 1 byte. Tb in
ludesthe overhead of the appli
ation. For a transmit operation Tb is measuredfrom the time the transmitted byte is still in the appli
ation layer untilthe time that same byte gets to the opti
 wire. For a re
eive operation Tbis measured exa
tly in a reverse manner from the transmit.� Tf : Time to transmit/re
eive 1 byte using forwarding. ( See explanationbelow )� Td : (Tb - Tf ). The di�eren
e between a regular byte transfer to aforwarded one.3.5 Model assumptions� There exists some k su
h that N = 2k. We have limited our resear
h tosystems with number of nodes that is in the s
ale of from about 50 toabout 2000.� Setting a 
on�guration is an operation that on
e started, �nishes after a�xed period of time. The operation 
onsists of the request ( Tr ), the oper-ation itself ( Ts ) and a 
onstant waiting period until the swit
h stabilizesinto the new setting ( Tw ). Therefore T
 = Tr+Ts+Tw. First, we assume22



that the 
on�guration set itself is the only atomi
 a
tion, sin
e it involvessetting the swit
h's hardware. The other two a
tions 
an be overlappedin time with similar a
tions made by other nodes. For example, if theswit
h got several requests for 
hanges then ea
h requesting node shouldwaits for it's lo
al 
on�guration 
hange to stabilize. Those waiting nodesare waiting in the same time. Se
ond, we assume that Ts is smaller byseveral s
ales than Tr and Tw. More formally Ts � Tr+Tw and thereforeT
 � Tr + Tw whi
h are both not atomi
. We 
on
lude that setting aglobal 
on�guration whi
h 
onsists of k lo
al 
on�guration 
hanges, takesabout T
 time instead of k � T
 , be
ause all the non negligible operations
an be overlapped in time.� We assume that it takes the same time to re
eive one byte as it takes totransmit one byte.� The 
ontrol network is a broad
ast/sele
t network like Ethernet. Ea
hnode is 
apable of listening to all the tra�
 on the network, even if thattra�
 is not sent to it. Sin
e 
on�guration 
hanges/ex
hanges are sent overthe 
ontrol network we 
an assume that every node 
an trap those requestsand dedu
e the 
urrent swit
h 
on�guration. Therefore we assume that inany point in time every node is fully syn
hronized with the 
urrent swit
h
on�guration.� There exists some external syn
hronization method that 
an be used torun a 
ommand almost simultaneously on all nodes. Su
h a method 
anbe implemented by using the 
ontrol network with a barrier for example.Then we 
an assume that all the global operations, like broad
ast, globalex
hange, et
. are operations in whi
h ea
h node simultaneously 
alls alibrary routine to perform this task. Thus, ea
h node already knows atthe beginning of the exe
ution of the library routine what it is supposed23



to do without having to wait for a pa
ket from the network to trigger ana
tion.� In several proto
ols that do not involve global a
tions we assume a di�er-ent method for global syn
hronization. The syn
hronization is a
hievedby sending a pulse to all the nodes every �xed time period. This pulse 
anbe sent by a spe
ial hardware and wiring. For example using a ma
hinethat has dire
t 
onne
tions to all the nodes 
ommuni
ation ports. Thisma
hine 
an send a spe
ial signal on all the 
ommuni
ation ports to in-di
ate a syn
hronization point. The same e�e
t 
an be a
hieved withoutadditional hardware. A broad
ast message 
an be periodi
ally sent on the
ontrol network by a dedi
ated ma
hine. This message 
an indi
ate thesyn
hronization point.3.5.1 The Forwarding UnitForwarding is assumed to be a very qui
k a
tion in 
omparison to regular sendand re
eive. More formally Tf <�< Tb. This assumption is 
orre
t in thefollowing s
enario. Forwarding is handled by a spe
ial hardware whi
h we willrefer to as a forwarding unit (FU) [ Figure 3.1 ℄.The node's network interfa
e 
ard (in the physi
al model the AMCC 
ard) willbe referred to as the NIC and the unit whi
h translates the opti
al media toele
troni
 one (in the physi
al model the BCP) will be referred to as the O2Eunit. We will pla
e the FU between the node's NIC and the E2O and O2E units.Every pa
ket that is sent to a spe
i�
 node is �rst passed through the node'sO2E Unit and only from there it rea
hes the network. Every pa
ket that isre
eived by a spe
i�
 node is �rst passed from the network to the E2O unit andonly then it moves to the node's NIC. The FU job during a re
eive operationis to inter
ept every pa
ket, examine its header and de
ide on the �y whether24
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Figure 3.1: The Forwarding Unitto deliver it to that node or to return it ba
k to the network. A pa
ket thatis delivered to that node is passed dire
tly to the NIC. A forwarded pa
ket ismoved to outgoing bu�ers on the FU itself (explained in detail below). Thatpa
ket is then translated ba
k to opti
al form and from there to the opti
alswit
h. The NIC holds it's own bu�ers so whenever it is blo
ked, outgoingpa
kets are saved lo
ally on the NIC to be later transmitted when the bus isfree. In the opposite dire
tion pa
kets are delivered from the NIC to the bu�erson the FU and from there to the E2O unit whi
h translates the pa
ket to opti
alform and sends it to the swit
h. The impli
ation to the overall performan
e isminimal. A pa
ket that needs to be forwarded is moved ba
k to the networkalmost instantly, be
ause the 
omparison is on the �y and be
ause of the higherpriority of the FU. From the point of view of the NIC the overhead is alsominimal sin
e it only adds a bu�ering layer whi
h 
an 
onsume pa
kets mu
hfaster then the NIC 
an produ
e. 25



The last pa
ket sent out of the FU is not thrown away until a new pa
ketarrives. This me
hanism enables the 
orresponding node to forward the samemessage to di�erent nodes with only part of the operating system overhead.Without this me
hanism a node, for example A, whi
h wants to forward amessage to B and C would have to do the following tasks : forward an in
omingmessage and deliver it to the operating system, on
e the operating system hasre
eived the whole message it 
an request a 
on�guration 
hange, only after the
on�guration 
hange o

urred pass the whole message again down the sta
k andforward it. In the new me
hanism, on
e the header of a message is deliveredup the sta
k a request for the 
on�guration 
hange is done. In the mean time adire
t small 
ommand is sent ba
k down the sta
k to rea
h in a safe time afterthe 
on�guration set is over. This new 
ommand instru
ts the FU to forwardthe last message again, but this time, sin
e the swit
h 
on�guration is di�erentit will be forwarded to a new node.We assume extra fun
tionality in the FU to support e�
ient broad
ast. Thereis a spe
ial broad
ast bit in the header of ea
h in
oming pa
ket. If this bit iso� then the fun
tionality of the FU is the same as des
ribed above. If this bitis on then every in
oming message is also passed to the upper layers and in thesame time forwarded ahead ( the FU is a hardware 
omponent that is 
apableof doing so). In this way, a message 
an be forwarded from one node to another,and also get delivered to all the nodes in the forwarding route. A problemati
point in this approa
h is that we need some method to stop the forwarding ofa message. Two methods are suggested. The �rst is based on the broad
ast bitand the node's address. We 
an instru
t the FU to forward a broad
ast messageonly if the message destination is not the 
urrent node. For example in a ringtopology, we 
an issue a send from 0 to N with the broad
ast bit on. Ea
h nodewill forward it to the next one, until the last node will stop the forwarding. The26



se
ond approa
h, that was �nally 
hosen for presenting broad
ast algorithms,is based on TTL (time to live). In ea
h message we have a TTL �eld. In ea
hhop the value in the TTL is de
reased by one and when the TTL value is 0the message is not forwarded any longer and is dropped. The initiator of thebroad
ast should put the 
orre
t value of the TTL so the message would get tothe 
orre
t nodes and not beyond it. It is possible to assign a 
orre
t value forthe TTL �eld in every algorithm that is deterministi
, sin
e we 
an know theexa
t route of ea
h message. It does not matter whi
h approa
h is 
hosen, theyare both 
orre
t and analogous one to the other.One last point that should be noted is the bu�er management on the FU. Thesebu�ers 
an be �lled by the node's NIC and by the FU itself. Therefore, a

essingthose bu�ers will require some initial handshake to insure that in any time onlyone entity will �ll the bu�ers. An entity �lling the bu�ers will be entitled to�ll one entry at a time. Ea
h entry will require a new handshake. The FUhas a higher priority than the node's NIC over this bus. If both units (the FUand the NIC) are 
ompeting on the privilege to transmit on this bus then theFU will be the one to get this privilege. The NIC will be blo
ked until theFU �nishes. We 
an of 
ourse limit the number of times the NIC is blo
kedto prevent starvation. The FU has priority over the bus in order to minimizethe amount of time a pa
ket is traveling on the network. We must �rst handlepa
kets that are already on the network before we produ
e more pa
kets andput them on the network.3.5.2 Assumptions resultsFrom the behavior of the FU we 
an assume Tf will be in the order of fewmi
rose
onds. A regular send/re
eive of a byte that should pass all the networksta
k of the operating system should take at least two or more orders of time27



longer then forwarding. Therefore : Tf <�< Tb . The swit
h takes about 10millise
onds to stablize so we 
an 
on
lude that T
>�>Tf . The size of a message
an vary from 100 bytes to 1k and more. Considering these numbers we 
anassume that in the time that a 
on�guration is set something between 10-100messages 
an be forwarded ahead, without any more 
on�guration sets.3.6 Obje
tivesWe are interested only in the performan
e of the opti
al network. Our goalis to �nd spe
i�
 network topologies and algorithms that would maximize thethroughput of the network. Bandwidth and swit
hing are the two main fa
torsin the performan
e of the network. The bandwidth of the opti
al media isvery large and an important bene�t. On the 
ontrary, the swit
hing time ispoor. Therefore, we will 
on
entrate on building network topologies that willneed minimum swit
h 
on�guration 
hanges. We believe that this attitude willeventually improve the overall performan
e of the network. In our resear
h wehave 
he
ked topologies with respe
t to two di�erent approa
hes. In the �rstapproa
h we examine a global operation like broad
ast and try to �nd methodsto �nish this operation as qui
kly as possible. In the other approa
h we assumea 
ertain distribution for the tra�
 on the network and try to minimize the
ommuni
ation time a message travels until it rea
hes it's destination.
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4 Broad
ast algorithmsIn this se
tion we present several broad
ast algorithms. We start by presentingbasi
 algorithms and advan
e to more sophisti
ated algorithms, that run faster.We deliberately present all the algorithms, even the trivial ones, in order toshow our gradual progression in solving the broad
ast problem.4.1 AssumptionsThe following assumption were made to simplify 
al
ulations:1. In all the algorithms we assume that the broad
ast is initiated by nodenumber 0 and only one message is broad
asted among all the nodes.2. A 
on�guration set ( that 
osts T
) is a non-blo
king a
tion whi
h 
anbe overlapped in time with other a
tions. More spe
i�
ally, a node 
anrequest a new 
on�guration set and until this a
tion is 
ompleted send dataon it's 
urrent outgoing link. Performing these two a
tions in parallel 
ansave time. However, this s
heme is not safe sin
e it relies on the fa
t thatsetting a swit
h 
on�guration takes relatively more time than sendingone or more messages on an existing 
on�guration. This assumes thatthe messages sent on the old settings will get re
eived before the swit
hstabilizes on the new settings. Taking this assumption 
an lead us to ra
e
onditions, 
aused by network 
ongestion and operating system delays andmight not work well on a real system. Therefore, we will not perform anysend/re
eive operations on a 
on�guration that is 
urrently being 
hanged.3. On the other hand, it is safe to run several swit
h 
on�guration 
hangesin parallel. In the time of one T
 a whole new 
on�guration 
an be set,provided that no other send/re
eive operations are done at that same time.29



4. We assume a re
eive operation is done overlapped with the 
orrespondingsend operation. It is true there is a small gap in time between the startingpoint of the send operation to the starting point of the 
orrespondingre
eive. However, in an opti
al, point to point network, this time gapis negligible. Therefore we will not 
ount the re
eive operations in ourformulas.5. The system 
an physi
ally support almost any message size (S). In orderto simplify the stru
ture of the FU we will restri
t ourselves to S that isin the s
ale of 1K and not more.4.2 Semanti
sIn all the 
al
ulations where the �rst and the last stage 
an not use forwardingI will still write Tf instead of Tb but also add the di�eren
e Td so the sum willstay the same. Writing so is 
learer and more understandable for the reader.As explained in the previous 
hapter we are using the FU with the TTL ap-proa
h. We will assume that every forwarding a
tion is done with the 
orre
tTTL value. We 
an 
al
ulate this value for ea
h 
all but it will make the al-gorithms des
riptions very 
omplex and will withdraw the attention from themain purpose, whi
h is to understand these algorithms.In the 
al
ulation there is a subtle point 
on
erning forwarding. There areseveral approa
hes used to des
ribe parallel algorithms. We de
ided to des
ribethe algorithms in a pseudo high level �
ode�, using two notations. The �rstnotation is to divide the running time of the algorithm into stages and elaboratewhat ea
h node does in every stage. The possible a
tions a node 
an performin a 
ertain stage are to : send a message / forward a message, request a
on�guration set or to do nothing. If several nodes are doing some a
tion in30



the same stage it means that those a
tions are done in parallel. The notationof �par:� was added in front of �
ode� se
tions that have some parallelism. Forexample : 'par: for ea
h i send (i! i+ 1)' means that in the same time all thenodes are sending a message to their next neighbour (i+1). The se
ond notation,used only in the last algorithm, is to present a fun
tion that re
ursively 
allsitself on di�ernet nodes. A stage that 
ontains more than one re
ursive 
allin parallel ( with the 'par' notation ) on several nodes, will imply a parallelexe
ution of the same fun
tion in the next stage on those nodes.4.3 Algorithms evaluation4.3.1 MissionOur goal is to �nd a method to perform the broad
ast operation in the minimumamount of time. We de�ne the time of the broad
ast operation to be from the�rst a
tion done until the last node has re
eived the broad
ast message. Forevery algorithm, we present a formula of it's running time. In the last se
tionwe 
ompare di�erent algorithms and note their advantages and disadvantages.The su

ess of an algorithm depends on its ability to maintain the right tradeo�between 
on�guration sets and forwarding. Too many 
on�guration sets resultin a slower running time, but sometimes it is better to do one 
on�guration setinstead of forwarding the message between too many nodes.4.3.2 The �half optimal� metri
A broad
ast operation running time is mainly a�e
ted by the number and timingof 
on�guration sets (noted by T
 in our model). Therefore, we have examinedan interesting metri
 on 
on�guration sets, whi
h we will 
all the 'half optimal'metri
. In this metri
 we 
onsider T1 to be the running time of the algorithm31



with some value of T
 and T2 to be the running time of the same algorithm withT
 = 0. We would like to know for what value of T
 does the following equationhold : T1= 2 �T2 ? We will 
all this value T 0:5
 . Note that T
 
an a

ept valuesfrom 0 to 1 so T2 represents the optimal 
ase in this respe
t. With this metri
we 
an have a better evaluation for the performan
e of an algorithm in respe
tto 
on�guration 
hanges. We would like to ensure that the values we use forT
 in the real system are about equal or lower than the values being 
al
ulatedin the �half optimal� metri
. In order to solve this metri
 we have to assumesome relation between the two values of Tf and Td . We have assumed thatTd = i � Tf where i is a small integer in the s
ale of 10.4.3.3 Forwarding issuesOne of the patterns that are frequently used in these algorithms 
onsist of threenodes : A,B and C. First, node A forwards a message to node B and then tonode C. We will spe
i�
ally evaluate the running time of this pattern, as it isso 
ommon in the following text. Lets assume node A is already 
on�gured tosend messages to node B. When A's FU re
eive a message it is automati
allyforwarded to node B if the broad
ast bit is on. In this 
ase the message isalso delivered to the operating system. When the header, or part of it rea
hesthe operating system is it possible for node A to dedu
e that it also needs toforward the message to node C. The time it takes for a small header to rea
hthe operating system layer is Td � i where i is the size of this header in bytes.We assume that i is very small so that Td 
an be a good approximation for thistime . In this point node A issues a request to set the 
on�guration towardsnode C. Note that until this happens all the data forwarded to node B shouldhave already been re
eived by the FU of node B. We 
an dedu
e this due to ourassumption number 5 in the assumption subse
tion, and be
ause this a
tion is32



mu
h faster than the 
orresponding a
tion done by node A. Node A also issuesa request to the FU to re-forward the 
urrent message, and makes sure thisrequest will rea
h the FU right after the swit
h has stabilized it's 
on�guration.Those two a
tion, the 
on�guration set and the 
ommand to the FU, o

ur inparallel and the longer of them whi
h is the 
on�guration set requires T
 . Tosummarize, the overall time for this pattern is : S � Tf +Td+T
+S �Tf . The�rst S � Tf is for the �rst forwarding to node B and the se
ond one is for these
ond forwarding to node C. The Td value is for the time it takes the headerto rea
h the operating system and T
 is for the new 
on�guration set.4.4 Algorithms4.4.1 Naive 
on�guration 
hangeIn the naive method a node broad
asts a message by doing N-1 lo
al 
on�gura-tion sets and sends. This method does not use forwarding.Algorithm des
ription:1 : for ( i = 1 .. N )2 : set_
onfiguration ( 0! i )3 : send ( 0! i )Running time analysis : (N � 1) � (T
 + S � Tb). We need (N � 1) stagesand in ea
h stage we perform one 
on�guration set and one send. Note that Sis the size of the message being broad
asted.4.4.2 Naive forwarding in a ring.The previous method didn't use forwarding. In this method we add forwardingon a network topology of a ring. First we will set the ring topology and then33



ea
h node will forward the message to the next node.Algorithm des
ription:1 : par: forea
h i : set_
onfiguration ( i! i+ 1 )2 : for ( i = 1 .. N )3 : send ( i! i+ 1 )Running time analysis : T
 + (N � 1) � S � Tf + 2S � Td . The formula is
orre
t sin
e every 
y
le takes exa
tly S � Tf of time ex
ept of the �rst andthe last one. Those sends 
an not be forwarded and must rea
h the node'sma
hine. This takes Tb instead of Tf so adding 2STd yields the same result.We also added the �rst T
 to set the ring topology. The 'half optimal metri
' :T
+(N�1)�S�Tf+2S�Td = 2(N�1)�S�Tf+4S�Td . From here we 
on
ludethat T 0:5
 = (N � 1) � S � Tf + 2S � Td. Lets assume 2S � Td is negligible for alarge value of N then we 
an get T 0:5
 �= N � S � Tf . The systems that interestus are in the s
ale of 100-1000 nodes and the message size is about 100-1000bytes. Therefore T 0:5
 �= i � Tf where 10000 < i < 1000000. In a typi
al 
asethe 
on�guration time will be somewhere between 10 to 100 times slower thenthe forwading time of a message, whi
h means that the 
on�guration time issomewhere between 1000 to 100000 slower then the forwading time of one byte.In this typi
al 
ase the ratio between T
 and Tf is even worse than the 
urrentresult of the 'half optimal' metri
. In this algorithm T
 is not a problem. It isnot surprising sin
e only one T
 is in
luded in the total running time. There
an not be a better solution if we only 
onsider T
 .
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Figure 4.1: Naive forwarding in a tree4.4.3 Naive forwarding in a tree.In the previous subse
tion we have used forwarding in a ring topology. Thebiggest disadvantage of that algorithm is that it works in sequential manner.Sequential algorithms whi
h have a running time of O(n) 
an not be optimalfor a ring with a large number of nodes. Therefore, a way to deal with thisproblem might be to use a parallel algorithm that does not work sequentially.We suggest a tree topology to perform the broad
ast. In ea
h stage one layerof the tree broad
ast the message to the next layer (�gure 4.1).In stage 0 the sends that are done are 0a and 0b. In stage 1 the sends are 1a and1b for the left bran
h and also for the right bran
h. In this way the broad
astpro
eeds for more stages ( only 3 stages are shown here ).Algorithm des
ription:1 : par: forea
h i : set_
onfiguration ( i! 2 � i+ 1 )2 : while (there exists a node that didn't get the broad
ast) {3 : par: forea
h i : If i just got a message then {4 : forward ( i! 2 � i+ 1 )5 : set_
onfiguration ( i! 2 � i+ 2 )6 : forward ( i! 2 � i+ 2 )7 : } 35



8 : }Running time analysis : In ea
h stage the number of nodes that got thebroad
ast message are doubled so the running time is logarithmi
. It 
an beformulated into : T
+((log2N)�1)(2S �Tf +Td+T
)+2S �Td . The �rst T
 isdue to the �rst global 
on�guration set in line 1. ((log2N)�1) is the number oflevels until all the nodes have re
eived the broad
ast. In ea
h stage we do twoforwards that 
ost 2S �Tf (line 4,6) and one 
on�guration set that 
osts T
 (line5). We also have to add Td betweem the two forwarding as explained in se
tion4.3.3. Finally, we add 2S � Td sin
e the �rst and the last stage 
an not be doneusing forwarding. Note that in ea
h stage there is only one 
on�guration setsin
e the �rst 
on�guration set was done in line 1. The 'half optimal' metri
 :T
+((log2N)�1)(2S�Tf+Td+T
)+2S�Td = ((log2N)�1)(4S�Tf+2Td)+4S�Td) : : : )T 0:5
 = (log2N�1)�(2S�Tf+Td)+2Tdlog2N . The value of 2Tdlog2N is negligable andthe fra
tion log2N�1log2N �= 1. Therefore T 0:5
 �= 2S � Tf + Td . A

ording to theassumption in se
tion 4.3.2, we 
an again approximate T
 �= 2S � Tf . Usingthe regular value of S : 100 < S < 1000, we 
on
lude that T 0:5
 = i � Tf when200 < i < 2000. This result is not as good as the previous algorithm but is stillin the reasonable range of values for T
.4.4.4 Smart forwarding in a tree with no idle nodes.In the previous algorithms we have used forwarding and rea
hed a logarithmi
running time limit. However, on
e a node has forwarded a message it stopped
ontributing to the broad
ast pro
ess. In this algorithm we 
orre
t this byhaving all the nodes a
tive in the broad
ast pro
ess until it is �nished. Table4.4.4 shows the algorithm progress along the �rst stages. The �rst row is thestage number and the other rows are the sends that are exe
uted in that stage.Smart forwarding in a tree 36



Stage 0 1 2 3 4Re
eived 0..3 0..15 0..63Operations 0!1 0!3 0!4 0!6 0!16 0!181!2 1!7 1!9 1!19 1!212!10 2!12 ...3!13 3!154!57!810!11 ...13!14 15!61 15!63Algorithm des
ription:1 : for(stage=0;exists a node that didn't get the broad
ast;stage++){2 : par: forea
h i : {3 : if (I got a message for the first time in the last round)4 : set_
onfiguration_and_forward(i! i+ 1)5 : else if ( I got a message before previous round ) {6 : if ( stage is odd )7 : set_
onfiguration_and_forward(i! 3 � i+ 2stage+1)8 : else9: set_
onfiguration_and_forward(i! 3 � i+ 2stage + 2)10: } // end of else if11: } // end of the parallel for ea
h12: } // end of for 37



Running time analysis : In ea
h stage the number of nodes that got thebroad
ast message is twi
e as big as the number of nodes in the previous stage.Formulating we have : Time = (log2N)�(S�Tf+Td+T
)+2S�Td .The numberof stages is log2N . In ea
h stage we have one set of a 
on�guration and onemessage sending : (S � Tf + Td + T
). Finally, we add 2S � Td for the �rst andthe last operations whi
h 
an not use forwarding. In the 'half optimal' metri
we should get a similar result to the previous algorithm sin
e in both algorithmwe have O((log2N)T
) in the running time formula.4.4.5 Smart forwarding in a ring with no idle nodes.In the previous algorithm all the nodes 
ontributed to the broad
ast pro
ess inall the stages and it worked in a logarithmi
 running time. The main drawba
kis that on ea
h level two 
on�guration sets must be made. During those sets noprodu
tive work 
an be done. Given our regular assumption that T
 �= 10S �Tfor more, it is more e�
ient to use this period of time to forward messageswithout the need for more 
on�guration sets. The idea is to set a regular ringtopology and then to re
ursively work on 
ontinuous smaller fra
tions of thering, starting with the whole ring. In ea
h stage, forward a message ahead,along the ring. In the mean time set a permutation to somewhere in the 
urrentring fra
tion, su
h that when this message will be re
eived, the number of nodesafter the re
eiver node will be about equal to the number of nodes that didn'tre
eive the message before the re
eiver node. The value of k is taken to be equalto Td+T
S�Tf + 1. We rea
hed this �gure by 
omparing the running time of theleft box to in the algorithm des
ription to the running time of the right box inthe same des
ription. Figure 4.2 shows the progression of the algorithm alongthree stages. The highlighted nodes are nodes whi
h have already re
eived thebroad
ast and are in groups of k nodes.38
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Stage 2Figure 4.2: Algorithm progress in the �rst three phases.Algorithm des
ription:1 : fun
 broad
ast ( left , right ) {2 : forward (left! left+ 1)3 : middle = right+left+k23 : par_se
tion:( the left 
ode runs in the same time as right
ode)4: set_
onfiguration (left !middle)5: forward (left! middle)6:7: broad
ast (left+ k;middle)
for (i = left+ 2:::left+ k � 1) {forward (i! i+ 1)}broad
ast (middle; right)8: }Running time analysis : We 
an see that the number of nodes that havere
eived a message in stage i is k � (2i � 1). We would like to know how manystages do we need to �nish the broad
ast or more formally: for what i doesN = k � (2i � 1). Therefore i = log2(Nk + 1) and if we assign k as Td+T
S�Tf andomit the +1 to simplify 
al
ulation we get :i = log2(N�S�TfTd+T
 ) = log2N + log2( S�TfTd+T
 ). Assuming T
 � Td we get that39



i = log2N + log2(S�TfT
 ) . The se
ond sum is depended on the ratio betweenthe forwarding time to 
on�guration set time in a logarithmi
 s
ale. Ourregular assumption is that a 
on�guration set takes more than a forwarding byat least one s
ale or more. So, log2(S�TfT
 ) is equal to a small negative number( -2,-3,..,-5) . Therefore, even for a very big system with 210 nodesi = 10� 3 = 7. For any realisti
 system size we get i < 8. For this algorithmthe 'half optimal' metri
 is not meaningful. In this metri
 we look on T 0:5
 inwhi
h T
 = 0. When T
 = 0 this algorithm 
an not work, sin
e it is stronglybased on the fa
t that during the time it takes for a 
on�guration set, severalforwardings are done. Unlike other algorithms, when T
 = 0 this algorithm willbehave di�erently, so we will not examine this metri
 here.4.5 Algorithm 
omparisonsNo Algorithm Running time1 Naive 
on�guration 
hange (N � 1) � (T
 + S � Tb)2 Naive forwarding in a ring T
 + (N � 1) � S � Tf + 2S � Td3 Naive forwarding in a tree T
 + ((log2N)� 1)(2S � Tf + Td + T
) + 2S � Td4 Smart forwarding in a tree (log2N) � (S � Tf + Td + T
) + 2S � Td5 Smart forwarding in a ring log2N � i where i = 2..8The �rst algorithm is fairly simple but does not use forwarding. Therefore it
an be used for a system without a FU or for a system with a small number ofnodes. In a system with many nodes this algorithm is 
learly inappropriate.Adding forwarding lead us to the se
ond algorithm. Here we use the basi
 ringtopology to forward the message with a minimum number of 
on�guration sets.We 
an show that this algorithm is better the the former by asking for what N40



does Alg1 < Alg2 : (N�1)�(T
+S�Tb) < T
+(N�1)�S�Tf+2S�Td ) : : :)N < 2 + STdT
+STd . Sin
e Td; T
 > 0 the whole fra
tion is positive and smallerthen 1 whi
h means N < 3. Therefore, we 
an generally say that the se
ondalgorithm is better than the �rst one. However, it also has a �aw. This algorithmstill has a running time of O(n).We have �xed it in the third algorithm to O(log(n)). The third algorithm usesa tree in whi
h every node in the lower layer that has re
eived the broad
astforwards it to its left and right sons. Comparing the two algorithms: (N �1)S � Tf < ((log2N) � 1)(2S � Tf + Td + T
) . If we remove all the smallvalues (Td + T
) and 
on
entrate on the basis of this formula we 
an see thatthis formula is analog to the formula : O(log(n)) < O(n). More formally thisformula is about the same as asking for what N does N < 2log2N . Therefore,in a wide perspe
tive the third algorithm is better than the se
ond for aboutN>8. Sin
e we did not 
ount some of the parameters into the �nal formula itwould be safer to 
laim that this statement is true for N's that are larger than8, and the exa
t number is not so important in this 
ase. A disadvantage ofthe third algorithm is that half of the nodes are idle at any point. Nodes thathave �nished forwarding to their two sons do not 
ontribute anymore to thebroad
ast pro
ess.We have 
orre
ted this problem of the third algorithm in the fourth algorithm.It is 
lear to see that the fourth algorithm is always better then the third fromthe formula : T
 + ((log2N)� 1)(2S � Tf + Td + T
) + 2S � Td < (log2N) � (S �Tf + Td + T
) + 2S � Td ) : : :) log2N < 2) N < 4.The �fth algorithm introdu
es the idea that during a 
on�guration set othera
tions su
h as forwarding 
an be done. It is di�
ult to 
ompare these twoalgorithms sin
e we only have a re
ursive formula for the �fth algorithm. Inspite of that, a good approximation shows that for a system with 32/64 nodes41



the fourth algorithm works at least in the same time or even better than the�fth algorithm. However, for larger number of nodes the �fth algorithm is mu
hbetter. We must also note that the �fth algorithm is a very 
ompli
ated one,whi
h is di�
ult to implement in a real system be
ause it requires �ne tuningwork to �nd the value of k = (T
+TdS�Tf + 1). Any variation from this exa
t idealnumber will lead to a de�nite degradation of the results, due to idle nodes.4.5.1 Con
lusionThe algorithms were presented in an oder from the most basi
 one to the mostsophisti
ated one. In a system with a small number of nodes it would be re
-ommended to use a ring topology with forwarding. In larger systems I wouldre
ommend to use the fourth algorithm, whi
h uses a tree stru
ture with noidle nodes. This algorithm is the most realisti
 and reasonable to implementin a real system. The last algorithm is ni
e in theory but very 
ompli
ated toimplement, though it is 
learly the fastest algorithm presented.
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5 Algorithms for a general point to point 
om-muni
ation model5.1 OverviewParallel systems usually use patterns of 
olle
tive 
ommuni
ation. The most
ommon pattern is broad
ast, whi
h was dis
ussed in detail in the previous
hapter. There are some other popular patterns like multi
ast, global ex
hange,et
. Although many parallel programs use these patterns, not all of the 
om-muni
ations in parallel systems is done in a de�ned 
olle
tive 
ommuni
ationpattern. Many parallel programs send messages between pairs of nodes, or be-tween small groups of nodes, whi
h do not involve all the nodes in the system.Even if a unique pattern exists, we would like to have a system that 
an han-dle even unique patterns in a generi
 manner. For example, in parallel FFT
omputation or parallel CFD (
omputation �uid dynami
s).A point to point(P2P) 
ommuni
ation model is de�ned to be a model in whi
hthere is no knowledge of any global operations. Ea
h node operates on it'sown, sending messages to other nodes . The frequen
y of sending messages andtheir destinations are randomly set a

ording to some given distribution. Inreality, there are probably no appli
ations that behave a

ording to this model.However, this model enables us to simulate a generi
 
ommuni
ation model.Our parallel system must e�
iently work in this 
ommuni
ation model too.In 
ontradi
tion with the broad
ast algorithms, presented in the previous 
hap-ter, both of the models presented here use limited multi
ast. This is a ne
essitywhen using a P2P 
ommuni
ation model. Sin
e the messages are random anddistributed uniformly there 
an not be any spe
i�
 swit
h 
on�guration whi
hoptimally satis�es all 
ases. A model that does not use multi
ast will be for
ed43



to do many 
on�guration 
hanges. We already know that many 
on�guration
hanges slow down the system due to the physi
al design of the swit
h. There-fore, a model without multi
ast will not be e�
ient with the P2P 
ommuni
ationmodel.We have formalized two topology models and two di�erent distribution models,and 
he
ked the four possible options for a topology model and a distributionmodel. The distribution models are: a uniform distribution and a hot spots dis-tributions. The topology models are: a model based on a 
ube 
onne
ted 
y
lestopology and a model based on a multiring topology. These two models 
on-sists of network topologies and network proto
ols. These models are mu
h more
ompli
ated to evaluate than the models we presented for broad
ast. There-fore, in addition to a partial mathemati
al analysis, we also used simulations tomeasure their performan
e.This 
hapter is organized in the following manner : �rst, we present our obje
-tive. Se
ond, we present the simulation model used to evaluate both topologymodels. Finally we des
ribe ea
h topology model in detail, and present theresults of the short mathemati
al analysis and of the simulation.5.2 Obje
tiveA send operation is de�ned to be the operation in whi
h a pa
ket is sent fromone node to another. The send operation starts when the sour
e node wants tosend a pa
ket and �nishes when that pa
ket is re
eived by the destination node.Our obje
tive is to �nd a model in whi
h the average time it takes to performrandom send operations is minimal, when these random sends are 
hosen froma given distribution. We would also like this model to operate su

essfully in asystem with a heavy load of send operations.44



5.3 The simulation model5.3.1 Stru
tureThe running time of the simulation was divided into dis
rete periods of time,
alled rounds. The simulation program supports the following operations : send,re
eive, and set 
on�guration. Ea
h operation starts in the beginning of a roundand ends in the end of the same round. This model of division into rounds doesnot fully re�e
t a real system sin
e it is less �exible with respe
t to the exa
ttiming of the operations. However, we feel that in the 
urrent 
ontext, thismodel is a

urate enough and enables us to write a program that 
an easilysimulate running time s
enarios, resulting in a more or less a

urate evaluationof our two topology models.In ea
h round the simulator pro
esses the existing operations and adds newrandom operations, a

ording to a given distribution. A send operation 
onsistsof a message that needs to be sent from a random sour
e to a random destination.Both models use forwarding to minimize 
on�guration 
hanges. The spe
i�
route a messages passes from sour
e to destination is determined in run-time bythe 
urrent model. The pro
essing of a send operation 
an result in one of thetwo situations: either the message is propagated one hop ahead from the sour
etowards the destination, or that no a
tion is taken. No a
tion will be takenin 
ase this send operation is blo
ked for some reason, for example : by othersends, or by the model's poli
y. The simulation is run until both the number ofrequests and the number of rounds ex
eed a 
ertain limit. In the results we dropthe �rst 
onstant number of requests and don't in
lude them in the statisti
s,sin
e we want to evaluate the algorithm in a steady state and not during a 
oldstart where the load on the system is relatively low.The number of hops between node i and node j is de�ned to be the number of45



nodes on a spe
i�
 route between node i and node j plus one. This de�nitionimplies that there 
an be several hop values between two nodes if there areseveral di�erent routes between these two nodes.5.3.2 Hot spotsWhen the simulator adds a single send operation it is 
hosen randomly. Theonly restri
tion is that the sour
e node is di�erent from the target node. Thenodes are 
hosen at random a

ording to two distributions. The �rst is theregular uniform distribution su
h that ea
h node has the same probability to besele
ted. The se
ond one is a hot spot distribution. In this distribution a smallnumber of nodes are part of a group 
alled H . This distribution is meaningfulonly when this group is really small: jH j � jN j. A hot spot distribution withparameter p means that for every send operation the sour
e and the destinationare 
hosen in the following manner: First, the destination group is 
hosen to begroup H in probability of p, or a group 
onsisting of all the nodes in the systemin probability (1�p). On
e the destination group is 
hosen, the probability thatthe destination would be a spe
i�
 node in that group is distributed uniformly.Finally, the sour
e is 
hosen uniformly from all the nodes in the system, ex
eptof the already 
hosen destination. Hen
e, a hot spot distribution with parameterp means that for every send operation there is pH = p+ jHjN � (1�p) probabilitythat the destination would be in group H, and 1 � pH probability that thedestination would not be in group H . In our 
ase, without loss of generality we
hose group H to in
lude only node 0. Our topologies are symmetri
 so it doesnot matter whi
h node we 
hoose to be a hot spot. We 
hose only one node toenlarge the hot spot e�e
t. As the number of the nodes in group H is bigger,the hot spot e�e
t is smaller sin
e there are more di�erent routes to those nodesand less 
ollisions. We used three di�erent parameters for this distribution :46



1% , 3% and 5%. A hot spot with 5% is 
onsidered to indu
e heavy load on ageneral network.5.3.3 EvaluationThe average running time of a send operation is measured by the average sum ofthe number of rounds(hops and delays) it takes to �nish a random send opera-tion. The sum of these two �gures is by de�nition equal to the number of roundspassed between the time the message started traveling in the network until itrea
hed it's destination. The simulation program measures this number. Theresult of the simulation is the average number of rounds needed to a

omplisha random request a

ording to a given distribution.We assume that a node 
an perform a re
eive operation and a transmit operationat the same time. This assumption 
omplies with the physi
al model under
ertain assumptions that are explained in detail in the physi
al system 
hapter.5.4 The Cube Conne
ted Cy
les (CCC) model5.4.1 OverviewThe motivation for the CCC model 
omes from the fa
t that a 
on�guration
hange in our model is a 
ostly operation. We would like to use a networktopology and a proto
ol that works with the minimum number of 
on�guration
hanges. Redu
ing the number of 
on�guration 
hanges de
reases our �exibilityand must be 
ompensated with a new feature. The feature that is most appro-priate here and also �ts our model is limited multi
ast. With limited multi
astand a network topology of CCC it is possible to send a message from everynode to another without any 
on�guration 
hanges at all. We will show that47



even without 
on�guration 
hanges this model is quite e�
ient. The CCC net-work topology with the multi
ast feature interdu
es a new problem of message
ollisions. We will later show how to handle this problem.5.4.2 Stru
ture and Semanti
sOur CCC model 
onsists of a regular hyper
ube of dimension D with ea
h noderepla
ed by a ring of D nodes. The rank of ea
h node in a CCC is a 
onstantthree. The swit
h supports limited multi
ast for three nodes. The swit
h isstati
ally 
on�gured su
h that a message from any node will rea
h the node'sthree neighbors. Sin
e the 
on�guration is stati
, every message is sent withmulti
ast from one node to it's neighbors. This send operation is 
onsidered tobe a single operation.An example of the CCC topology 
an be seen at �gure 5.1. The �gure illustratesa CCC with D = 3. One ring is shown in bold. This ring in
ludes the nodes:110-0,110-1,110-2. Their neighbors are also 
onne
ted with a bold line.Two out of the three neighbors of any node are 
onne
ted on the same ring. Wewill 
all these nodes inner nodes. The other neighbor node whi
h is 
onne
ted toa di�erent ring will be 
alled an outer node. The nodes in the CCC are numberedby an ordered pair : (HN,RN) where HN is the hyper
ube node number andRN is their node number in the ring. To get the HN we assume that ea
h ringin the CCC represents one node in a hyper
ube. Then we use the 
onventionalhyper
ube numbering s
heme, whi
h I will assume the reader is familiar with.The RN number is the node's index in the ring and 
orresponds to the dimensionnumber that node is 
onne
ted to on the outer node. For example in a CCCwith D = 3 the node (111,2) is node number 7 in the analogous hyper
ube. Thisnode is 
onne
ted to the inner nodes: (111,0) and (111,1) on the same ring andalso 
onne
ted to the outer node (011,2) on the ring index whi
h is dimension48
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Figure 5.1: A CCC topology with D = 3.2. Note that the outer node has bit number 2 opposite than the original node( bit number 2 is the third bit from the right sin
e the �rst bit is bit 0 ).5.4.3 Routing in CCCThe routing s
heme in a CCC topology is based on the naive routing in ahyper
ube. In a hyper
ube with N nodes, the distan
e between any two nodesis limited to D where D = log(N). It is assumed the reader is familiar with thisrouting s
heme. Routing in CCC from a sour
e node s to a destination node d
an be broken up into three parts: 49



1. Routing within the ring of the sour
e node s to node a (for example).2. Routing from node a to a node in the destination node's ring (say nodeb) via nodes in intermediate rings.3. Routing within the destination ring from node b to the destination noded.A detailed des
ription of the routing in CCC 
an be found in [3℄.5.4.4 The 
ollision problemThe topology presented above is based on the use of multi
ast. It is possibleto 
onne
t every node to three other nodes be
ause the swit
h is 
on�gured fora limited multi
ast from a node to it's three neighbors. A node sends everymessage to it's three neighbors. A
tually only one of them should pro
ess themessage. When the other two neighbors look at the destination address theyunderstand that this message is not intended for them, and gra
efully drop it.This method 
auses a problem of 
ollisions. A 
ollision happens when morethan one node sends data to the same destination node. Due to the physi
allimitation (as explained in 
hapter 2), a node that simultaneously re
eives datafrom more than one other node gets the 
ombination of the data sent to it. Thedata re
eived is of 
ourse damaged. There isn't any way to get the original dataout of the damaged data.5.4.5 Avoiding 
ollisionsIt is 
lear that any 
ollision is una

eptable in our model. We must ensurethat there will not be any 
ollisions at all. To a
hieve this goal we need asyn
hronization method, that will make sure that any node will only re
eiveone message at a time. We have suggested two methods:50



1. on-demand : Let a 
entral manager take 
are of the syn
hronization.Ea
h node asks the swit
h 
ontroller for permission to send a messageon it's outgoing links, start sending only when it got the approval, andnoti�es the 
ontroller when it is �nished sending. In detail: node i wants tosend a message on it's outgoing link. It sends a request for the 
ontroller.The 
ontroller 
he
ks if there are any other nodes sending to one of theneighbors of node i. If so, it does not grant the request of i and asks itto be blo
ked. Otherwise, the 
ontroller immediately answers node i withthe approval to send messages. The 
ontroller also saves this fa
t in it'sdata bases for future 
he
king. Now, node i 
an start transmitting severalmessages in a row. In 
ase a node is blo
ked, the 
ontroller's responsibilityis to notify it when it's request be
omes valid. Earlier we suggested thatafter �nishing a send operation the sender must notify the 
ontroller of thisfa
t, so the 
ontroller 
an update it's re
ords. Another option is to givethe send operation a timeout value. After the timeout expires the nodeloses it's grant to transmit. In this 
ase, it is also the node's responsibilityto make sure it does not ex
eed this time quantum by sending messagesafter the timeout expires. The on-demand method introdu
es an overheadof 
alling the 
ontroller at least one time for ea
h series of send operations,but if the load is not high it should work �ne. In a very high loaded systemthis 
entralized me
hanism 
an slow down the system, until the 
ontrolleris able to handle all the requests. A large per
entage of the nodes mightget blo
ked, thus lowering the utilization of all the system.2. Cy
led : Let the send operations be limited to spe
i�
 
y
les that willinsure the syn
hronization.Ea
h node will listen on the 
ontrol network for messages from the 
on-troller whi
h I will 
all pulse messages. The ti
k time is de�ned to be a51



small period of time in the s
ale of several millise
onds . The 
ontroller willsend a pulse message every ti
k time with the re
ord: 
urrent dimensionand a boolean mode �ag that 
an hold outer or inner. A node will re
eivethis message and a

ording to the re
ord know if it 
an send messageson the data network or not. Ea
h node has one outer 
onne
tion and twoinner 
onne
tions to other nodes. Node s 
an only send data to a node d ifthe following two requirements are ful�lled: First, s must be 
onne
ted tod via the dimension re
eived from the 
ontroller. Se
ond, d must have thesame relation to s as the boolean mode �ag re
eived from the 
ontroller.If d is an outer node of s than sending is possible only if the mode �ag inthe pulse message is also outer. The same idea holds for inner mode. The
ontroller will 
y
le through all the available options for the pulse messagere
ord in a round robin fashion. An option 
an be de�ned as the ordered
ouple: (dim;mode) where dim = 1::D ; mode = inner or oute. For ex-ample, on a 24 nodes system that has 3 dimensions the pulse messageswill be: (0,inner), (1,inner), (2,inner), (0,outer), (1,outer), (2,outer),.... .This method insures that there will not be any 
ollisions. Therefore, thereis no need for the node to 
onta
t the 
ontroller. The node operates inde-pendently, sending data only in the appropriate 
y
le (that mat
hes the
orresponding pulse message) . This method 
an only work if we 
hoosea pulse time that is larger then sending several messages (at least 1 mes-sage) and make sure that the node does not send more messages than itis 
apable of, with respe
t to this time limit.Note that in both methods, messages that are re
eived when a node does notexpe
t them to be re
eived, are immediately dropped. Every node will re
eivesu
h messages be
ause we use multi
ast but the messages are intended only forone destination. 52



5.4.6 Optimization for the 
y
led versionThe 
y
led syn
hronization method works well for all dimensions. The maindisadvantage is that the nodes are unable to send messages a large per
entageof the total time. To be more a

urate, sin
e there are D outer 
y
les and Dinner 
y
les, a node 
an send data only on
e every 2D 
y
les. This slowdownis not a

eptable for higher dimensions. It is possible to optimize this methodand do several sends in parallel that do not interfere with ea
h other.Optimizing inner sendsIn dimension D we 
an do 3 + Dmodulo 3 parallel inner sends. For examplewith D = 6 we 
an allow nodes 0,3 to send on the �rst round, allow nodes 1,4to send in the se
ond round and allow nodes 2,5 to send in the third round. Indimensions whi
h are divided by 3 with a reminder of 1 or 2, we must use 4 or5 rounds respe
tively.Optimizing outer sendsWith outer sends there is no problem for every se
ond node to send/re
eive dataas long as there is one node that is separating between them whi
h knows thatthe data it re
eives is garbage and should be disregarded this round. Hen
e,the outer sends will be divided into 2 stages. In the �rst stage sends are legalon even dimensions and in the other stage sends are legal on odd dimensions.In dimension D we 
an do �D2 � parallel outer sends. We will restrain ourselvesto even dimensions sin
e otherwise we will have to add spe
ial handling fordimension (D� 1) and 0 that otherwise, on odd dimensions, are sending in thesame time.With the two optimizations, the length of the round robin 
y
le is �xed. Itis de
reased from 2D to not more than 7 
y
les, and with the best 
ase ofDmodulo 3 = 0, de
reased to only 5 
y
les.53



5.4.7 The ti
k time in the 
y
led versionWhen several messages are queued to be sent from node i to node j on the sameround it would be preferable to a
tually send them all on one round. Otherwise,the sending queues of the nodes will grow too long and in high load the systemwill have poor performan
e. However, in the 
y
led version, it is not possibleto send too many messages on the same round sin
e the number of messagesis limited by the ti
k time. The ti
k time 
an not be too small, or else theoverall performan
e will signi�
antly de
rease. The ti
k time should not be toobig either. With a large ti
k time a node will use only a small portion of it forthe transmission and will stay idle the rest of the time. Moreover, when a nodewishes to transmit it will be blo
ked for a large period of time in average untilit gains a

ess from the 
ontroller. From the simulations we have rea
hed thatthe optimal ti
k time should allow about 20-40 messages to be sent on the sameround. This topi
 will be dis
ussed in detail later.Note that in the on-demand version there is no meaning for this ti
k time. Still,it would be wise to limit the number of messages a node 
an send on
e it gainsa

ess, to prevent starvation of adja
ent nodes.5.5 CCC evaluation5.5.1 Theoreti
al analysisThe distan
e between any two nodes is limited by 3 �D. One D is needed fordoing the hops between rings from dimension 0 to dimension D. Another Dfor inner moves inside rings to rea
h the next outer node. Another D is neededfor rea
hing dimension 0 in the �rst ring. In this routing s
heme, on
e themessage has rea
hed the last ring, the target node 
an be rea
hed by one step.A tighter limit, 2 �D + floor(D2 ) � 2, 
an be found in [3℄. We 
an easily sli
e54



D2 o� our limit to rea
h the tighter limit by starting the route from the 
urrentdimension and not moving to 0 in the �rst ring. This optimization is 
urrentlynot implemented in the simulation.In the on-demand method without 
ollisions a request will take no more than3�D = 3�log2N rounds. In an average 
ase with no 
ollisions sending a messageshould take less, but in 
ase of 
ollisions this number 
an rise extensively. It isdi�
ult to mathemati
ally estimate it. The simulation is used to estimate thedegradation in performan
e due to 
ollisions.In the 
y
led version a request is bounded in any 
ase almost regardless ofthe load on the system. Above a 
ertain extreme load the maximum numberof messages it is possible to send in the ti
k time is ex
eeded and the boundis not guaranteed. With more realisti
 loads a request is bounded by 3 � Dmultiplied by the number of times a node is idle. If we restri
t ourselves to evendimensions, and on average Dmodulo 3 = 1 then there are 2 outer rounds and4 inner rounds. The expe
tation for the number of rounds a node has to waitis 3. Therefore in the worst 
ase the limit is 6 � 3 � D = 18 � D (the 6 
omesfrom 4 inner rounds + 2 outer rounds). However, this worst 
ase requires a veryunique set of o

urren
es and has a very low probability. In the average 
asethe time is 3 � 3 �D = 9 �D = 9 � log2N rounds.On one hand, it is obvious that a system with a very light load should use theon-demand version. On the other hand, a system with a high load would workmu
h better with the 
y
led version. The purpose of our simulation is to �ndthe point where it stops to be pro�table to use one method and it starts tobe better to use the other method. Note that an adaptive algorithm, that 
andynami
ally swit
h between these two versions, 
an yield even better results.
55



Dimension Average # of round with 
y
led Average # of rounds with on-demand4 21 10-216 28 24-478 58 45-82Table 1: Average number of rounds needed to �nish a random event5.5.2 The simulationThe parameters for the simulation are :� The dimension of the CCC. We have investigated the following dimensions4 , 6 and 8 whi
h have 64 , 384 and 2048 nodes respe
tively. These �guresrepresent small, medium and large systems.� The maximum number of new events that are spawned ea
h round. Wewill 
all this number the spawn value. Spawn values were 
he
ked inthe range of from 10% of the number of nodes till 100% of the numberof nodes. Ea
h round the simulation 
hooses a new random number ofevents to spawn from 1 to the spawn value. Hen
e, a spawn value of X%means that on average there will be X2 % new events.� The maximum number of messages that 
an be sent in one round from onenode is limited by a number we will 
all MMIR. When it is not expli
itlysaid we will use MMIR = 35.5.5.3 Simulation resultsTable 1 shows the average number of rounds needed to �nish a random eventusing the 
y
led and the on-demand versions. The 
y
led version is almost nota�e
ted by the load so it has only one result in it's 
olumn. The on-demand56



version has a range of results starting from very light load on the system andending with a high load with 100% spawn value. In general, it is 
lear thatwith light load on the system the on-demand version is better then the 
y
ledversion. Intuitively it is obvious sin
e if there are very few 
ollisions it is notworth to introdu
e the overhead of the 
y
led version. With a very high load onthe system the situation is the opposite and it is 
lear that the 
y
led version isbetter. It is also very understandable sin
e in the on-demand version there aretoo many 
ollisions when the load is very high.A

ording to the theoreti
al 
al
ulation the on-demand version should take onaverage about 3�D time to pro
ess one request. The simulation results that in-
lude the slowdown due to 
ollisions are higher than the theoreti
al 
al
ulation.The gap between the theoreti
al formula to the simulation results for light load
ases are -2,6,21 for dimensions 4,6,8 respe
tively. Note that the gap is verylarge for D = 8. Unfortunetally, we still have no explaination for this large gap.In the following graphs the X axis represents the �spawn value� and the Yaxis represents the average number of rounds needed to 
omplete a randomevent. The legend of ea
h 
urve in a graph des
ribes the test that produ
edit. The legend name 
onsists of the 
ombination of: algorithm 
y
led or on-demand , MMIR value or the distribution used: �regular� or �hot spots�, andthe dimension.MMIR a�e
t of on performan
eFrom the simulation results it is possible to see that reasonable values for theMMIR must be in the range of 5-50 messages per round. A value of 35 wasfound to be the value that relatively to it's size 
auses the smallest degrada-tion in performan
e. Allowing less than 20-30 messages in a round degradethe performan
e to a large extent. With D = 4 we 
an see a linear degrada-tion in performan
e from 70% spawn value with MMIR=10. With D = 6 the57



0

50

100

150

200

250

300

10 20 30 40 50 60 70 80 90 100

ro
un

ds

spawn percent

"cycled_multiple10_dim4"
"cycled_multiple25_dim4"
"cycled_multiple35_dim4"
"cycled_unlimited_dim4"

"cycled_multiple10_dim6"
"cycled_multiple25_dim6"
"cycled_multiple35_dim6"
"cycled_unlimited_dim6"

Figure 5.2: Di�erent MMIR values for D=6 with 
y
led versionsame e�e
t happens at 50% spawn value, while for MMIR=25,35 there is nodegradation in performan
e. This results refer to �gure 5.2.With D = 8 the same e�e
t is even stronger as seen in �gure 5.3.Even after10% of spawns the performan
e is very low for not more then MMIR=10. Withlarger MMIR's (23,35) the degradation in the results is mu
h slower and startsonly in states where the system has a very high load.Note : In the on-demand version the value of MMIR is meaningless.Hot Spots a�e
t on performan
eHot spots alone don't have any e�e
t on the performan
e of both versions. Thisfa
t is seen in �gure 5.4. In this �gure the on-demand version was tested withhot spots values of 1,3 and 5 and with D = 6; 8 (the 
y
led version has a similargraph). 58
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Figure 5.3: Di�erent MMIR values for D=8 with 
y
led versionThe 
ombination of hotspots and limiting MMIR has very dramati
 e�e
t onthe 
y
led version. This phenomena 
an be explained by the fa
t the hot spots
auses a lot of tra�
 to spe
i�
 nodes in the topology, and enlarges the sendqueue for some nodes dramati
ally. When in this situation the MMIR is limitedthen the e�e
t is mu
h more drasti
. It 
an be 
learly seen in �gure 5.5. In this�gure the 
y
led version is shown with D = 6 and with several values for hotspots.When the number of multiple sends is not limited (as in the �
y
led_unlimited_dim6�,lower line) then the hot spot e�e
t is almost negligible. However, when MMIRis low a large degradation in the results is noti
eable. This e�e
t is similar forthe other two dimensions.
omparison between the 
y
led and the on-demand versionThe 
omparison with and without hotspots reveal that only with D = 4 the on-59
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Figure 5.4: Di�erent values for hot spots with D=6,8demand is generally better then the 
y
led version. In all other 
ases the 
y
ledversion is better, ex
ept for very low loads. Figure 5.7 presents a 
omparisonwithout hot spots for all dimensions.With hotspots we get similar results as shown in �gure 5.6.5.5.4 Con
lusionBoth the 
y
led and the on-demand versions are quite e�
ient for a general P2P
ommuni
ation model. The on-demand version performs well on all 
ases ex
eptwhen it is en
ountered with heavy load on the system. The 
y
led version worksbetter than the on-demand on large number of nodes (from D = 6), but it has amain weakness with limiting the MMIR value (under 30-35). Hot spots do nota�e
t both models. In both versions the average time to ful�ll a send request is60
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Figure 5.5: di�erent hot spots values with MMIR=30 in the 
y
led version withD=6logarithmi
 to the number of nodes, under 
ertain 
onditions(MMIR,hotspotsvalues).5.6 Adaptive Multi Ring modelIn the previous se
tion we have designed a topology that uses multi
ast andforwarding. In this se
tion we present the multi ring topology that also usesthese two building blo
ks. We have also tried to add 
on�guration 
hanges tothis model, and by that make it more e�
ient.Regulars networks of low degree are easy to implement physi
ally. Rings arean example for su
h networks. Rings are a very simple stru
ture and are at-tra
tive for a network of a parallel 
omputer. The main drawba
k to rings is61
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Figure 5.6: 
omparing on-demand and 
y
led versions in all dimensions withouthotpoststhe diameter size whi
h is too large for more than several nodes. In order toover
ome this drawba
k the approa
h of a multi ring is taken. A multi ring isa general name for a ring whi
h also 
ontains internal �short
ut� ar
s betweennodes. The regular ar
s are 
alled ring ar
s while the internal �short
ut� ar
sare 
alled 
hordal ar
s. This topology seemed to be a good 
andidate for havingforwarding, 
on�guration 
hanges and limited multi
ast all together.There are many works on this subje
t. These works usually 
on
entrate ontwo issues. The �rst issue is to �nd an optimal stati
 topology under the as-sumption of a spe
i�
 
ommuni
ation distribution model. The se
ond issue isto dynami
ally 
hange the network topology a

ording to a 
hanging networkload. This 
an be a
hieved by using some smart assignment of the 
hordal ar
swhile keeping the ring ar
s in the original 
on�guration. Some of these works62
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Figure 5.7: 
omparing on-demand and 
y
led versions in all dimensions withhotspots of 5%rea
h an upper bound on the diameter of the network. For example : referen
e[1℄ shows an upper bound of pN to the diameter of the network that 
ontainsN nodes. Other works have des
ribed several smart algorithms for dynami
ally�nding the shortest path with re
al
ulations that are done on ea
h hop of anadvan
ing message, et
. Our model has spe
ial requirements so it is not possibleto just take another work and fully implement it in our model. In our work, wehave looked for ways to 
onvert some of the ideas behind methods des
ribed inother works to our model.This se
tion is organized as following: First we formalize the de�nition, assump-tion and semanti
s of the multi ring topology in our model, Se
ond we examinestati
 multi ring topologies and investigate what is the best stati
 assignmentfor the 
hordal ar
s. Finally, we try to add 
on�guration 
hanges and see if it63



is pro�table in this model.5.6.1 Model assumptions and semanti
sA 
on�guration 
hange request is implemented as a broad
ast query on the
ontrol network su
h that ea
h node knows the exa
t topology as it 
hanges.Therefore, we 
an assume that ea
h node holds a shortest path routing tableto all the other nodes in the system. Ea
h time a 
on�guration 
hange o

urs,this table is re
al
ulated to re�e
t the possibly new routing.In a ring that 
ontains N nodes, the nodes are numbered sequentially from 0 toN � 1. In this 
ontext, an even node means a node whi
h has an even number,and an odd node means a node whi
h has an odd number.5.6.2 Stru
tureTopologyThe topology is based on a regular uni-dire
tional ring with ea
h node havingone additional 
hordal ring. The swit
h is 
on�gured su
h that ea
h node isable to send messages to two other nodes using limited multi
ast. The �rstnode is the next node in the ring. The se
ond node is the node 
onne
ted tothe 
hordal ar
. Ea
h node 
an only have two in
oming links, the �rst link fromthe previous node and the other link from another node 
onne
ted to it by a
hordal ar
. An example of a multi ring with �xed assignments 
an be seenin �gure 5.8. In this �gure N = 16 and for ea
h node i there is a 
hordal ar
to node i + 4moduloN . The 
hordal ar
s 
an be used to redu
e the numberof hops until the destination is rea
hed. In this example the diameter of thenetwork is 4.Syn
hronization 64



Figure 5.8: A multi ring with a �xed assignment.In order to insure the property that no node will ever re
eive two messages atthe same time from two di�erent nodes we have restri
ted the 
hordal 
onne
-tions. We will use 
hordal links that are only 
onne
ted to nodes with the sameparity with respe
t to their number. This means that even nodes 
an only be
onne
ted to even nodes and odd nodes 
an only 
onne
t to odd nodes.There are two modes of a
tion. Ea
h mode is valid for a 
onstant period of time
alled a round. Afterwards, the 
urrent mode is 
hanged to the other mode. It ispossible to syn
hronize all the nodes to the 
orre
t mode in the same method asthe one used in the CCC model. In the �rst mode only even nodes are allowedto send data and in the other mode only odd nodes are allowed to send data.This method insures that there will not be any node whi
h gets data from morethen one other node in the same time, at the expense of de
reasing the available65



bandwidth by a fa
tor of two. It is easy to prove that this method really insuresthe required property. For example, lets examine an even node with the numberof 2i. In the mode where even nodes 
an send data it 
an only get messagesfrom the 
hordal ar
, whi
h also has an even number. The previous node, 2i-1
an not send it data in this round, sin
e it has an odd number. In the othermode, where only odd nodes 
an send data, node 2i 
an only re
eive from it'sprevious node 2i-1 and not from the 
hordal node sin
e the 
hordal node has aneven number. The same logi
 works for odd nodes of the form of 2i+1.Initial 
on�gurationThe ring ar
s are stati
ally set su
h that node i is 
onne
ted to node (i +1)moduloN . For the 
hordal ar
s, there are two options for the initial 
on�gu-ration:� Every node's 
onne
tion is set by a spe
i�
 formula in the form of 
hordal(i) =j. An example of su
h a formula that we have de
ided to examine is thatevery node i is 
onne
ted to node (i + w)moduloN for some w. This
on�guration will be 
alled a �xed 
on�guration.� Use a random non-�xed assignment in whi
h ea
h node is 
onne
ted tosome other node at random.Both method must restri
t their assignments su
h that it would 
omply withthe requirement noted above.Multiple send in the same roundEa
h link has large bandwidth but it is not unlimited after all. This meanswe 
an not send an in�nite number of messages in the same round on the samelink. Therefore, the number of messages should be limited to a 
onstant number,66




alled MMIR. The same reasoning for the size of the MMIR in the CCC model(se
tion 5.4.7) applies here.5.6.3 Routing in Multi RingThe routing algorithm is straight forward. For a �xed 
on�guration the follow-ing method is used: First, use the 
hordal ar
s to jump to the 
orre
t segment ofthe destination node. Sin
e the ring is uni-dire
tional the last hop must still bebefore the destination. Se
ond, advan
e on the ring nodes until the destinationis rea
hed. In a random 
on�guration the routing is more 
omplex. A short-est all-to-all paths table is kept on ea
h node. Ea
h node 
an independently
al
ulate what is the shortest path to every other node. When performing asend operation the node sends the data on the �rst hop of this shortest path.Any 
hange in the 
on�guration of the 
hordal ar
s 
auses an immediate re-
al
ulation of the nodes shortest paths tables. This method is used to supportalgorithms that dynami
ally set the 
hordal ar
s.5.7 Adaptive Multi Ring evaluation5.7.1 The simulationThe parameters for the simulation are the same as those des
ribed in the CCCmode (in se
tion 5.5.2 ):� The number of nodes (N) in the multi ring. We have investigated thefollowing node numbers: 64 , 384 and 2048. These �gures represent small,medium and large systems, and were 
hosen for an easier 
omparison withthe CCC model whi
h also uses these �gures.67



� The maximum number of new events that are spawned ea
h round. Similarto the CCC model, this number is 
alled spawn value, and the values thisnumber 
an a

ept are the same values as in the CCC model. Unlessstated otherwise the spawn value used is equal to the number of nodestested.� The maximum number of messages that 
an be sent in one round from onenode is limited by a number we will 
all MMIR. When it is not expli
itlystated we will use MMIR=35 as in the CCC model.� In a �xed 
on�guration w is the ar
 length of a 
hordal ar
. Unless statedotherwise we have used w = pN due to the result in referen
e [7℄ whi
h
laims this �gure is optimal.5.7.2 Theoreti
al analysisIn the worst 
ase the distan
e between any two nodes in a �xed 
on�guration islimited to 2pN hops for a system with N nodes. The �rst pN hops are neededto rea
h the 
orre
t segment on the ring. In the worst 
ase, the destination nodewould require a full 
ir
ling of the ring whi
h 
an be done with pN hops on
hordal ar
s. Then, in the worst 
ase another pN hops are required to rea
hthe destination node, if it is the last node on this segment.In the average 
ase with a �xed 
on�guration the distan
e between two ran-dom nodes is pN hops (The 
al
ulation is simple and not interesting, so it isomitted).When using a random 
on�guration or a dynami
 
on�guration it is di�
ult totheoreti
ally estimate the distan
e between two random nodes. This 
al
ulationis di�
ult both for the average 
ase and for the worst 
ase. We have used thesimulation results to measure the average 
ase �gure.68
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Figure 5.9: Stati
 
on�guration and optimal stati
 
on�guration average numberof hops5.7.3 Simulation resultsStati
 �xed 
on�gurationWe were interested in �nding the optimal �gure for w, in a stati
 
on�guration.We have 
he
ked varying numbers of w, from 0 to the number of nodes. Oursimulation results for N = 64 appear in �gure 5.9.The dotted line represents an optimal average number of hops between anysour
e and destination. This value was 
al
ulated in the following manner:First, the ar
s size were set to the 
urrent value. Se
ond, an all-to-all shortestpath algorithm su
h as Floyd was employed on all the nodes. Then, the averagepath distan
e was 
al
ulated for all the nodes, assuming that all the pathshave an equal weight in the �nal average . The other line was 
al
ulated in aregular simulation with spawn value equal to the number of nodes. Therefore,69



the average number of hops should be higher than the optimal values sin
e theoptimal values do not in
lude any load on the system. This exa
tly mat
hesour results. Two other interesting phenomena 
an be seen: First, there is aremarkable 
orrelation between the two graphs. This 
orrelation means thatthere is a 
orrelation between the ar
 length in a stati
 
on�guration to theperforman
e of the system (under our assumption). Se
ond, the two graphshave a symmetry between the left part and the right part of the graphs. Thereseems to be a good 
orrelation between the average number of hops for w = i andfor w = N � i. The 
orrelation 
an be intuitively explained with the following:let's say we examine w0 = N4 or w1 = 3N4 . In both 
ases N � wj = w1�j . Wetry to �nd the shortest path from node 0 to node N4 and to node 3N4 . With w0it will take 1 hop to rea
h the �rst node and 3 hops to rea
h the se
ond node.With w1 it would take 3 hops to rea
h the �rst node and 1 hop to rea
h these
ond node. This means that for ea
h i: w = i and w = N � i are in averageequal with respe
t to the average number of hops between a random sour
e anda random destination.A

ording to referen
e [7℄ the optimal number for w is an integer 
lose to pN .From our simulation pN was dis
overed to be one of the optimal values for wbut not he only one. Other values that are optimal are pN � i for i = 1; 3; 5:::. Note that only odd multiples of pN are optimal and even multiples resultin values that are 
learly not optimal. This phenomena is 
aused due to theparameters of the system. We have taken the �number of nodes� parameter tohave an even square root. When the ring has an even number of nodes thenmultipels of even numbers repeat the same points after a full 
ir
le. On the
ontrary, odd multipels do not repeat the same points after a full round andthus give a better 
overage of the ring. There are also other values for w thatare 
lose to optimal but they are usually found around the pN multiples.70



Dimension Optimal �xed Average �xed Optimal random Average random4 6 12 4 76 18 35 7 108 42 84 9 14Table 2: Number of rounds needed to �nish a random event for a �xed/random
on�gurationStati
 random assignmentThe topology presented above is very ordered. For every node i there is a 
hordalar
 to node (i + w)moduloN . We have tried to �nd other topologies thatyield good results. The topology found is that of a random assignment for the
hordal ar
s. We have found out that a random assignment of the 
hordal ar
soutperforms the �xed assignment of those ar
s as it was des
ribed above. Table2 summarizes random 
on�guration results versus �xed 
on�guration results.For ea
h mode (�xed or random) there are two 
olumns: The �rst 
olumnshows the results of the theoreti
al optimal number of hops as 
al
ulated in theprevious se
tion. The other 
olumn shows the results of a real simulation withspawn values equal to the number of nodes. It is 
learly seen that the random
on�guration yields better results than the �xed 
on�guration in both 
ases.The sour
e for the superiority of the random version is the low diameter size ofthe network. We think that in a su

essful random 
on�guration the diameter ofthe network gets 
loser to log(N). Table 2 shows the optimal number of roundsin the random version. This �gure is a
tually the average diameter size and isvery 
lose to log(N). In the �xed version the diameter is always pN . The gapbetween the diameter sizes explains the superiority of the random version.MMIR valuesContrary to the CCC model, the e�e
t of 
hanging the MMIR in the multi ringtopology is mu
h smaller. Simulations show that if the MMIR is not limitedthan the largest number of messages sent in parallel is usually around 10. From71
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Figure 5.10: Variable values of MMIR with a stati
 random 
on�guration whereN = 384the simulations, we have found out that using MMIR=20 insures that we willnot su�er almost any slowdown due to blo
ked messages. For example withN = 384, �gure 5.10 illustrates the e�e
t of 
hanging the MMIR value on astati
 random 
on�guration. In spite of this fa
t we have used MMIR=35 as inthe CCC model to ease the 
omparison between these two models.Hot Spots a�e
t on performan
eSmall values of hot spots per
entage do not a�e
t the performan
e of the multiring. The degradation in performan
e is linear with respe
t to the hot spotsper
entage. The explanation to the linear degradation is that this degradationis 
aused by messages that are blo
ked due to ex
eeding the MMIR value. Theresults are shown in �gure 5.11.
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Figure 5.11: Variables values of hot spots with a stati
 random 
on�gurationwhere N = 3845.7.4 Con
lusionThe multi ring approa
h seems to a
hieve relatively good results. The resultsof the simulations show that the average number of rounds is proportional tothe logarithm of the number of nodes. The algorithm works well when the
on�guration of nodes is set at random. Using small per
entage of hot spotsand small values of MMIR a�e
t the overall performan
e in a mild manner.5.8 Comparison between CCC and Multi RingIt is 
learly evident that the multi ring model yields better results than the CCCmodel. A summary of the results is shown at table 3.The reasons for the advantage of the multi ring model:73



Dimension Average # of round with
y
led/on-demand CCC Average # of rounds withmulti ring4 21 / 10-21 76 28 / 24-47 108 58 / 45-82 14Table 3: Average number of rounds needed to �nish a random event1. In the multi ring the limited multi
ast is done on two nodes and in theCCC model the limited multi
ast is done on three nodes. The overheadto syn
hronize three nodes is larger than the overhead to syn
hronize twonodes.2. The random topology in the multi ring model is more robust, and 
anbetter support di�erent kinds of patterns. The stati
 topology of theCCC is less �exible in this sense.In spite of all these fa
ts, there are also some advantages in the CCC model:1. The routing in CCC is straight forward. In the multi ring ea
h node mustkeep the whole topology and the 
orresponding routing tables.2. Our dis
ussion was restri
ted to the 
ommuni
ation pattern of randommessages. However, people that write programs for real systems, usuallyexploit the lo
ality between adja
ent nodes, basing their pro
ess assign-ment on a well stru
tured topology. In this sense the CCC model has ahuge advantage over the multi ring model, whi
h uses a random assign-ment.
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5.9 Attempt for a pro�table 
on�guration 
hanges modelUntil now we have dealt with a model whi
h has limited multi
ast and for-warding. This model has proved itself to be e�
ient. Our initial intentionwas to also use 
on�guration 
hanges in this model. This se
tion is dedi
atedto des
ribing several methods for de
iding whi
h 
on�guration to 
hange andwhen to perform the 
hange. Although these methods seemed to be promising,they were dis
overed to slow down the system, and did not improve the overallperforman
e.The main idea behind dynami
ally 
hanging the 
on�guration is to adapt the
on�guration to a 
ertain load on the network. When the load on the networkis uniformly distributed between all the nodes, and the system uses a random
on�guration, it 
an be assumed that there is not mu
h of a gain in 
hangingthe 
urrent 
on�guration. There 
ould be some gain if the random assignmentis a

identally very biased, but this s
enario has a very low probability to o
-
ur. A real 
ontribution to the network performan
e 
an be a
hieved when themodel uses some biased distribution like the hot spots distribution. With hotspots, an adaptive algorithm 
an dete
t heavy loads on 
ertain links and try todynami
ally re
on�gure itself to handle the load better. Sin
e the distribution isbiased we have assumed that there might be better 
on�guration than a randomone for 
ertain s
enarios.5.9.1 Requirements� The algorithm should not make too many 
on�guration 
hanges due tothe physi
al nature of the system.� Every 
hange should maintain the properties of the multi ring. Lo
al
hanges are preferred. 75



5.9.2 Semanti
s� i! j notes that node i sends a message to node j.� i) j notes that node i is 
on�gured to send messages to node j.� strength(i,j) is de�ned to be an integer that should re�e
t the load on thelink from i to j. This strength is initialized with a 
onstant value whi
h issome small integer. Ea
h message that is sent from i! j in
rements thestrength(i; j) by one. This means that the strength will be raised for allthe nodes along the path from the sour
e to the destination. Every timeone of the strength values rea
hes a large 
onstant value (
urrently 100),all the strength values for all the pairs are divided by two. This divisionmakes sure those values are normalized to some s
ale, and that previousload will have a de
ayed e�e
t on the 
urrent load. The strength value isused by the algorithms to make de
isions about 
on�guration 
hanges.5.9.3 AlgorithmsAll the algorithms are based on the same idea but di�er in its implementation.Lets assume that in the 
urrent 
on�guration a new event is added whi
h in-
ludes sending a message i! j. Lets also assume that the 
urrent 
on�gurationis i) l and k ) j .1. Now, if strength(k; j) < C for some 
onstant C then it means that nottoo many pa
kets go on k ! j. Then we allow ourself to break thislink and make a dire
t 
onne
tion i ) j. A side a�e
t of this pro
essis that in order to keep the properties of the multi ring we must also
on�gure k ) l . Then, the new message will take only one hop toarrive. If strength(k; j) >= C we do nothing and let the message get76



forwarded as usual. Of 
ourse this a
tion 
an only be made a

ordinglyto the restri
tion we took in se
tion 5.6.2. If the parity of i and j aredi�erent we 
an not perform this optimization. Note that in about halfthe 
ases we 
an perform this optimization.2. In the 
urrent 
on�guration build a shortest path matrix that holds dis-tan
es from all the nodes to all other nodes using Floyd's algorithm.Compute a weighted average on this matrix, where the weight is thestrength(i; j). For the �rst matrix we then get the average: M1. Performthe same 
al
ulation on the same matrix, but where the 
on�guration is
hanged su
h that i ) j and k ) l. The se
ond weighted average yieldsM2: Now, if M2 < M1 then this 
hange lowered the average and is moree�
ient. In this 
ase 
ommit the 
hange. Otherwise, roll ba
k the wholepro
ess. The advantage of this version is that it takes a global approa
hto evaluating a 
on�guration 
hange and not just a lo
al perspe
tive.3. In version 2 we 
hanged the 
on�guration to point from the sour
e to thedestination when we estimated it was pro�table. When the distribution isa hot spots distribution this approa
h has a big disadvantage. Ea
h timea new node might point to one of the nodes in the the hot spot group.This group 
an be very small, and in fa
t in our tests it in
luded only onenode. Hen
e, this 
hange will not improve the overall performan
e. To
ope with this situation, we added the following improvement: instead oftrying to 
on�gure i) j we will try to 
on�gure i) k where from k to jthe distan
e is a small number of hops. The number of hops is 
hosen atrandom, but is limited by a 
onstant number. We tried several methods:k is a ring ar
 before j ; k is a 
hordal ar
 before j ; or a hybrid of bothmethods. Using this improvement, many nodes will try to 
reate a �short
ut�, 
hordal ar
, to a random node before the hot spot and the 
han
e of77




olliding this assignment gets mu
h lower.4. Generate a new random 
on�guration every random number of rounds.Do the 
omparison between the weighted average of the old matrix that
orresponds to the old 
on�guration and the weighted average of the newmatrix that 
orresponds to the new 
on�guration. In 
ase the new matrixhas a lower average value swit
h to the new 
on�guration.5.9.4 ResultsAll the versions having dynami
 
on�guration performed worse than the stati

on�guration. We do not present the exa
t results sin
e none of the versionspresented showed any sign of performing well, even on fra
tions of the 
ases.The best we 
ould a
hieve was to get results whi
h are no worse than the stati
version on some distin
t 
ases. We think we have understood the main reasonsthat 
ontributed to this failure:� Any 
on�guration 
hange is harmful in the short term be
ause messagesrouting is based on the existing routing. Any 
hange to the 
on�guration
an 
ause messages to re-route and to in
rease the average hop 
ount. Wetried to limit the number of 
on�guration 
hanges, but even that didn'thelp.� Under our assumptions of hot spot distribution there is nothing the net-work has to adapt to. At most the dynami
 model adapts to a 
on�gu-ration that is very similar to the random 
on�guration it started with. Adynami
 
on�guration is needed where the load 
hanges. We also tried touse moving hot spots to emulate it but it was not su

essful either.It seems that under the 
urrent model there 
an not be a better solution thanthe stati
 model. 78



5.10 Con
lusionBoth network topologies presented in this 
hapter yield good results in the P2Pmodel. The multi ring model is a better general solution. The CCC model ismore suited for exploiting advantages in the way people really write parallelprograms.We have tried to design a model whi
h has all the building blo
ks of this system:forwarding, multi
ast and 
on�guration 
hanges. This attempt failed be
ause oftwo di�erent reasons. The �rst reason is that in our theoreti
al model (espe
iallyin the distribution model), it is probably impossible to gain any advantage with
on�guration 
hanges. The se
ond reason is the syn
hronization overhead. Themulti
ast feature enhan
es the system but requires the added syn
hronization.This syn
hronization 
an eventually degrade the performan
e of the systemmore than the multi
ast 
an 
ontribute to it.
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6 Algorithm for all to all broad
ast operation6.1 Introdu
tionAn all to all broad
ast operation is an operation in whi
h every node re
eivesa message from every other node in the system. This operation 
an be easilyimplemented in a network of N nodes using N 
onse
utive broad
asts, whereea
h broad
ast is done by a di�erent node. However, this method is not e�
ient.Many algorithms were developed in order to make this operation e�e
ient. Usu-ally it was done by pipelining or merging di�erent broad
asts. In this 
hapterwe present a simple algorithm for all to all broad
ast operation whi
h is exa
tlysuited for our model.For simpli
ity sake, we assume that any broad
asted message 
an be sent in asingle transmission unit, without the need to divide it into several pa
kets.6.2 AlgorithmsWe start by reminding the reader of two known solutions for the all-to-all broad-
ast operation. These solutions are brie�y des
ribed and their running time isanalyzed. It is presumed that the reader is familiar with these two algorithms,whi
h are mentioned in order to highlight our way of measuring the algorithm'srunning time. Finally, we present our suggestion for an optimal algorithm,analyze it and show that it is really optimal.6.2.1 Hyper
ubeThis algorithm is based on hyper
ube topology. In stage i, a node sends all themessages it re
eived until that stage on the link that 
onne
ts it to dimension i.Therefore, in every stage ea
h node sends twi
e the number of messages it did80



in the previous stage. The pro
ess takes O(logN) stages to �nish. Althoughonly O(logN) stages are needed, the number of messages sent by ea
h node isstill O(N). There are also O(logN) 
on�guration 
hanges.6.2.2 TreeThis algorithm is based on building a full tree with a degree that is equal to thelimited multi
ast level. First, ea
h node propagated its message and those re-
eived by it to the root of this tree. Se
ond, the root multi
asts all the messagesto its dire
t links, and re
ursively to all the nodes of this tree. Gathering theinformation to the root takes O(logN). S
attering the information ba
k to allthe nodes also takes O(logN) . Hen
e, the whole pro
ess takes O(logN) stagesto �nish. Similarly to the previous algorithm, when the messages are prop-agated down the tree in the se
ond phase, every node sends O(N) messages.This algorithm also needs one 
on�guration 
hange to build up the tree for theinformation gathering and one 
on�guration 
hange for the multi
ast tree.6.2.3 RingThe algorithm that we suggest to be optimal, is surprisingly based on a ringtopology. In the �rst stage ea
h node sends its message to the next node. Inevery other stage, ea
h node forwards the message it re
eived in the previousstage to the next node, and in parallel passes it up to the lo
al 
ommuni
ationsta
k. This pro
ess �nishes after N � 1 stages, in whi
h ea
h node sends onemessage. The whole pro
ess takes O(N) messages that are sent by ea
h nodeand one 
on�guration 
hange. The exa
t formula 
an be represented by: 2Td+(N � 1)S � Tf (the meaning for ea
h symbol is de�ned in the third 
hapter).
81



6.3 Algorithm evaluationThe question that should be asked is how to evaluate the performan
e of thesealgorithms in our model. We 
laim that the best method to measure the per-forman
e of these algorithm is by the number of messages that are sent by ea
hnode, and also 
onsidering the number of 
on�guration 
hanges. The se
ond ar-gument is 
lear sin
e 
on�guration 
hanges are a 
ostly operation in our model.On the other hand, the �rst argument should be explained. In the following sub-se
tion we explain the intuition behind this argument and in the next subse
tionwe present a more formal proof for it.6.3.1 IntuitionIn most systems it is extremely important to minimize the number of times anode starts to send messages. There is a large overhead for sending just a singlemessage. This overhead is 
aused by the operating system's network sta
k.Adding more messages to an existing transmission is very 
heap, in terms oftime. In our system, it is possible to use message forwarding. With this feature,all messages are forwarded in hardware to their destination without rea
hing theoperating system level. Therefore, there is no overhead for forwarding onlyone message and no advantage for forwarding a pa
kage that 
ontains manymessages.6.3.2 Formal explanationUsually global 
ommuni
ation algorithms are measured in the number of stagesthat they require to �nish. It is usually impli
itly assumed that ea
h stage 
an�nish in a 
onstant time. However, in the hyper
ube algorithm, there is only onemessage sent in the �rst stage, but N2 messages sent in the last stage. These two82



stages 
an not take the same amount of time on our model. Therefore, in this
ontext this assumption is invalid. The only solid �gure that 
an be measured isthe number of messages sent by ea
h node. Without any 
on�guration 
hanges(as presented in the ring algorithm), this �gure determines the minimal runningtime of the whole pro
ess. Now it is left to show that under this 
riteria the ringalgorithm we presented is really optimal. Consider the following arguments:1. In an all-to-all broad
ast operation ea
h node must by de�nition re
eiveN(di�erent) messages from other nodes. There 
an not be any overlappingin the re
eive operation of every node. Only one message 
an be re
eivedat a time.2. A node 
an only send k messages in parallel using limited multi
ast wherek is a 
onstant that is not related to N . In reality k is limited by theopti
 medium to about 4. Hen
e, in average, ea
h node must send at leastO(N) messages so the 
ondition in the �rst point will hold. Also here,there 
an not be any overlapping send operations.3. In the ring algorithm presented above, ea
h node sends and re
eives O(N)messages.Due to these arguments our algorithm is equivalent to the optimal algorithm,in terms of the number of messages sent. In this algorithm there is only one
on�guration 
hange whi
h is the minimum number of 
on�gurations possible.Thus, our algorithm is optimal in the two measures: the number of 
on�guration
hanges and in the number of messages sent. This means that our algorithmis optimal . Of 
ourse, a 
onstant improvement might be possible, but only a
onstant one. The optimal algorithm must remain at least O(N) (messages).
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6.4 Con
lusionThere is a basi
 di�eren
e between our evaluation model to the 
ommon one.Our model is best evaluated by the number of messages sent by ea
h node in thewhole operation and by the number of 
on�guration 
hanges. Therefore, in ourmodel it is best to use a ring topology with the simplest algorithm presentedabove to perform an all-to-all broad
ast operation.
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7 Con
lusion and future work7.1 Con
lusionsThis work is based on a novel opti
al swit
hing te
hnology. This te
hnology
an be the basis for the next generation of networks for parallel 
omputers. Inspite of the great advantages of this te
hnology, there are still some open issuesthat must be deeply examined before this te
hnology 
an be
ome pra
ti
al. Wehave 
hosen the slow 
on�guration time, whi
h is one of the main issues, asthe 
enter of our study. Our model is 
omposed out of three main elements:forwarding, multi
ast and 
on�guration 
hanges. It was noti
ed that in general,the su

essful models in
luded a mixture of using these three elements.In the �rst part of the thesis, we have developed models for performing e�
ientbroad
ast and have theoreti
ally analyzed them. These models used 
on�gu-ration 
hanges and forwarding. We have found out that these models are bestbased on a variation of trees. In trees the running time 
an be logarithmi
 andthe initial 
on�guration 
an be done in the �rst phase, whi
h saves some of the
on�guration 
hanges in the following phases.Se
ond, we have developed algorithms for a P2P 
ommuni
ation model andused simulations to evaluate their performan
e. In these models we also usedthe multi
ast feature. We have worked on two models: 
ube 
onne
ted 
y
lesand multi ring. Both of these models used multi
ast and forwarding without
on�guration 
hanges. An important 
on
lusions of the study in this se
tionis that in our model (P2P 
ommuni
ation) it is unlikely to have all the threebuilding blo
ks working together su

essfully. This is why our two models didn'tuse 
on�guration 
hanges.In the last part of the thesis we have examined algorithms for an all-to-allbroad
ast operation. We 
ame to the 
on
lusion that the optimal algorithm for85



this operation, under the assumptions of our model, is based on a ring topology.This 
on
lusion is ba
ked up by theoreti
al arguments.7.2 Future workIn the theoreti
al area it would be preferable to work on global 
ommuni
ationoperations su
h as: all-to-all, global ex
hange, et
.In the pra
ti
al aspe
t, the building of the prototype should be �nished. Then,it would be possible to 
ondu
t tests on it, using the algorithms presented inthis work. On
e this happens, the algorithms e�e
tiveness 
ould be 
he
ked ina real system and not only on simulations. It is also known that good proto
olsand algorithms usually need some �ne tuning in real systems to a
hieve optimalperforman
e. When the system is built, a session of �ne tuning on the algorithmsshould be 
ondu
ted.
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