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TCP: retransmission scenarios
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TCP retransmission scenarios (more)
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TCP Timeout and Round Trip Time

Q: how to set TCP
timeout value?

0 longer than RTT:
O but RTT varies

3 too short:
premature timeout

O unnecessary
retransmissions

3 too long: slow
reaction o segment
loss

Q: how to estimate RTT?

0 SampleRTT: measured time from
segment transmission until ACK
receipt

O Ighore retransmissions

0 SampleRTT will vary, want
estimated RTT "smoother”

O average several recent
measurements, not just
current SampleRTT
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TCP Timeout and Round Trip Time

EstimatedRTT = (1-a)*EstimatedRTT + o*SampleRTT

O Exponential Weighted Moving Average (EWMA)
0 influence of past sample decreases exponentially fast
O typical value: o = 0.125

EstimatedRTT =
n-1 J

a) (1-cr) SampleRTT,; +(1-a)" SampleRTT,
-1

j
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Example RTT estimation:

RTT: gaia.cs.umass.edu to fantasia.eurecom.fr
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TCP Timeout and Round Trip Time

Setting the timeout

0 EstimatedRTT plus "safety margin”
O large variation in EstimatedRTT = larger safety margin
O first estimate of how much SampleRTT deviates from
EstimatedRTT:

DevRTT = (1-B)*DevRTT +
B*|SampleRTT-EstimatedRTT]|

(typically, B = 0.25)
Then set timeout interval:

Timeoutlnterval = EstimatedRTT + 4*DevRTT
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TCP ACK generation [RFc 1122, RFC 2581]

Event at Receiver TCP Recelver action
Arrival of in-order segment with Delayed ACK. Wait up to 500ms
expected seq #. All data up to for next segment. If no next segment,

expected seq # already ACKed send ACK

Arrival of in-order segment with Immediately send single cumulative
expected seq #. One other ACK, ACKing both in-order segments
segment has ACK pending

Arrival of out-of-order segment Immediately send duplicate ACK,
higher-than-expect seq. # . indicating seq. # of next expected byte

Gap detected

Arrival of segment that Immediate send ACK, provided that
partially or completely fills gap segment starts at lower end of gap
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Fast Retransmit

O Time-out period often
relatively long:
O long delay before
resending lost packet
J Detect lost segments
via duplicate ACKs.

O Sender often sends
many segments back-to-
back

O If segment is lost,
there will likely be many
duplicate ACKs.

3 If sender receives 3
ACKs for the same
data, it supposes that
segment after ACKed
data was lost:

o fast retransmit: resend
segment before timer
expires
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TCP Flow Control

-flow control

sender won't overflow

0 receive side of TCP receiver's buffer by

connection has a transmitting too much,

receive buffer: too fast

k— RevWindow —f
7 0 speed-matching

data from / 3 / application . . -
i e Service: matching the

//// send rate to the

p——— RoevBuffer ——— receiving app's drain

rate

T app process may be
slow at reading from

buffer
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TCP Flow control: how it works

k— RevWindow —f

7 Receiver advertises
//// i i
/ // application Sp(]r'e room by |nCIUd|n9
//? e value of RevWindow in
7757

data from
IP

segments
b—— RevBuffer ————| ..
. 3 Sender limits unACKed

(SUPP°5€ TCP receiver data to RcvWindow

dISCGr'dS OUT—Of—Order ®) guar-an-l-ees r-eceive

segments) buffer doesn't overflow
3 spare room in buffer
= RcvWindow
= RcvBuffer-[LastByteRcvd -

LastByteRead]
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TCP segment structure

URG: urgent data

(generally not used)™_

ACK: ACK #

valid

PSH: push data now
(generally not used)— |

32 bits

<&
<«

counting

by bytes

of data

(not segmentsl)

source port #

—acknowledgement humber
h!ead ';fd AT’JESF Receive window

cheeksum,

dest port #
sequence number

# bytes
receiver is

Urg data pointer

RST, SYN, FIN:—
connection estab.

willing

_—
Op’r/ieé (variable length)

(setup, teardown
commands)

/

Internet
checksum
(as in UDP)

to accept

/ application

data
(variable length)
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Recall that TCP **now™** gives:

@reliable data transfer (make sure the message gets
through)

@Pflow control (don't overwhelm the receiver)
=) O congestion control (don't overwhelm the network)

UDP gives:

3 No reliability, no packet ordering
3 No flow control
J ..
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Principles of Congestion Control

Congestion:

3 informally: "too many sources sending too much
data too fast for network to handle"

J different from flow control!
0 is expressed as:
O lost packets (buffer overflow at routers)
0 long delays (queueing in router buffers)
3 a top-10 network problem!

O packet retransmission treats the symptom not the
cause (even worsens the causel)
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Causes/costs of congestion: scenario 1

7 two senders, two
receivers
Host B

O ohe router, <

infinite buffers

7 no retransmission

Cl2+

7\'ou’r
delay

Host A

A, . original data

7\‘0Ut

unlimited shared
output link buffers

t
C/2

3 large delays
when congested

O maximum
achievable
throughput
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Causes/costs of congestion: scenario 2

3 one router, finite buffers
7 sender retransmission of lost packet

Host A

A, . original data Aout

A%, - original data, plus A
retransmitted data

finite shared output
link buffers
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Causes/costs of congestion: scenario 2

3 always: A, = A d >
always: A = A (goodput), }bin kout
0 “perfect” retransmission (no router overhead) only when loss

O retransmission of delayed (not lost) packet makes A even

in
larger (than perfect case) for same kout
c/24 c/24 ciod
- ci3T
O " T
~ 3 3
, <2 : <2 .
C/2 5C .6C 5C
I F I
7\‘ih — )\‘in )\‘in 7\"iﬂ

“costs" of congestion:
O more work (retrans) for given “"goodput”

O unneeded retransmissions: link carries multiple copies of pkt
Transport Layer 17



Causes/costs of congestion: scenario 3

3 four senders
3 multihop paths
3 timeout/retransmit

Host A

}\‘in
x'in

Host B

Q: what happens as kl
and A’ increase ?

IN

- original data

. original data, plus

retransmitted data

finite shared output
link buffers

—

out
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Causes/costs of congestion: scenario 3

C/2

3 o
<

k!
N
Another "cost” of congestion:

3 when packet dropped, any "upstream transmission
capacity used for that packet was wasted!

Transport Layer 19



Approaches towards congestion control

Two broad approaches towards congestion control:

End-end congestion Network-assisted
control: congestion control:

3 no explicit feedback from O routers provide feedback
network to end systems

7 congestion inferred from O single bit indicating
end-system observed loss, congestion (SNA,
delay DECbit, ATM)

3 approach taken by TCP o explicit rate that

sender should send at
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