
Algorithms - Solution 1

1. Pseudo-code for
�� -merge-sort:
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where �8����
�� acts like the one from regular �8����
��:�;�����6� , except setting the ”middle” at %

�('*),+.-0/� 1 instead
of % ),+.-� 1 .
Run-time analysis:
First, lets prove that < �>=?�A@CBD�>=FEHG7IJ=?� , i.e. < �>=?�LKNMFO�=FEPG7IQ= for some M�RTS for all =URN=�V by
induction. The recurrence equation of the function is < �>=?�D@ < � �XW� �Q# < � W � �J#8BD�>=?� , where BD�>=?� is
the bound on ���	�Y
Z� , since it reads every element of the array. The base step is < �X40�[@\4 (easy). The
induction hypothesis is that for each ]  ^= , < � ] �_K`MaO ] EHG7I ] . Now, < �>=?�Q@ < � �XW� ��# < � W � �?#bBD�>=?�_K
< � �XW���c# < � W �d�c#;MYe�O7= . Then, by induction hypothesis < �>=?�aK"M.Of� �XW�g�	O�EPG7Ih� �XW�g�c#;M.Od� W �d�	O�EPG7Ii� W �j��#;MYe6O7=kK�� M(=FEPG7Il�>=?�d# �� M,=FEHG7I:� �� �d# e� M(=FEPG7I:�>=?�d# e� M(=FEPG7Im� e� �d#nMYe�O�=!@5M,=FEHG7Im�>=?�f# �� M(=FEPG7I:�po���� �� M(=FEPG7I:�pq��r�m#e� M(=FEPG7Il�X40�h� e� M(=FEPG7I:�pq��r�_#sM e OF=t@uM,=FEHG7I:�>=?�v# �� M(="�5M,=FEHG7I:�pq��_#8M e OF= . We will choose M s.t.
�
M0e�Ow=!@ ��7M(=L�nM(=FEPG7I:�pq�� , i.e. MYea@2��EPG7Im�pq���� ��.�xM . With such choice < �>=?�yK"MJOw=FEPG7IQ= and we proved
the induction step.
We can prove that < �>=?�z@|{F�>=FEPG7Iw=?� in a similar way. Thus we get, < �>=?�w@5}~�>=FEPG7IQ=?� .

2. (a) Assume � ea@ � � . We’ll prove that �?e0�>=?�w@|}D��� � �>=?�r� , i.e. EH��� W7�F�
-6�X'�W7/-0��'�W7/ @`M . We can use L’Hospital

rule to calculate this limit, which says that if both numerator and denominator of the quotient tend
to infinity, the limit of the quotient is equal to the limit of derivative of the numerator divide by the

derivative of denominator . We will derive � e times and get the limit E��H� W6�F����� ���a� �
�X� �� �?����� � �r�� � ��

� � �y� �
�r� �� �?����� � � �� � �

@
E��H� W6��� � � �� � � @`M .

Assume ��e0�>=?�w@|}~��� � �>=?�r� . Assume, by contradiction, that � e��@ � � , w.l.o.g. � e
R � � . We know, that
each polynomial is } of its highest degree term, i.e. �ze
@s}~�>=�� � � and � � @s}~�>=�� � � . But, � eFR � � ,
so = � � @��
�>= � � � . By transitivity, �?e0�>=?�w@^�
��� � �>=?�r� , reaching the contradiction.

(b) Assume � e
 � � . We’ll prove that �?e0�>=?�w@`�j��� � �>=?�r� , i.e. E��H� W7�F�
-6�r'�W7/-0�,'�W7/Q@5S . We can use L’Hospital

rule to calculate this limit, since both polynomials tends to infinity. We will derive � e times and get

the limit E��H� W7�F� ��� ���a� �
�X� �� �?����� � �r�� � ��

� � W �
��� � � � � � �r� � W �

�,� � �x� � �?����� � � �� � �
@`EH�H� W7�F�����@`S .
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Assume ��eY�>=?�
@2�j��� � �>=?�r� . Assume, by contradiction, that � e�� � � . We proved in a that � e �@ � � ,
so we need to check � eAR � � . We know, that each polynomial is } of its highest degree term, i.e.
��ev@ }D�>= � � � and � � @�}D�>= � � � . But, � ehR � � , so = � � @5�
�>= � � � . By transitivity, �?e0�>=?�Q@5�
��� � �>=?�r� ,
reaching the contradiction.

3. The order of growth is: EPG7I � �>=?�,�r= e�� � ��EPG7I:�>=����,�r=��	��
��	��
 W �r=�� .
(a) Using L’Hospital rule:

E��H� W6��� �	��

� '*W6/W ��
�� @`EH��� W6�F� ��� �	��
 '�W7/��

��� � ��
��� @������ W7�F��� � �	��
 '�W7/W ��
�� @`EH�H� W7�F� ��� � ��
��� @�E��H� W6��� e��W ��
�� @5S
(b) Using the fact that EPG7Im�>=����z@|}D�>=FEPG7Im�>=?�r� :

E��H� W6��� W ��
��W �	��
 '*W6/ @`EH��� W6�F�
eW ��
�� �	��
 '�W7/ @`S

(c) Notice that for each = : =��mK^= W and for each =�R�4 � : = � Kb=��	��
!�	��
 W . So, for each =�R�4 � we have:
EHG7Im�>=����aK"EPG7Il�>= W �z@�= OaEPG7I:�>=?�yK = � K = �	��
!�	��
 W

(d) Apply EHG7I on both sides: EPG7Il�>="�	��
 ' �	��
 '�W7/�/ �
@sEHG7I:��EPG7Im�>=?�r�zO_EPG7I:�>=?�FK EPG7Il�>=?��OvEPG7I:�>=?��@2EPG7I � �>=?�FK
EHG7Im�>=�����# = �	��
 ' �	��
 '*W6/ / K =��

4. $ @s��%z��&$� is a tree, i.e. connected acyclic graph.

(a) Assume we add an edge ��'d��( � . Before the adding, because a graph is connected, we had a path from
( to ' , lets say (?��)de	�+*+*+*Y��)!,9��' , so now we have a path (?��):e	�+*+*+*	��)-,���'d��( , which is a cycle.

(b) Assume we remove an edge ��'d��( � , and assume by contradiction that the graph remains connected,
i.e. we still have a path from ( to ' , lets say (���) e �+*+*+*0��)-,.��' , that means, that before removing we
had a path (���):e	�+*+*+*	��)-,.��':��( , which is a cycle, reaching a contradiction.

(c) We have at least one path between every pair of vertices, because a graph is connected. Assume,
by contradiction, that we have two pathes between ��'d��( � , lets say �we$@.(?��)fe	�+*+*+*Y��)!,9��' and � � @
(?�0/ e �+*+*+*0�0/21���' , that means that we have a path � @3(���) e �+*+*+*0��)-,.��':�0/01;�+*+*+*	�0/ e ��( , which is a cycle,
reaching a contradiction.

5. The answer is EPG7I � ��EHG7IJ=?� @ �
��EPG7Il��EPG7I � =?�r� . This is because by definition EPG7I � = counts the number
of times we have to concatenate the EPG7I function with itself until we get a number smaller than 1. So
you can think of EPG7I � ��EPG7IJ=?� as if we already applied EPG7I once and then we start counting. So EPG7I � =^@
EHG7I � ��EPG7IJ=?�?#54 . Or in other words EPG7I � =k@s}~��EPG7I � ��EPG7IQ=?�r� . So now replace EPG7I � = with the variable � .
So we have on the one hand EPG7I � ��EPG7IJ=?�J@ }~���!� and on the other hand ��EPG7Il��EPG7I � =?�r�J@|EPG7I4� . And then
EHG7I � ��EPG7IJ=?�z@`�
��EPG7Im��EPG7I � =?�r� .
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