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1
A

gentA
rchitectures

�

Introduce
the

idea
ofan

agent
as

a
com

puter
system

capable
of

flexible
autonom

ous
action.

�

B
riefly

discuss
the

issues
one

needs
to

address
in

order
to

build
agent-based

system
s.

�

T
hree

types
ofagentarchitecture

:

–
sym

bolic/logical;

–
reactive;

–
hybrid.
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�

W
e

w
antto

build
agents,thatenjoy

the
properties

ofautonom
y,

reactiveness,pro-activeness,and
socialability

thatw
e

talked
aboutearlier.

�

T
his

is
the

area
ofagentarchitectures.

�

M
aes

defines
an

agentarchitecture
as:

‘[A
]particular

m
ethodology

for
building

[agents].
Itspecifies

how
...

the
agentcan

be
decom

posed
into

the
construction

ofa
setofcom

ponentm
odules

and
how

these
m

odules
should

be
m

ade
to

interact.
T

he
totalsetofm

odules
and

their
interactions

has
to

provide
an

answ
er

to
the

question
of

how
the

sensor
data

and
the

currentinternalstate
ofthe

agentdeterm
ine

the
actions

...
and

future
internalstate

ofthe
agent.

A
n

architecture
encom

passes
techniques

and
algorithm

s
thatsupportthis

m
ethodology.’

�

K
aelbling

considers
an

agentarchitecture
to

be:
‘[A

]specific
collection

ofsoftw
are

(or
hardw

are)
m

odules,typically
designated

by
boxes

w
ith

arrow
s

indicating
the

data
and

controlflow
am

ong
the

m
odules.

A
m

ore
abstractview

ofan
architecture

is
as

a
generalm

ethodology
for

designing
particular

m
odular

decom
positions

for
particular

tasks.’
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�
O

riginally
(1956-1985),pretty

m
uch

allagents
designed

w
ithin

A
I

w
ere

sym
bolic

reasoning
agents.

Its
purestexpression

proposes
thatagents

use
explicitlogical

reasoning
in

order
to

decide
w

hatto
do.

�

P
roblem

s
w

ith
sym

bolic
reasoning

led
to

a
reaction

againstthis
—

the
so-called

reactive
agents

m
ovem

ent,1985–present.

�

From
1990-present,a

num
ber

ofalternatives
proposed:

hybrid
architectures,w

hich
attem

ptto
com

bine
the

bestofreasoning
and

reactive
architectures.

h
ttp

://
w

w
w

.csc.l
iv.a

c.u
k/

˜m
jw

/p
u

b
s

/im
a

s/
3



Lecture
3

A
n

Introduction
to

M
ultiagentS

ystem
s

2
S

ym
bolic

R
easoning

A
gents

�

T
he

classicalapproach
to

building
agents

is
to

view
them

as
a

particular
type

ofknow
ledge-based

system
,and

bring
allthe

associated
(discredited?!)

m
ethodologies

ofsuch
system

s
to

bear.

�

T
his

paradigm
is

know
n

as
sym

bolic
A

I.

�

W
e

define
a

deliberative
agentor

agentarchitecture
to

be
one

that:

–
contains

an
explicitly

represented,sym
bolic

m
odelofthe

w
orld;

–
m

akes
decisions

(for
exam

ple
aboutw

hatactions
to

perform
)

via
sym

bolic
reasoning.
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�

Ifw
e

aim
to

build
an

agentin
this

w
ay,there

tw
o

key
problem

s
to

be
solved:

1.
T

he
transduction

problem
:

thatoftranslating
the

realw
orld

into
an

accurate,adequate
sym

bolic
description,in

tim
e

for
thatdescription

to
be

useful.
...

vision,speech
understanding,learning.

2.
T

he
representation/reasoning

problem
:

thatofhow
to

sym
bolically

representinform
ation

about
com

plex
real-w

orld
entities

and
processes,and

how
to

get
agents

to
reason

w
ith

this
inform

ation
in

tim
e

for
the

results
to

be
useful.

...
know

ledge
representation,autom

ated
reasoning,

autom
atic

planning.
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�

M
ostresearchers

acceptthatneither
problem

is
anyw

here
near

solved.

�

U
nderlying

problem
lies

w
ith

the
com

plexity
ofsym

bol
m

anipulation
algorithm

s
in

general:
m

any
(m

ost)
search-based

sym
bolm

anipulation
algorithm

s
ofinterestare

highly
intractable.

�

B
ecause

ofthese
problem

s,som
e

researchers
have

looked
to

alternative
techniques

for
building

agents;w
e

look
atthese

later.
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2.1
D

eductive
R

easoning
A

gents

�
H

ow
can

an
agentdecide

w
hatto

do
using

theorem
proving?

�
B

asic
idea

is
to

use
logic

to
encode

a
theory

stating
the

best
action

to
perform

in
any

given
situation.

�

Let:

–�

be
this

theory
(typically

a
setofrules);

–�

be
a

logicaldatabase
thatdescribes

the
currentstate

ofthe
w

orld;

–
A

c
be

the
setofactions

the
agentcan

perform
;

– �
�� �

m
ean

that�

can
be

proved
from

�

using� .
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/*
try

to
find

an
action

explicitly
prescribed

*/
for

each
a�

A
c

do
if �

��

D
o� a�

then
return

a
end-if

end-for
/*

try
to

find
an

action
notexcluded

*/
for

each
a�

A
c

do
if�

	 ���


D
o� a�

then
return

a
end-if

end-for
return

null
/*

no
action

found
*/
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�

A
n

exam
ple:

T
he

V
acuum

W
orld.

G
oalis

for
the

robotto
clear

up
alldirt.

d
ir

t
d

ir
t

(
0
,0

)
(
1
,0

)
(
2
,0

)

(
0
,1

)

(
0
,2

)

(
1
,1

)
(
2
,1

)

(
2
,2

)
(
1
,2

)
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�

U
se

3
dom

ain
predicates

in
this

exercise:

In� x� y�

agentis
at� x� y�

D
irt� x� y�

there
is

dirtat� x� y�

Facing� d�

the
agentis

facing
direction

d

�

P
ossible

actions:

A
c 
� turn� forw

ard� suck�

N
B

:
turn

m
eans

“turn
right”.
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�
R

ules�

for
determ

ining
w

hatto
do:

In���� �� �

Facing� north� � 


D
irt���� ����

�

D
o� forw

ard�

In���� �� �
Facing� north� � 


D
irt���� ����

�

D
o� forw

ard�

In���� �� �
Facing� north� � 


D
irt���� ����

�

D
o� turn�

In���� �� �

Facing� east� �
�

D
o� forw

ard�

�

...
and

so
on!

�

U
sing

these
rules

(+
other

obvious
ones),starting

at� �� ��

the
robotw

illclear
up

dirt.
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�

P
roblem

s:

–
how

to
convertvideo

cam
era

inputto
D

irt� �� �� ?
–

decision
m

aking
assum

es
a

static
environm

ent:
calculative

rationality.
–

decision
m

aking
using

first-order
logic

is
undecidable

!

�

E
ven

w
here

w
e

use
propositional

logic,decision
m

aking
in

the
w

orstcase
m

eans
solving

co-N
P

-com
plete

problem
s.

(N
B

:co-N
P

-com
plete

=
bad

new
s!)

�

Typicalsolutions:

–
w

eaken
the

logic;
–

use
sym

bolic,non-logicalrepresentations;
–

shiftthe
em

phasis
ofreasoning

from
run

tim
e

to
design

tim
e.

�

W
e

now
look

atsom
e

exam
ples

ofthese
approaches.
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2.2
A

G
E

N
T

0
and

P
LA

C
A

�

M
uch

ofthe
interestin

agents
from

the
A

Icom
m

unity
has

arisen
from

S
hoham

’s
notion

ofagentoriented
program

m
ing

(A
O

P
).

�

A
O

P
a

‘new
program

m
ing

paradigm
,based

on
a

societalview
of

com
putation’.

�

T
he

key
idea

thatinform
s

A
O

P
is

thatofdirectly
program

m
ing

agents
in

term
s

ofintentionalnotions
like

belief,com
m

itm
ent,

and
intention.

�

T
he

m
otivation

behind
such

a
proposalis

that,as
w

e
hum

ans
use

the
intentionalstance

as
an

abstraction
m

echanism
for

representing
the

properties
ofcom

plex
system

s.

In
the

sam
e

w
ay

thatw
e

use
the

intentionalstance
to

describe
hum

ans,itm
ightbe

usefulto
use

the
intentionalstance

to
program

m
achines.
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�

S
hoham

suggested
thata

com
plete

A
O

P
system

w
illhave

3
com

ponents:

–
a

logic
for

specifying
agents

and
describing

their
m

ental
states;

–
an

interpreted
program

m
ing

language
for

program
m

ing
agents;

–
an

‘agentification’process,for
converting

‘neutralapplications’
(e.g.,databases)

into
agents.

R
esults

only
reported

on
firsttw

o
com

ponents.

R
elationship

betw
een

logic
and

program
m

ing
language

is
sem

antics.

�

W
e

w
illskip

over
the

logic(!),and
consider

the
firstA

O
P

language,
A

G
E

N
T0.
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�
A

G
E

N
T0

is
im

plem
ented

as
an

extension
to

L
IS

P.

E
ach

agentin
A

G
E

N
T0

has
4

com
ponents:

–
a

setofcapabilities
(things

the
agentcan

do);

–
a

setofinitialbeliefs;

–
a

setofinitialcom
m

itm
ents

(things
the

agentw
illdo);and

–
a

setofcom
m

itm
entrules.

�

T
he

key
com

ponent,w
hich

determ
ines

how
the

agentacts,is
the

com
m

itm
entrule

set.
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�

E
ach

com
m

itm
entrule

contains

–
a

m
essage

condition;

–
a

m
entalcondition;and

–
an

action.

�

O
n

each
‘agentcycle’...

T
he

m
essage

condition
is

m
atched

againstthe
m

essages
the

agenthas
received;

T
he

m
entalcondition

is
m

atched
againstthe

beliefs
ofthe

agent.

Ifthe
rule

fires,then
the

agentbecom
es

com
m

itted
to

the
action

(the
action

gets
added

to
the

agents
com

m
itm

entset).
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�

A
ctions

m
ay

be

–
private

:
an

internally
executed

com
putation,or

–
com

m
unicative

:
sending

m
essages.

�

M
essages

are
constrained

to
be

one
ofthree

types:

–
“requests”

to
com

m
itto

action;

–
“unrequests”

to
refrain

from
actions;

–
“inform

s”
w

hich
pass

on
inform

ation.
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b
e
l
i
e
f
s

c
o
m

m
i
t
m

e
n
t
s

a
b
i
l
i
t
i
e
s

E
X

E
C

U
T

E

u
p
d
a
t
e

b
e
l
i
e
f
s

u
p
d
a
t
e

c
o
m

m
i
t
m

e
n
t
s

i
n
i
t
i
a
l
i
s
e

m
e
s
s
a
g
e
s
 
i
n

i
n
t
e
r
n
a
l
 
a
c
t
i
o
n
s

m
e
s
s
a
g
e
s
 
o
u
t
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A

com
m

itm
entrule:

C
O

M
M

IT
(

(
a

g
e

n
t,

R
E

Q
U

E
S

T
,

D
O

(tim
e

,
a

ctio
n

)
),

;;;
m

sg
co

n
d

itio
n

(
B

,
[n

o
w

,
F

rie
n

d
a

g
e

n
t]

A
N

D
C

A
N

(se
lf,

a
ctio

n
)

A
N

D
N

O
T

[tim
e

,
C

M
T

(se
lf,

a
n

ya
ctio

n
)]

),
;;;

m
e

n
ta

l
co

n
d

itio
n

se
lf,

D
O

(tim
e

,
a

ctio
n

)
)h

ttp
://

w
w

w
.csc.l

iv.a
c.u

k/
˜m

jw
/p

u
b

s
/im

a
s/
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�

T
his

rule
m

ay
be

paraphrased
as

follow
s:

ifIreceive
a

m
essage

from
agent

w
hich

requests
m

e
to

do
action

at
tim

e,and
Ibelieve

that:

–
agent

is
currently

a
friend;

–
Ican

do
the

action;

–
at

tim
e,Iam

notcom
m

itted
to

doing
any

other
action,

then
com

m
itto

doing
action

at
tim

e.
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�

A
G

E
N

T0
provides

supportfor
m

ultiple
agents

to
cooperate

and
com

m
unicate,and

provides
basic

provision
for

debugging...

�

...
itis,how

ever,a
prototype,thatw

as
designed

to
illustrate

som
e

principles,rather
than

be
a

production
language.

�

A
m

ore
refined

im
plem

entation
w

as
developed

by
T

hom
as,for

her
1993

doctoralthesis.

�

H
er

P
lanning

C
om

m
unicating

A
gents

(P
L

A
C

A
)

language
w

as
intended

to
address

one
severe

draw
back

to
A

G
E

N
T0:

the
inability

ofagents
to

plan,and
com

m
unicate

requests
for

action
via

high-levelgoals.

�

A
gents

in
P

L
A

C
A

are
program

m
ed

in
m

uch
the

sam
e

w
ay

as
in

A
G

E
N

T0,in
term

s
ofm

entalchange
rules.
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A
n

exam
ple

m
entalchange

rule:

(((se
l

f
?

a
g

e
n

t
R

E
Q

U
E

ST
(?

t
(xe

ro
xe

d
?

x)))
(A

N
D

(C
A

N
-A

C
H

IE
V

E
(?

t
xe

ro
x

e
d

?
x)))

(N
O

T
(B

E
L

(*n
o

w
*

sh
e

lv
in

g
)))

(N
O

T
(B

E
L

(*n
o

w
*

(vip
?

a
g

e
n

t))
))

((A
D

O
P

T
(IN

T
E

N
D

(5
p

m
(xe

ro
x

e
d

?
x)))

))
((?

a
g

e
n

t
se

lf
IN

F
O

R
M

(*n
o

w
*

(IN
T

E
N

D
(5

p
m

(xe
ro

xe
d

?
x)))))

))

�

P
araphrased:

ifsom
eone

asks
you

to
xerox

som
ething,and

you
can,and

you
don’tbelieve

thatthey’re
a

V
IP,or

thatyou’re
supposed

to
be

shelving
books,then

–
adoptthe

intention
to

xerox
itby

5pm
,and

–
inform

them
ofyour

new
ly

adopted
intention.
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2.3
C

oncurrent
M

E
T

A
T

EM
�

C
oncurrent

M
E

T
A

T
EM

is
a

m
ulti-agentlanguage

in
w

hich
each

agentis
program

m
ed

by
giving

ita
tem

porallogic
specification

of
the

behaviour
itshould

exhibit.

�

T
hese

specifications
are

executed
directly

in
order

to
generate

the
behaviour

ofthe
agent.

�

Tem
porallogic

is
classicallogic

augm
ented

by
m

odaloperators
for

describing
how

the
truth

ofpropositions
changes

over
tim

e.
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F
or

exam
ple...

im
portant(agents)

m
eans

“itis
now

,and
w

illalw
ays

be
true

thatagents
are

im
portant”

� im
portant(C

oncurrentM
etateM

)

m
eans

“som
etim

e
in

the
future,C

oncurrentM
etateM

w
illbe

im
portant”

� �

im
portant(P

rolog)

m
eans

“som
etim

e
in

the
pastitw

as
true

thatP
rolog

w
as

im
portant”

� 


friends(us)� �

apologise(you)

m
eans

“w
e

are
notfriends

untilyou
apologise”

�����

apologise(you)

m
eans

“tom
orrow

(in
the

nextstate),you
apologise”.
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�

M
etateM

is
a

fram
ew

ork
for

directly
executing

tem
porallogic

specifications.

�

T
he

rootofthe
M

etateM
conceptis

G
abbay’s

separation
theorem

:

A
ny

arbitrary
tem

porallogic
form

ula
can

be
rew

ritten
in

a
logically

equivalentpast�

future
form

.

�

T
his

past�

future
form

can
be

used
as

execution
rules.

�

A
M

etateM
program

is
a

setofsuch
rules.

�

E
xecution

proceeds
by

a
process

ofcontinually
m

atching
rules

againsta
“history”,and

firing
those

rules
w

hose
antecedents

are
satisfied.

�

T
he

instantiated
future-tim

e
consequents

becom
e

com
m

itm
ents

w
hich

m
ustsubsequently

be
satisfied.
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�

E
xecution

is
thus

is
process

ofiteratively
generating

a
m

odelfor
the

form
ula

m
ade

up
ofthe

program
rules.

�

T
he

future-tim
e

parts
ofinstantiated

rules
representconstraints

on
this

m
odel.

�

A
n

exam
ple

M
etateM

program
:

the
resource

controller...

 

x

!"#$%&(')%&(')����������

ask(x)

�
�

give(x)

 

x,y
give(x)�

give(y)

�

(x=
y)

�

F
irstrule

ensure
thatan

‘ask’is
eventually

follow
ed

by
a

‘give’.

�

S
econd

rule
ensures

thatonly
one

‘give’is
ever

perform
ed

atany
one

tim
e.

�

T
here

are
algorithm

s
for

executing
M

etateM
program

s
that

appear
to

give
reasonable

perform
ance.

�

T
here

is
also

separated
norm

alform
.
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�

C
oncurrentM

etateM
provides

an
operationalfram

ew
ork

through
w

hich
societies

ofM
etateM

processes
can

operate
and

com
m

unicate.
�

Itis
based

on
a

new
m

odelfor
concurrency

in
executable

logics:
the

notion
ofexecuting

a
logicalspecification

to
generate

individualagentbehaviour.

�

A
C

oncurrentM
etateM

system
contains

a
num

ber
ofagents

(objects),each
objecthas

3
attributes:

–
a

nam
e;

–
an

interface;

–
a

M
etateM

program
.
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�

A
n

object’s
interface

contains
tw

o
sets:

–
environm

entpredicates
—

these
correspond

to
m

essages
the

objectw
illaccept;

–
com

ponentpredicates
—

correspond
to

m
essages

the
object

m
ay

send.

�

F
or

exam
ple,a

‘stack’object’s
interface:

stack(pop,push)[popped,stackfull]

� pop,push�

=
environm

entpreds

� popped,stackfull�

=
com

ponentpreds

�

Ifan
agentreceives

a
m

essage
headed

by
an

environm
ent

predicate,itaccepts
it.

�

Ifan
objectsatisfies

a
com

m
itm

entcorresponding
to

a
com

ponentpredicate,itbroadcasts
it.
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�

To
illustrate

the
language

C
oncurrentM

etateM
in

m
ore

detail,
here

are
som

e
exam

ple
program

s...

�

S
now

W
hite

has
som

e
sw

eets
(resources),w

hich
she

w
illgive

to
the

D
w

arves
(resource

consum
ers).

�

S
he

w
illonly

give
to

one
dw

arfata
tim

e.

�

S
he

w
illalw

ays
eventually

give
to

a
dw

arfthatasks.

�

H
ere

is
S

now
W

hite,w
ritten

in
C

oncurrentM
etateM

:

S
now

-W
hite(ask)[give]:

!"#$%&*')%&*')�� ���� ��

ask(x)

�
�

give(x)
give(x)�

give(y)

�

(x
=

y)
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�

T
he

dw
arf‘eager’asks

for
a

sw
eetinitially,and

then
w

henever
he

has
justreceived

one,asks
again.

eager(give)[ask]:
start

�

ask(eager)

!"#$%&*')%&*')�� ���� ��

give(eager)

�

ask(eager)

�

S
om

e
dw

arves
are

even
less

polite:
‘greedy’justasks

every
tim

e.

greedy(give)[ask]:
start

�

ask(greedy)
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�

F
ortunately,som

e
have

better
m

anners;‘courteous’only
asks

w
hen

‘eager’and
‘greedy’have

eaten.

courteous(give)[ask]:
(( 


ask(courteous)+

give(eager))�

( 

ask(courteous)+

give(greedy)))�

ask(courteous)

�

A
nd

finally,‘shy’w
illonly

ask
for

a
sw

eetw
hen

no-one
else

has
justasked.

shy(give)[ask]:
start

�
�

ask(shy)

!"#$%&(')%&(')����������

ask(x)

�



ask(shy)

!"#$%&*')%&*')�� ���� ��

give(shy)

�
�

ask(shy)
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S
um

m
ary:

–
an(other)

experim
entallanguage;

–
very

nice
underlying

theory...

–
...

butunfortunately,lacks
m

any
desirable

features
—

could
notbe

used
in

currentstate
to

im
plem

ent‘full’system
.

–
currently

prototype
only,fullversion

on
the

w
ay!
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2.4
P

lanning
agents

�

S
ince

the
early

1970s,the
A

Iplanning
com

m
unity

has
been

closely
concerned

w
ith

the
design

ofartificialagents.

�

P
lanning

is
essentially

autom
atic

program
m

ing:
the

design
ofa

course
ofaction

thatw
illachieve

som
e

desired
goal.

�

W
ithin

the
sym

bolic
A

Icom
m

unity,ithas
long

been
assum

ed
that

som
e

form
ofA

Iplanning
system

w
illbe

a
centralcom

ponentof
any

artificialagent.

�

B
uilding

largely
on

the
early

w
ork

ofF
ikes

&
N

ilsson,m
any

planning
algorithm

s
have

been
proposed,and

the
theory

of
planning

has
been

w
ell-developed.

�

B
utin

the
m

id
1980s,C

hapm
an

established
som

e
theoretical

results
w

hich
indicate

thatA
Iplanners

w
illultim

ately
turn

outto
be

unusable
in

any
tim

e-constrained
system

.
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