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1
W

hatis
an

A
gent?

�

T
he

m
ain

pointaboutagents
is

they
are

autonom
ous:

capable
of

acting
independently,exhibiting

controlover
their

internalstate.

�

T
hus:

an
agentis

a
com

puter
system

capable
of

autonom
ous

action
in

som
e

environm
ent.

E
N

V
IR

O
N

M
E

N
T

S
Y

S
T

E
M

o
u
tp

u
t

in
p
u
t
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�

Trivial(non-interesting)
agents:

–
therm

ostat;

–
U

N
IX

daem
on

(e.g.,biff).

�

A
n

intelligentagentis
a

com
puter

system
capable

of
flexible

autonom
ous

action
in

som
e

environm
ent.

B
y

flexible,w
e

m
ean:

–
reactive;

–
pro-active;

–
social.
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1.1
R

eactivity

�
Ifa

program
’s

environm
entis

guaranteed
to

be
fixed,the

program
need

never
w

orry
aboutits

ow
n

success
or

failure
—

program
justexecutes

blindly.

E
xam

ple
offixed

environm
ent:

com
piler.

�

T
he

realw
orld

is
notlike

that:
things

change,inform
ation

is
incom

plete.
M

any
(m

ost?)
interesting

environm
ents

are
dynam

ic.

�

S
oftw

are
is

hard
to

build
for

dynam
ic

dom
ains:

program
m

ust
take

into
accountpossibility

offailure
—

ask
itselfw

hether
itis

w
orth

executing!

�

A
reactive

system
is

one
thatm

aintains
an

ongoing
interaction

w
ith

its
environm

ent,and
responds

to
changes

thatoccur
in

it(in
tim

e
for

the
response

to
be

useful).
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1.2
P

roactiveness

�

R
eacting

to
an

environm
entis

easy
(e.g.,stim

ulus�

response
rules).

�

B
utw

e
generally

w
antagents

to
do

things
for

us.

�

H
ence

goaldirected
behaviour.

�

P
ro-activeness

=
generating

and
attem

pting
to

achieve
goals;not

driven
solely

by
events;taking

the
initiative.

�

R
ecognising

opportunities.
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1.3
S

ocialA
bility

�

T
he

realw
orld

is
a

m
ulti-agentenvironm

ent:
w

e
cannotgo

around
attem

pting
to

achieve
goals

w
ithouttaking

others
into

account.

�

S
om

e
goals

can
only

be
achieved

w
ith

the
cooperation

ofothers.

�

S
im

ilarly
for

m
any

com
puter

environm
ents:

w
itness

the
IN

T
E

R
N

E
T.

�

S
ocialability

in
agents

is
the

ability
to

interactw
ith

other
agents

(and
possibly

hum
ans)

via
som

e
kind

ofagent-com
m

unication
language ,and

perhaps
cooperate

w
ith

others.
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2
O

ther
P

roperties

�

O
ther

properties,som
etim

es
discussed

in
the

contextofagency:

–
m

obility:
the

ability
ofan

agentto
m

ove
around

an
electronic

netw
ork;

–
veracity:

an
agentw

illnotknow
ingly

com
m

unicate
false

inform
ation;

–
benevolence:

agents
do

nothave
conflicting

goals,and
that

every
agentw

illtherefore
alw

ays
try

to
do

w
hatis

asked
ofit;

–
rationality:

agentw
illactin

order
to

achieve
its

goals,and
w

ill
notactin

such
a

w
ay

as
to

preventits
goals

being
achieved

—
atleastinsofar

as
its

beliefs
perm

it;

–
learning/adaption:

agents
im

prove
perform

ance
over

tim
e.
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2.1
A

gents
and

O
bjects

�

A
re

agents
justobjects

by
another

nam
e?

�

O
bject:

–
encapsulates

som
e

state;

–
com

m
unicates

via
m

essage
passing;

–
has

m
ethods,corresponding

to
operations

thatm
ay

be
perform

ed
on

this
state.
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�

M
ain

differences:

–
agents

are
autonom

ous:
agents

em
body

stronger
notion

ofautonom
y

than
objects,and

in
particular,they

decide
for

them
selves

w
hether

or
notto

perform
an

action
on

requestfrom
another

agent;

–
agents

are
sm

art:
capable

offlexible
(reactive,pro-active,social)

behavior,and
the

standard
objectm

odelhas
nothing

to
say

aboutsuch
types

ofbehavior;

–
agents

are
active:

a
m

ulti-agentsystem
is

inherently
m

ulti-threaded,in
thateach

agentis
assum

ed
to

have
atleastone

thread
ofactive

control.
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O
bjects

do
itfor

free...

�

agents
do

itbecause
they

w
antto;

�

agents
do

itfor
m

oney.
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2.2
A

gents
and

E
xpertS

ystem
s

�

A
ren’tagents

justexpertsystem
s

by
another

nam
e?

�

E
xpertsystem

s
typically

disem
bodied

‘expertise’aboutsom
e

(abstract)
dom

ain
ofdiscourse

(e.g.,blood
diseases).

�

E
xam

ple:
M

Y
C

IN
know

s
aboutblood

diseases
in

hum
ans.

Ithas
a

w
ealth

ofknow
ledge

aboutblood
diseases,in

the
form

of
rules.

A
doctor

can
obtain

expertadvice
aboutblood

diseases
by

giving
M

Y
C

IN
facts,answ

ering
questions,and

posing
queries.
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�
M

ain
differences:

–
agents

situated
in

an
environm

ent:
M

Y
C

IN
is

notaw
are

ofthe
w

orld
—

only
inform

ation
obtained

is
by

asking
the

user
questions.

–
agents

act:
M

Y
C

IN
does

notoperate
on

patients.

�

S
om

e
real-tim

e
(typically

process
control)

expertsystem
s

are
agents.
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2.3
IntelligentA

gents
and

A
I

�

A
ren’tagents

justthe
A

Iproject?

Isn’tbuilding
an

agentw
hatA

Iis
allabout?

�

A
Iaim

s
to

build
system

s
thatcan

(ultim
ately)

understand
natural

language,recognise
and

understand
scenes,use

com
m

on
sense,think

creatively,etc
—

allofw
hich

are
very

hard.

�

S
o,don’tw

e
need

to
solve

allof
A

Ito
build

an
agent...?
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�

W
hen

building
an

agent,w
e

sim
ply

w
anta

system
thatcan

choose
the

rightaction
to

perform
,typically

in
a

lim
ited

dom
ain.

�

W
e

do
nothave

to
solve

allthe
problem

s
of

A
Ito

build
a

useful
agent:

a
little

intelligence
goes

a
long

w
ay!

�

O
ren

E
tzioni,speaking

aboutthe
com

m
ercialexperience

of
N

E
T

B
O

T,Inc:

W
e

m
ade

our
agents

dum
ber

and
dum

ber
and

dum
ber

...untilfinally
they

m
ade

m
oney.
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3
E

nvironm
ents

�

A
ccessible

vs
inaccessible.

A
n

accessible
environm

entis
one

in
w

hich
the

agentcan
obtain

com
plete,accurate,up-to-date

inform
ation

aboutthe
environm

ent’s
state.

M
ostm

oderately
com

plex
environm

ents
(including,for

exam
ple,

the
everyday

physicalw
orld

and
the

Internet)
are

inaccessible.

T
he

m
ore

accessible
an

environm
entis,the

sim
pler

itis
to

build
agents

to
operate

in
it.
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�
D

eterm
inistic

vs
non-determ

inistic.

A
s

w
e

have
already

m
entioned,a

determ
inistic

environm
entis

one
in

w
hich

any
action

has
a

single
guaranteed

effect—
there

is
no

uncertainty
aboutthe

state
thatw

illresultfrom
perform

ing
an

action.

T
he

physicalw
orld

can
to

allintents
and

purposes
be

regarded
as

non-determ
inistic.

N
on-determ

inistic
environm

ents
presentgreater

problem
s

for
the

agentdesigner.
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�

E
pisodic

vs
non-episodic.

In
an

episodic
environm

ent,the
perform

ance
ofan

agentis
dependenton

a
num

ber
ofdiscrete

episodes,w
ith

no
link

betw
een

the
perform

ance
ofan

agentin
differentscenarios.

E
pisodic

environm
ents

are
sim

pler
from

the
agentdeveloper’s

perspective
because

the
agentcan

decide
w

hataction
to

perform
based

only
on

the
currentepisode

—
itneed

notreason
aboutthe

interactions
betw

een
this

and
future

episodes.
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�

S
tatic

vs
dynam

ic.

A
static

environm
entis

one
thatcan

be
assum

ed
to

rem
ain

unchanged
exceptby

the
perform

ance
ofactions

by
the

agent.

A
dynam

ic
environm

entis
one

thathas
other

processes
operating

on
it,and

w
hich

hence
changes

in
w

ays
beyond

the
agent’s

control.

T
he

physicalw
orld

is
a

highly
dynam

ic
environm

ent.
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�

D
iscrete

vs
continuous.

A
n

environm
entis

discrete
ifthere

are
a

fixed,finite
num

ber
of

actions
and

percepts
in

it.
R

usselland
N

orvig
give

a
chess

gam
e

as
an

exam
ple

ofa
discrete

environm
ent,and

taxidriving
as

an
exam

ple
ofa

continuous
one.
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4
A

gents
as

IntentionalS
ystem

s

�
W

hen
explaining

hum
an

activity,itis
often

usefulto
m

ake
statem

ents
such

as
the

follow
ing:

Janine
took

her
um

brella
because

she
believed

itw
as

going
to

rain.
M

ichaelw
orked

hard
because

he
w

anted
to

possess
a

P
hD

.

�

T
hese

statem
ents

m
ake

use
ofa

folk
psychology,by

w
hich

hum
an

behaviour
is

predicted
and

explained
through

the
attribution

ofattitudes,such
as

believing
and

w
anting

(as
in

the
above

exam
ples),hoping,fearing,and

so
on.

�

T
he

attitudes
em

ployed
in

such
folk

psychologicaldescriptions
are

called
the

intentionalnotions.
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�

T
he

philosopher
D

anielD
ennettcoined

the
term

intentional
system

to
describe

entities
‘w

hose
behaviour

can
be

predicted
by

the
m

ethod
ofattributing

belief,desires
and

rationalacum
en’.

�

D
ennettidentifies

different‘grades’ofintentionalsystem
:

‘A
first-order

intentionalsystem
has

beliefs
and

desires
(etc.)

butno
beliefs

and
desires

about
beliefs

and
desires.

...
A

second-order
intentionalsystem

is
m

ore
sophisticated;ithas

beliefs
and

desires
(and

no
doubt

other
intentionalstates)

aboutbeliefs
and

desires
(and

other
intentionalstates)

—
both

those
ofothers

and
its

ow
n’.

�

Is
itlegitim

ate
or

usefulto
attribute

beliefs,desires,and
so

on,to
com

puter
system

s?
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�

M
cC

arthy
argued

thatthere
are

occasions
w

hen
the

intentional
stance

is
appropriate:

‘To
ascribe

beliefs,free
w

ill,intentions,consciousness,abilities,or
w

ants
to

a

m
achine

is
legitim

ate
w

hen
such

an
ascription

expresses
the

sam
e

inform
ation

aboutthe
m

achine
thatitexpresses

abouta
person.

Itis
usefulw

hen
the

ascription
helps

us
understand

the
structure

ofthe
m

achine,its
pastor

future

behaviour,or
how

to
repair

or
im

prove
it.

Itis
perhaps

never
logically

required
even

for
hum

ans,butexpressing
reasonably

briefly
w

hatis
actually

know
n

about

the
state

ofthe
m

achine
in

a
particular

situation
m

ay
require

m
entalqualities

or
qualities

isom
orphic

to
them

.
T

heories
ofbelief,know

ledge
and

w
anting

can
be

constructed
for

m
achines

in
a

sim
pler

setting
than

for
hum

ans,and
later

applied
to

hum
ans.

A
scription

ofm
entalqualities

is
m

oststraightforw
ard

for
m

achines
of

know
n

structure
such

as
therm

ostats
and

com
puter

operating
system

s,butis
m

ostusefulw
hen

applied
to

entities
w

hose
structure

is
incom

pletely
know

n’.
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�

W
hatobjects

can
be

described
by

the
intentionalstance?

�

A
s

itturns
out,m

ore
or

less
anything

can...
consider

a
light

sw
itch:

‘Itis
perfectly

coherentto
treata

lightsw
itch

as
a

(very
cooperative)

agentw
ith

the
capability

oftransm
itting

currentatw
ill,w

ho
invariably

transm
its

currentw
hen

it
believes

thatw
e

w
antittransm

itted
and

nototherw
ise;

flicking
the

sw
itch

is
sim

ply
our

w
ay

ofcom
m

unicating
our

desires’.
(Yoav

S
hoham

)

�

B
utm

ostadults
w

ould
find

such
a

description
absurd!

W
hy

is
this?
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�

T
he

answ
er

seem
s

to
be

thatw
hile

the
intentionalstance

description
is

consistent,

...
itdoes

notbuy
us

anything,since
w

e
essentially

understand
the

m
echanism

sufficiently
to

have
a

sim
pler,

m
echanistic

description
ofits

behaviour.
(Yoav

S
hoham

)

�

P
utcrudely,the

m
ore

w
e

know
abouta

system
,the

less
w

e
need

to
rely

on
anim

istic,intentionalexplanations
ofits

behaviour.

�

B
utw

ith
very

com
plex

system
s,a

m
echanistic,explanation

ofits
behaviour

m
ay

notbe
practicable.

�

A
s

com
puter

system
s

becom
e

ever
m

ore
com

plex,w
e

need
m

ore
pow

erfulabstractions
and

m
etaphors

to
explain

their
operation

—
low

levelexplanations
becom

e
im

practical.

T
he

intentionalstance
is

such
an

abstraction.
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�

T
he

intentionalnotions
are

thus
abstraction

tools,w
hich

provide
us

w
ith

a
convenientand

fam
iliar

w
ay

ofdescribing,explaining,
and

predicting
the

behaviour
ofcom

plex
system

s.

�

R
em

em
ber:

m
ostim

portantdevelopm
ents

in
com

puting
are

based
on

new
abstractions:

–
proceduralabstraction;

–
abstractdata

types;

–
objects.

A
gents,and

agents
as

intentionalsystem
s,representa

further,
and

increasingly
pow

erfulabstraction.

�

S
o

agenttheorists
startfrom

the
(strong)

view
ofagents

as
intentionalsystem

s:
one

w
hose

sim
plestconsistentdescription

requires
the

intentionalstance.
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T
his

intentionalstance
is

an
abstraction

tool
—

a
convenientw

ay
oftalking

aboutcom
plex

system
s,w

hich
allow

s
us

to
predictand

explain
their

behaviour
w

ithouthaving
to

understand
how

the
m

echanism
actually

w
orks.

�

N
ow

,m
uch

ofcom
puter

science
is

concerned
w

ith
looking

for
abstraction

m
echanism

s
(w

itness
proceduralabstraction,A

D
T

s,
objects,...)

S
o

w
hy

notuse
the

intentionalstance
as

an
abstraction

toolin
com

puting
—

to
explain,understand,and,crucially,

program
com

puter
system

s?

�

T
his

is
an

im
portantargum

entin
favour

ofagents.
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�

O
ther

3
points

in
favour

ofthis
idea:

C
haracterising

A
gents

�

Itprovides
us

w
ith

a
fam

iliar,non-technicalw
ay

ofunderstanding
&

explaing
agents.

N
ested

R
epresentations

�

Itgives
us

the
potentialto

specify
system

s
thatinclude

representations
ofother

system
s .

Itis
w

idely
accepted

thatsuch
nested

representations
are

essentialfor
agents

thatm
ustcooperate

w
ith

other
agents.
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P
ost-D

eclarative
S

ystem
s

�

T
his

view
ofagents

leads
to

a
kind

ofpost-declarative
program

m
ing:

–
in

proceduralprogram
m

ing,w
e

say
exactly

w
hat

a
system

should
do;

–
in

declarative
program

m
ing,w

e
state

som
ething

thatw
e

w
ant

to
achieve,give

the
system

generalinfo
aboutthe

relationships
betw

een
objects,and

leta
built-in

control
m

echanism
(e.g.,goal-directed

theorem
proving)

figure
out

w
hatto

do;
–

w
ith

agents,w
e

give
a

very
abstractspecification

ofthe
system

,and
letthe

controlm
echanism

figure
outw

hatto
do,

know
ing

thatitw
illactin

accordance
w

ith
som

e
built-in

theory
ofagency

(e.g.,the
w

ell-know
n

C
ohen-Levesque

m
odelof

intention).
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A
n

aside...

�

W
e

find
thatresearchers

from
a

m
ore

m
ainstream

com
puting

discipline
have

adopted
a

sim
ilar

setofideas...

�

In
distributed

system
s

theory,logics
ofknow

ledge
are

used
in

the
developm

entofknow
ledge

based
protocols.

�

T
he

rationale
is

thatw
hen

constructing
protocols,one

often
encounters

reasoning
such

as
the

follow
ing:

IF
process

iknow
s

process
jhas

received
m

essage
m�

T
H

E
N

process
ishould

send
process

j
the

m
essage

m� .

�

In
D

S
theory,know

ledge
is

grounded
—

given
a

precise
interpretation

in
term

s
ofthe

states
ofa

process;return
to

this
later...

w
e’llexam

ine
this

pointin
detaillater.
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5
A

bstractA
rchitectures

for
A

gents

�

A
ssum

e
the

environm
entm

ay
be

in
any

ofa
finite

set
E

of
discrete,instantaneous

states:

E �
� e� e �� ���	 �

�

A
gents

are
assum

ed
to

have
a

repertoire
ofpossible

actions
available

to
them

,w
hich

transform
the

state
ofthe

environm
ent.

A
c �

��

� 
 �� ���	

�

A
run,

r,ofan
agentin

an
environm

entis
a

sequence
of

interleaved
environm

entstates
and

actions:

r �

e
��
���

e� �
���

e���
���

e���
���
��� �

u ��
��

e
u
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�

Let:

–�

be
the

setofallsuch
possible

finite
sequences

(over
E

and
A

c);

–�

A
c

be
the

subsetofthese
thatend

w
ith

an
action;and

–�

E
be

the
subsetofthese

thatend
w

ith
an

environm
entstate.
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S
tate

Transform
er

F
unctions

�
A

state
transform

er
function

represents
behaviour

ofthe
environm

ent:

� �
�

A
c�

�� E�

�

N
ote

thatenvironm
ents

are...

–
history

dependent.

–
non-determ

inistic.

�

If�� r� �
� ,then

there
are

no
possible

successor
states

to
r.

In
this

case,w
e

say
thatthe

system
has

ended
its

run.

�

F
orm

ally,w
e

say
an

environm
ent

E
nv

is
a

triple
E

nv �
� E� e
� � 

w
here:

E
is

a
setofenvironm

entstates,
e
 !

E
is

the
initialstate;

and�

is
a

state
transform

er
function.
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A
gents

�

A
gentis

a
function

w
hich

m
aps

runs
to

actions:

A
g�

�

E�

A
c

A
n

agentm
akes

a
decision

aboutw
hataction

to
perform

based
on

the
history

ofthe
system

thatithas
w

itnessed
to

date.
Let"#

be
the

setofallagents.
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S
ystem

s

�

A
system

is
a

pair
containing

an
agentand

an
environm

ent.

�

A
ny

system
w

illhave
associated

w
ith

ita
setofpossible

runs;w
e

denote
the

setofruns
ofagent

A
g

in
environm

entE
nv

by

�� A
g� E

nv� .

�

(W
e

assum
e�� A

g� E
nv�

contains
only

term
inated

runs.)
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�

F
orm

ally,a
sequence

� e
� 


� e�� 

�� e�� ����

represents
a

run
ofan

agent
A

g
in

environm
ent

E
nv �

� E� e
� � 

if:

1.
e


is
the

initialstate
of

E
nv

2.


 �

A
g� e
� ;and

3.
for

u$ %

,

e
u !
��� e
� 


� ���� 


u &���

w
here




u �

A
g�� e
� 



� ���� e
u��
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6
P

urely
R

eactive
A

gents

�
S

om
e

agents
decide

w
hatto

do
w

ithoutreference
to

their
history

—
they

base
their

decision
m

aking
entirely

on
the

present,w
ith

no
reference

atallto
the

past.

�

W
e

callsuch
agents

purely
reactive:

action�

E�

A
c

�

A
therm

ostatis
a

purely
reactive

agent.

action� e� �
'(()((* off

if
e

=
tem

perature
O

K
on

otherw
ise.
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7
P

erception

�

N
ow

introduce
perception

system
:

E
N

V
IR

O
N

M
E

N
T

a
c
tio

n

A
G

E
N

T

se
e

h
ttp

://
w

w
w

.csc.l
iv.a

c.u
k/

˜m
jw

/p
u

b
s

/im
a

s/
36

Lecture
2

A
n

Introduction
to

M
ultiagentS

ystem
s

�

T
he

see
function

is
the

agent’s
ability

to
observe

its
environm

ent,
w

hereas
the

action
function

represents
the

agent’s
decision

m
aking

process.

�

O
utput

ofthe
see

function
is

a
percept:

see �

E�

Per

w
hich

m
aps

environm
entstates

to
percepts,and

action
is

now
a

function

action �

Per +
�

A

w
hich

m
aps

sequences
ofpercepts

to
actions.
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8
A

gents
w

ith
S

tate

�

W
e

now
consider

agents
thatm

aintain
state

:

actio
n

see

n
ex

t
state

A
G

E
N

T

E
N

V
IR

O
N

M
E

N
T
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�

T
hese

agents
have

som
e

internaldata
structure,w

hich
is

typically
used

to
record

inform
ation

aboutthe
environm

entstate
and

history.
Let

I
be

the
setofallinternalstates

ofthe
agent.

�
T

he
perception

function
see

for
a

state-based
agentis

unchanged:

see �

E�

Per

T
he

action-selection
function

action
is

now
defined

as
a

m
apping

action �

I�

A
c

from
internalstates

to
actions.

A
n

additionalfunction
next

is
introduced,w

hich
m

aps
an

internalstate
and

perceptto
an

internalstate:

next�
I ,

Per�

I
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8.1
A

gentcontrolloop

1.
A

gentstarts
in

som
e

initialinternalstate
i
 .

2.
O

bserves
its

environm
entstate

e,and
generates

a
percept

see� e� .
3.

Internalstate
ofthe

agentis
then

updated
via

nextfunction,
becom

ing
next� i
� see� e�� .

4.
T

he
action

selected
by

the
agentis

action� next� i
� see� e��� .
T

his
action

is
then

perform
ed.

5.
G

oto
(2).
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9
Tasks

for
A

gents

�

W
e

build
agents

in
order

to
carry

outtasks
for

us.

�

T
he

task
m

ustbe
specified

by
us...

�

B
utw

e
w

antto
tellagents

w
hatto

do
w

ithouttelling
them

how
to

do
it.
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9.1
U

tilities
F

unctions
over

S
tates

�

O
ne

possibility:
associate

utilities
w

ith
individualstates

—
the

task
ofthe

agentis
then

to
bring

aboutstates
thatm

axim
ise

utility.

�

A
task

specification
is

a
function

u�

E�

IR

w
hich

associated
a

realnum
ber

w
ith

every
environm

entstate.
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�
B

utw
hatis

the
value

ofa
run...

–
m

inim
um

utility
ofstate

on
run?

–
m

axim
um

utility
ofstate

on
run?

–
sum

ofutilities
ofstates

on
run?

–
average?

�

D
isadvantage:

difficultto
specify

a
long

term
view

w
hen

assigning
utilities

to
individualstates.

(O
ne

possibility:
a

discountfor
states

later
on.)
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9.2
U

tilities
over

R
uns

�

A
nother

possibility:
assigns

a
utility

notto
individualstates,butto

runs
them

selves:

u�
�
�

IR

�

S
uch

an
approach

takes
an

inherently
long

term
view

.

�

O
ther

variations:
incorporate

probabilities
ofdifferentstates

em
erging.

�

D
ifficulties

w
ith

utility-based
approaches:

–
w

here
do

the
num

bers
com

e
from

?

–
w

e
don’tthink

in
term

s
ofutilities!

–
hard

to
form

ulate
tasks

in
these

term
s.
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U
tility

in
the

T
ilew

orld

�

S
im

ulated
tw

o
dim

ensionalgrid
environm

enton
w

hich
there

are
agents,tiles,obstacles,and

holes.

�

A
n

agentcan
m

ove
in

four
directions,up,dow

n,left,or
right,and

ifitis
located

nextto
a

tile,itcan
push

it.

�

H
oles

have
to

be
filled

up
w

ith
tiles

by
the

agent.
A

n
agent

scores
points

by
filling

holes
w

ith
tiles,w

ith
the

aim
being

to
fillas

m
any

holes
as

possible.

�

T
IL

E
W

O
R

L
D

changes
w

ith
the

random
appearance

and
disappearance

ofholes.

�

U
tility

function
defined

as
follow

s:

u� r�.-�

num
ber

ofholes
filled

in
r

num
ber

ofholes
thatappeared

in
r

h
ttp

://
w

w
w

.csc.l
iv.a

c.u
k/

˜m
jw

/p
u

b
s

/im
a

s/
45

Lecture
2

A
n

Introduction
to

M
ultiagentS

ystem
s

9.3
E

xpected
U

tility
&

O
ptim

alA
gents

�

W
rite

P� r/ A
g� E

nv�

to
denote

probability
thatrun

r
occurs

w
hen

agent
A

g
is

placed
in

environm
ent

E
nv.

N
ote:

0

r1 2
3 A

g4 E
nv5 P� r/ A

g� E
nv� �

6�

�

T
hen

optim
alagent

A
g

opt in
an

environm
entE

nv
is

the
one

that
m

axim
izes

expected
utility:

A
g

opt

�
7 89 :
7 ;

A
g1<

=
0

r1 2
3 A

g4 E
nv5 u� r� P� r/ A

g� E
nv� �

(1)
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9.4
B

ounded
O

ptim
alA

gents

�
S

om
e

agents
cannotbe

im
plem

ented
on

som
e

com
puters

(A
function

A
g �

�

E�

A
c

m
ay

need
m

ore
than

available
m

em
ory

to
im

plem
ent.)

�

W
rite"#

m
to

denote
the

agents
thatcan

be
im

plem
ented

on
m

achine
(com

puter)
m

:

"#

m �
� A

g/ A
g!

"#

and
A

g
can

be
im

plem
ented

on
m	 �

�

W
e

can
replace

equation
(1)

w
ith

the
follow

ing,w
hich

defines
the

bounded
optim

alagent
A

g
opt :

A
g

opt

�
7 89 :
7 ;

A
g1<

=
m

0
r1 2

3 A
g4 E

nv5 u� r� P� r/ A
g� E

nv� �

(2)
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9.5
P

redicate
Task

S
pecifications

�

A
specialcase

ofassigning
utilities

to
histories

is
to

assign
0

(false)
or

1
(true)

to
a

run.

�

Ifa
run

is
assigned

1,then
the

agentsucceeds
on

thatrun,
otherw

ise
itfails.

�

C
allthese

predicate
task

specifications.

�

D
enote

predicate
task

specification
by>

.

T
hus >�

�
�
� %� 6	 .
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9.6
Task

E
nvironm

ents

�

A
task

environm
entis

a
pair� E

nv� > ,w
here

E
nv

is
an

environm
ent,and

>�
�
�
� %� 6	

is
a

predicate
over

runs.

Let? @

be
the

setofalltask
environm

ents.

�

A
task

environm
entspecifies:

–
the

properties
ofthe

system
the

agentw
illinhabit;

–
the

criteria
by

w
hich

an
agentw

illbe
judged

to
have

either
failed

or
succeeded.
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�

W
rite�A� A

g� E
nv�

to
denote

setofallruns
ofthe

agent
A

g
in

environm
ent

E
nv

thatsatisfy>

:

�A� A
g� E

nv� �
� r/ r!
�� A

g� E
nv�

and>� r� �
6	 �

�

W
e

then
say

thatan
agent

A
g

succeeds
in

task
environm

ent

� E
nv� > 

if

�A� A
g� E

nv� �
�� A

g� E
nv�
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T
he

P
robability

ofS
uccess

�

Let
P� r/ A

g� E
nv�

denote
probability

thatrun
r

occurs
ifagentA

g
is

placed
in

environm
entE

nv.

�

T
hen

the
probability

P� >
/ A

g� E
nv�

that>

is
satisfied

by
A

g
in

E
nv

w
ould

then
sim

ply
be:

P� >
/ A

g� E
nv� �

0

r1 2
B3 A

g4 E
nv5 P� r/ A

g� E
nv�
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A
chievem

ent&
M

aintenance
Tasks

�

Tw
o

m
ostcom

m
on

types
oftasks

are
achievem

enttasks
and

m
aintenance

tasks:

1.
A

chievem
enttasks

A
re

those
ofthe

form
“achieve

state
of

affairsC ”.
2.

M
aintenance

tasks
A

re
those

ofthe
form

“m
aintain

state
of

affairsD

”.
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�

A
n

achievem
enttask

is
specified

by
a

set
G

of“good”
or

“goal”
states:

G

E

E
.

T
he

agentsucceeds
ifitis

guaranteed
to

bring
aboutatleastone

ofthese
states

(w
e

do
notcare

w
hich

one
—

they
are

all
considered

equally
good).

�

A
m

aintenance
goalis

specified
by

a
setB

of“bad”
states:

BE

E
.

T
he

agentsucceeds
in

a
particular

environm
entifitm

anages
to

avoid
allstates

in
B

—
ifitnever

perform
s

actions
w

hich
resultin

any
state

in
B

occurring.
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10
A

gentS
ynthesis

�

A
gentsynthesis

is
autom

atic
program

m
ing:

goalis
to

have
a

program
thatw

illtake
a

task
environm

ent,and
from

this
task

environm
entautom

atically
generate

an
agentthatsucceeds

in
this

environm
ent:

syn�
? @
�
� "# F
�HG
	� �

(T
hink

of G

as
being

like
n

u
ll

in
JA

V
A.

�

S
ynthesis

algorithm
is:

–
sound

if,w
henever

itreturns
an

agent,then
this

agent
succeeds

in
the

task
environm

entthatis
passed

as
input;and

–
com

plete
ifitis

guaranteed
to

return
an

agentw
henever

there
exists

an
agentthatw

illsucceed
in

the
task

environm
ent

given
as

input.
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�
S

ynthesis
algorithm

syn
is

sound
ifitsatisfies

the
follow

ing
condition:

syn�� E
nv� > � �

A
g

im
plies�� A

g� E
nv� �

�A� A
g� E

nv� �

and
com

plete
if:

I A
g!

"#

s.t.�� A
g� E

nv� �
�A� A

g� E
nv�

im
plies

syn�� E
nv� > � J �

G�
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