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Abstract

We propose a “quick rejection” paradigm which is ap-
plied to face detection. The features we use are arguably
the simplest possible: a threshold on the difference between
the grey levels of two pixels. No negative examples are used
for training; instead, we use a simple statistical model of
natural images. The resulting features are easy to find, ex-
tremely fast to apply, and achieve a good detection rate.

1. Introduction and Previous Work

Recent years have witnessed a growing interest in “fast
rejection” schemes, which very quickly reject the large ma-
jority of input images, and spend more time only on those
inputs which survived the initial rejection. For example, if
we seek to detect faces, we can make use of the fact that
most inputs are “far” from resembling a human face, and
very quickly reject them, spending more processing time
only on images which are viable candidates to be a face.
Some papers in this direction are [1, 2, 3, 4, 5, 6, 7, 8, 9].

The question suggests itself — just how fast can we make
this fast rejection stage? Most algorithms require time
which is proportional to the size of the image, and can usu-
ally be implemented by convolution if the task is to search
for a face inside a large image. Typically, a cascade of “re-
jectors” is applied; if the image makes it through the first
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test, it is subjected to a second test, and if not, it is discarded.
Those which make it through the second rejector are tested
by a third rejector, etc. A typical rejection stage may con-
sist of testing whether the inner product of the image with a
certain “detector” is larger than a certain threshold [6].

In an effort to reduce running time by using (“touching”)
only a part of the image, the well-known algorithm in [5]
tests only a few regions of the image, which capture the
uniqueness of the grey-level structure of faces vs. back-
ground images. These features are combined using boosting
to form a very fast and reliable detection scheme.

In [9], the number of pixels that are used is further re-
duced by searching for simple and local properties which
characterize face images. These properties are expressed in
terms of the mean and variance of local regions.

In [10], a very fast template matching algorithm using
SPRT (Sequential Probability Ratio Test) is presented, how-
ever it does not seek to detect generic face images, but a
specific template.

Here we attempt to further reduce the number of pixels
which participate in the process, and to develop very simple
features for detection. The main novelty lies in the appli-
cation of a prior on the class of background images, which
allows to quickly find features which reject the very large
majority of background images.

Next we define the features and explain how they are de-
rived and used. We shall hereafter speak of face detection,
but the method can be applied to other image classes as well.
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2. The Features

The approach described in this paper is very simple. We
search for binary features, which for each image assume a
value of “yes” (1) or “no” (0), and which satisfy the follow-
ing properties:

1. Simplicity: the features should be as simple as possible
to compute, involving simple operations on a minimal
number of pixels.

2. Discrimination: each feature should obtain a value of
“yes” with a much higher probability on face images
than on background images.

3. Independence: since it is improbable that a single
simple feature can successfully discriminate between
faces and non-faces, we suggest to use a few features.
For this to be effective and fast, these features have
to be as independent as possible over the set of back-
ground images, since this will maximize the effective-
ness of the rejection process.

We now elaborate on requirements 1-3 above.
2.1. Feature Simplicity

The features we use resemble those used in [5] and [9],
but they are simpler — arguably, they are the simplest fea-
tures that can be used, especially if we assume even a con-
stant variation in the illumination. For every pair of pixel
positions p1, p2 and threshold 7', the feature {p1, p2, T’} ob-
tains the value “1” for an image [ iff I(p1) — I(p2) > T

The intuition behind choosing such features (beyond the
obvious one — their very simple form) is that they are im-
mune to a constant change in illumination. They can also
be thought of as a simplified version of the Viola-Jones de-
tectors [5].

While such features may appear to be too unstable, they
are surprisingly efficient, as will be demonstrated by experi-
ments. One possible explanation is the following. Rejectors
such as those used in [5, 9] use image regions which tend
to be uniform. Pixels in the center of these regions serve as
reliable representatives of the region’s grey levels, and can
be used instead of the region’s mean.

Since background images are typically sampled from the
class of natural images, and the latter tend not to exhibit
large grey-level variations over short distances, it is clear
that the closer p; is to ps, and the larger T is, the feature
will filter out more background images. We now formalize
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this point by using a very simple approximation to the dis-
tribution of natural images, which, while hardly complete,
suffices for the task of selecting our simple features.

2.2. Discrimination

We seek features whose output on natural images differ
greatly from their output on faces. This can be achieved
in various ways, for example by computing the mutual in-
formation between a feature and the face class; if the fea-
ture has a value of 1 on f of the face images and b of the
background images (0 < f,b < 1), the mutual information

equals flog (%) Other definitions for feature-category

affinity exist, but experience indicates that it is not very cru-
cial which one is used.

The grave difficulty when classifying faces vs. an arbi-
trary background lies in the estimation of b. Usually, it is es-
timated from a huge set of “non-face” images. Clearly this
set is rather hard to describe and approximate by even a very
big sample (and it is not clear how such a sample should be
constructed), and if the space of possible features is large,
the computational price of testing them may become pro-
hibitively high. In [6, 11], the authors suggest to use a sim-
ple prior on the space of natural images in order to design
rejectors which are constructed so as to accept the positive
examples, while rejecting most natural images. In these two
papers, a simple Gaussian prior was applied in the DCT do-
main; it assigned higher probabilities to smoother images.
As reported in [11], this simple prior allowed to construct a
linear classifier which did better than linear SVM, the im-
provement being more noticeable when a small training set
was used. This suggests that when estimating the output of
relatively simple (e.g. linear) operators on natural images,
it is enough to use a simple prior on the space of natural im-
ages to obtain a good approximation to the operator’s out-
put.

The advantage of using such a prior is substantial; it al-
lows to construct a rejector without using any negative ex-
amples which, as noted, is very important when the negative
examples have to represent the space of all “non-faces”. It
also yields a vast reduction in computation.

2.3. The Prior

We have opted to use a very simple prior on the space of
natural images. This prior — which was used to choose the
features — is simply a Gaussian, studied from about 5,000
non-face images. While this prior is evidently far from
providing a faithful description of natural images (see e.g.



[12, 13]), it does a decent enough job predicting the output
of our simple rejectors (see Section 3.1), which suffices for
our cause.

The great advantage in using the prior is that we can eas-
ily compute — in a constant number of operations — the re-
jection ratio not of just one feature, but of any combination
of features, by applying standard probabilistic tools to the
normal distribution used to approximate the probability dis-
tribution of natural images,

2.4. Feature Independence

After constructing a pool of individual features having
high mutual information with respect to the face class (this
is done by searching over the feature space, a relatively fast
process, since we don’t use any negative examples), the next
task is too choose a subset of & (we used k = 6) features
which are independent. This is a typical procedure when
combining a few rejectors — the more independent they are,
the better they will reject. Even with the very fast testing of
independence enabled by the normal distribution model, it
is still not possible to go over all subsets of 6 features. We
therefore used the following sub-optimal algorithm:

1. Use exhaustive search to determine a pool of 100 in-
dividual features with the highest mutual information.
Hereafter, the search will be restricted to this feature
pool only.

2. For all the pairs f1, f2 of features from the pool, com-

Pr(f1) Pr(f2)
Pr(finf2)

Pr(f1) etc. is the probability for a natural image to

satisfy the feature f;. Note that this computation, too,
is very fast when using the normal distribution prior
over the background class. Choose the 100 pairs with
the highest independence measure.

pute the independence measure where

3. Continue in the same fashion, constructing the 100 fea-
ture triplets with the highest independence measure by
computing the independence measure of every individ-
ual feature with the 100 best pairs, etc.

4. Output the subset of 6 features with the highest inde-
pendence measure.

3. Examples and Experiments

We now show some examples of the concepts defined in
the previous Sections, as well as experimental results.
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3.1. The Prior

To estimate the prior distribution of the background
class, we computed the mean and covariance over a
database of 5,500 19 x 19 natural images, taken from the
Caltech database. The resulting covariance matrix is de-
picted in Fig. 1. Recall that the prior we use is a Gaussian

il

Figure 1. The prior’s covariance matrix for
19 x 19 natural images (since the images are
vectorized, the matrix is of size 361 x 361).
The covariance matrix vividly demonstrates
the well-known fact that correlations between
pixels decrease as the distance between
them increases. For the original color version,
mail the second author at dkeren@cs.haifa.ac.il.

with the mean and covariance of the images taken from the
Caltech database. We suggest that using this simple prior is
good enough for our purpose, which is to predict the per-
centage of natural images that are rejected when using the
features defined in Section 2.1. To demonstrate this, we
have to compare the rejection probability of features as pre-
dicted by the prior (we call this the “model probability”)
with the rejection probability computed over many real im-
ages (we call this the “empirical probability”). Since we’re
interested in rejection, it suffices to look only at features for
which the model probability of rejection is high. To do this,
we randomly selected 100 pairs of pixel locations, and for



each pair p1, p2 found the threshold 7" such that the model
probability for rejection (that is, the probability that for a
natural image I, I(p1) — I(p2) < T')is 0.97. This search is
very fast, since the probability is monotone in 7" (inciden-
tally, this property of the features can speed up the search
for the feature pool described in Section 2.3). Then, we
compared the model probability with the empirical proba-
bility for the 100 resulting features. The mean of the empiri-
cal probability over the 100 features equaled 0.9736, and its
standard deviation was 0.0032. While the model probability
differs from the empirical probability, this result is typical
in the sense that the model probability is a rather accurate
predictor for the feature’s rejection rate on real images.

3.2. Features

In Fig. 2 three features from the pool are depicted, super-
imposed on a face image of the same resolution we use in
the detection process (19 x 19). The two pixels which define
each feature are identically colored; thus, for example, the
“green feature” is defined by subtracting the pixel marked
by a green minus sign from the pixel marked by a green
plus sign, and checking whether the result is greater or equal
than 86. The complete information on the three features is
provided in Table 1.

Figure 2. Features super-imposed on face.
For the original color version, mail the second au-
thor at dkeren@cs.haifa.ac.il.

3.3. Experimental Results

In order to make the detection process as fast as possible,
we did not apply boosting, but instead searched for simple
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binary combinations of the values of the individual features
which most successfully characterize face images. Using a
single feature among the six optimal ones did a decent job,
but a simple and highly effective combination was to de-
clare an image to be a face iff it satisfied at least one of the
six optimal features. The ROC curve for this combination,
as well as those of three individual features, are depicted
in Fig 3. 2,000 face images from the CBCL set were used
for training, and 400 others for testing. The background set
consisted of 18,000 images from the Caltech database. Var-
ious points along the ROC curve were created by varying
the thresholds of the features (all thresholds were modified
by the same amount).
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Figure 3. ROC curves of linear SVM, the opti-
mal unique feature, at least one feature of the
optimal six, and at least two features of the
optimal six. For the original color version, mail
the second author at dkeren@cs.haifa.ac.il.

4. Conclusions

A family of very simple features for face detection,
which can be applied with minimal space-time require-
ments, was presented. The features are defined by thresh-
olding the difference among the grey levels of two pixels. A
simple prior on the background class allows to train the de-
tectors without using any negative examples. Future work
will address textured regions and more general illumination
changes.



face non-face
feature “color” pixel locations threshold rejection rejection
rate rate
green (10,5) (), (4,7) (-) 86 0.089 0.965
red (2,10) (1), (5,5) (5 93 0.0873 0.971
blue (7,10) (1), (5,16) () 91 0.093 0.965

Table 1. Three of the features in the pool.
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