Bipartite Graph Matching for Points on a Line or a Circle
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Given two sets of $M$ points on a line or on a circle, a minimal matching between
them is found in $O(M \log M)$ time. The circular case, where the distance between
two points is the length of the shortest arc connecting them, is shown to have the
same complexity as the simpler linear case. Finding the shift of one of the sets, linear
or circular, that minimizes the cost of matching is also discussed. © 1986 Academic
Press, Inc.

1. INTRODUCTION

Let $A = \{a_1, a_2, \ldots, a_M\}$, $B = \{b_1, b_2, \ldots, b_M\}$ be two sorted multisets
of points on a line. A matching of $A$ and $B$ is a bijection of $A$ onto $B$, and
is uniquely determined by a permutation $\pi$ of $\{1, 2, \ldots, M\}$ such that $a_i$
is paired with $b_{\pi(i)}$. In the sequel the matching itself will sometimes be designat-
ed $\pi$. Define the cost of a matching to be the sum of the distances of all
pairs in it. It can be seen that when $\{a_i\}$ and $\{b_i\}$ are sorted, a minimal
cost matching is determined by the identity permutation, where the pairing is
$\langle a_1, b_1 \rangle, \ldots, \langle a_M, b_M \rangle$.
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The matching problem is more interesting when $A$ and $B$ are sets of points on the unit circle, and the distance between two points is taken to be the length of the shortest arc between them (or equivalently, the angle between them). In [1] a minimal matching for this case is approximated by examining only all circular permutations; the time complexity turns out to be $O(M^2)$. It was later shown [2] that this "approximate" minimal matching is in fact minimal. In the present paper, however, an $O(M \log M)$ algorithm is presented for finding the minimal matching, and this is shown to be a lower bound for the two matching problems.

Computing the minimal matching is important in pattern recognition, when feature sets of different objects are compared. Features can be gray level histograms in digital pictures (a linear feature), or histograms of gradient directions in textures (a circular feature). Another problem in pattern recognition is point pattern matching, where given two point sets a translation is sought to minimize the distance between them. We can define the distance between two point sets to be the cost of their minimal matching. Using this definition, the translation which minimizes the distance between two linear point sets, and the rotation which minimizes the distance between two circular point sets, are discussed in Section 3.

2. Optimal Matching

Given two point sets, the minimum cost matching between the sets is sought. In this paper we discuss the cases where the points are on a line, i.e., real numbers, or on a circle, i.e., angles between 0 and $2\pi$.

**Lemma 1.** *If the distance $d$ between points in $A$ and $B$ satisfies the triangle inequality then the cost of a minimal matching of $A$ and $B$ equals the cost of a minimal matching of $A'$ and $B'$, where $A'$ and $B'$ are respectively the largest submultisets of $A$ and $B$ such that $A'$ and $B'$ are disjoint.*

Let $a_i \in A$, $b_j \in B$, and $a_i = b_j$. Suppose that there is a minimal cost matching in which $\langle a_i, b_k \rangle$ and $\langle a_l, b_j \rangle$ are members for some $k$ and $l$. From the triangle inequality

$$d(a_l, b_j) + d(a_i, b_k) \geq d(a_i, b_k) + 0 = d(a_i, b_l) + d(a_l, b_j).$$

Therefore, pairing up equal elements will never add to the cost of a matching.

Since linear and circular distance are metrics and satisfy the triangle inequality, whenever we wish to find the cost of a minimal matching, pairing all equal elements reduces the size of the problem without sacrificing minimality. In the sequel we will assume without loss of generality that the two multisets are disjoint.
Lemma 2. $\Omega(M \log M)$ is a lower bound for the time it takes to find the minimal cost matching in both the linear and the circular cases.

The set equality problem which has an $\Omega(M \log M)$ lower bound in many computational models [3] can be reduced to minimal matching, since two sets of numbers are equal iff the cost of their minimal matching is 0. This shows that computing the minimal matching takes at least $\Omega(M \log M)$.

2.1. Linear Matching

It has been shown [1, 2] that for two given sorted sets $A, B$ on a line, a matching $\pi$ which minimizes the distance

$$d = \sum_{i=1}^{M} |a_i - b_{\pi i}|$$

is the identity, and the pairs are $\langle a_1, b_1 \rangle, \langle a_2, b_2 \rangle, \ldots, \langle a_M, b_M \rangle$. This can be seen by noticing that the claim is true for two sets of two elements each. For larger sets, examine any two pairs $\langle a_i, b_{\pi i} \rangle$ and $\langle a_{i+1}, b_{\pi(i+1)} \rangle$ in a minimal matching. Their distance $|a_i - b_{\pi i}| + |a_{i+1} - b_{\pi(i+1)}|$ must be minimal as part of the minimal matching. If $b_{\pi i} > b_{\pi(i+1)}$ we can exchange them without adding to the cost of the matching, yielding a new permutation $\pi$. Continuing in this way $\pi$ will eventually become the identity. If the sets are initially sorted the complexity of computing the distance is $O(M)$, while it is $O(M \log M)$ otherwise.

2.2. The Circular Case

Let $A = \{a_1, a_2, \ldots, a_M\}$, $B = \{b_1, b_2, \ldots, b_M\}$ be two sorted sets of points on the unit circle, $0 \leq a_i, b_i < 2\pi$. Let $C = \{c_1, c_2, \ldots, c_{2M}\}$ be the sorted union of $A$ and $B$. To simplify the determination of the minimal matching, we define the following functions:

$N_a(\alpha)$: the number of points $a_i$ such that $a_i < \alpha$,

$N_b(\alpha)$: the number of points $b_i$ such that $b_i < \alpha$,

and

$$F(\alpha) = N_a(\alpha) - N_b(\alpha). \quad (1)$$

$F(\alpha)$ has discontinuities only at points $c_i \in C$, and is piecewise constant. The direction of an arc connecting $a_i$ to $b_{\pi i}$ is taken to be from $a_i$ to $b_{\pi i}$; clockwise arcs are considered positive and counterclockwise arcs negative.

Definition. Call a matching unidirectional if all arcs passing a point have the same orientation.
Lemma 3. A minimal matching is unidirectional.

Graphically, the only possibilities for two arcs passing the point $\beta$ in different directions are as follows:

None of these cases can be in a minimal matching, since the matching $\langle a_i, b_k \rangle, \langle a_j, b_l \rangle$ will have a lower cost in both cases with no overlap between arcs in opposite directions. □

Let $K$ be the number of arcs passing the point 0 in a minimal matching ($K$ will be computed later). For positive $K$ all these arcs are clockwise, for negative $K$ they are all counterclockwise, and when $K = 0$ no arcs pass the point 0. Lemma 3 assures that all arcs passing zero are in the same direction. The function $F(\alpha) + K$ gives the number of arcs passing the point $\alpha$ in a minimal matching. This is true because when we encounter a point $a_i \in A$ in a clockwise traversal of the circle, either a counterclockwise arc ("negative" arc) is ending, or a clockwise ("positive") arc is beginning. In both cases, the count is increased by 1 as is the case with $F(\alpha)$. When several points $a_i$ are equal, the function $F$ increases by their number. When a point $b_i \in B$ is encountered the count is decreased by 1. When several points $b_i$ are equal, the function $F$ decreases by their number.

Lemma 4. The cost of a minimal matching given that $K$ arcs cross point 0 is

$$C(K) = \int_0^{2\pi} |F(x) + K| \, dx.$$ 

This is correct since $|F(x) + K|$ is the number of arcs passing $x$, and thus the integral gives the sum of lengths of all arcs. A $K$ minimizing the cost of the matching is sought.

Lemma 5. The function $C(K) = \int_0^{2\pi} |F(x) + K| \, dx$ is minimized when $K$ satisfies

$$\int_{F(x)>-K} dx = \int_{F(x)<-K} dx;$$

$C(K)$ is the area bounded by $F(x) + K$. When $K$ is increased by a small value $\varepsilon > 0$, additions to this area occur, where $F(x) + K > 0$ (addition of
\( \varepsilon \cdot \int_{F(x)+K>0} dx \), and the area gets smaller by \( \varepsilon \cdot \int_{F(x)+K<0} dx \), where \( F(x) + K < 0 \). Since \( \int_{F(x)+K>0} dx \) is monotonic non-increasing in \( K \), and \( \int_{F(x)+K<0} dx \) is monotonic non-decreasing, the minimum can only be reached when the two values are equal.

Once \( K \) is known, starting from a point where \( F(\alpha) + K = 0 \) we can pair the points in order, as in the linear case. This is equivalent to "opening" the circle into a line by cutting it at a point where no arc passes, and then using the linear matching. Before proceeding, we need to prove the existence of a point not included in any arc.

**Lemma 6.** In a minimal matching there is at least one point which is not a point of any arc, i.e., the function \( F(x) + K \) is zero in some interval \((c_i, c_{i+1})\).

Suppose there is a minimal matching in which every point is interior to some arc. From Lemma 3 it follows that if every point is interior to some arc, all arcs will have the same direction. Within every arc \( \langle a_i, b_i \rangle \) we must have at least one entering arc and one exiting arc in order to cover the entire circle.

We can find a subset of that minimal matching such that within each arc there is exactly one entry and one exit. Denote this subset by \( \langle a_1, b_1 \rangle, \ldots, \langle a_T, b_T \rangle \); let the one arc entering \( \langle a_i, b_i \rangle \) terminate at \( b_{i-1} \), and let the one exiting arc start with \( a_{i+1} \) (see the diagram). In this case if we replace that subset by \( \langle a_{(i+1) \mod T}, b_i \rangle \) for all \( i \), a lower cost matching is obtained.

Finding a minimal matching can be summarized as follows:

1. Compute \( F(x) \) of Eq. (1) at all points \( c_i \). The value of \( F(x) \) in the segment \((c_i, c_{i+1})\) is equal to \( F(c_i) \).

2. Sort the values of \( F(c_i) \). Remember the segment associated with each value.
3. Add up the lengths of the segments associated with the sorted values of \( F(c_i) \) (\(|c_i - c_{i+1}|\)), starting with the highest value of \( F \), until the sum exceeds \( \pi \). Take \(-K\) to be the last value of \( F \), \( F(c_i) \).

Once \( K \) is found, starting with a point \( F(x) + K = 0 \) or \( F(x) = -K \) we can simply match the elements in the sets sequentially moving clockwise.

**Example.** Let \( A = \{0, 3, 5, 5\} \) and \( B = \{1, 1, 2, 4\} \) be two sets of points between 0 and \( 2\pi \); then \( C = \{0, 1, 1, 2, 3, 4, 5, 5\} \). After sorting the values of \( F \) and adding up the respective segments, we find that we pass \( \pi \) when adding a segment for which \( F = -1 \). Therefore, linear matching can be done if we “open” the circle within the segments \((1, 2)\) or \((3, 4)\). The minimal matching obtained by “opening” in either segment is \{\(3, 2\), \(5, 4\), \(5, 1\), \(0, 1\)\}, with a cost of \(1 + 1 + (2\pi - 4) + 1 = 2\pi - 1\).
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3. **Optimal Shifts**

3.1. **Linear Shifts**

In this case, given two sets of points \( A = \{a_1, a_2, \ldots, a_M\} \) and \( B = \{b_1, b_2, \ldots, b_M\} \), a translation \( t \) of \( A \) is sought that minimizes the distance between the sets. Since the optimal matching will always be \(\langle a_1, b_1\rangle, \ldots, \langle a_M, b_M\rangle\), the distance between the two sets under the translation \( t \) is

\[
C(t) = \sum_{i=1}^{M} |a_i + t - b_i| = \sum_{i=1}^{M} |(a_i - b_i) + t|.
\]

It is known that the value of \( t \) that minimizes this function is the median of \( \{a_i - b_i\} \). It follows from Lemma 7, using a matching argument.

**Lemma 7.** In an optimal translation for the above cost function, the absolute difference between the number of arcs \(\langle a_i, b_i\rangle\) going right
(a_i - b_i < 0) and the number of arcs going left (a_i - b_i > 0) is less than or equal to the number of null arcs (a_i - b_i = 0).

A minute shift of A by dx to the right will decrease the cost of a matching by

\[ dx^*\left[ \#(\text{right arcs}) - \#(\text{left arcs}) - \#(\text{null arcs}) \right] \]

and similarly to the left. In an optimal matching the decrease cannot be negative, and the number of null arcs has to be greater than or equal the absolute value of the difference between the number of right and left arcs.

The time complexity of finding the optimal translation is thus \( O(M) \) when the two sets are initially sorted, and \( O(M \log M) \) otherwise.

Other definitions for the cost of a matching are possible. Consider the total cost of a matching to be the sum of all squared pairwise distances:

\[ S(t) = \sum_{i=1}^{M} (a_i + t - b_i)^2 = \sum_{i=1}^{M} [(a_i - b_i) + t]^2. \]

By setting the derivatives to zero we can find that the above distance is minimized when \( t = -(\Sigma(a_i - b_i))/M \). Equivalently, this distance is minimized when the sets are translated so that both centers of gravity coincide. This translation, however, is independent of the matching, and is optimal for all matchings.

3.2. Circular Shift

The algorithm in Section 2.2 constructs a minimal matching of the form \( \langle a_i, b_{(i+K)\mod M} \rangle \). Therefore, for any rotation \( \phi \) of the set A, there is a K such that \( \langle (a_i + \phi)\mod 2\pi, b_{(i+K)\mod M} \rangle \) is a minimal matching.

Examine all \( M \) matchings of the form \( \langle a_i, b_{(i+K)\mod M} \rangle \). For each such matching, “open” the A circle at \( a_i \) and the B circle at \( b_{K+1} \) into a line. A is left intact in this opening, and B is being changed into \( B' \) such that

\[
b_i' = b_{i+k}, \quad 1 \leq i \leq M - K, \\
= b_{i+K-M} + 2\pi, \quad M - K < i \leq M.
\]

Find an optimal shift of the set A using the linear shift algorithm of Section 3.1 on the sets A and B'. An optimal shift will be one giving the lowest cost among all \( M \) shifts found. Since finding each linear shift has complexity \( O(M) \), finding the optimal rotation has complexity of \( O(M^2) \).
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