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Abstract

An algorithm for reducing the number of gray levels of a picture with minimal degradation (in a mathematically defined sense) is described. This method can even produce a binary halftone of the picture, which is needed for many types of hard copy devices. The algorithm is based on a novel notion of distance between pictures that captures visual aspects.

1. Introduction

A metric between pictures is defined that takes into consideration visual aspects. This metric is used to quantize a picture into fewer gray levels with minimal degradation. In the limit the picture is represented by only two gray levels and a good binary halftone of the picture is generated.

Given a gray level picture, a picture with only half as many gray levels as the original picture is generated, which is in some mathematically defined sense the closest possible approximation to the original picture. The output picture appears to have more gray levels because the average area coverage varies with spatial gray level distribution, thereby providing the appearance of continuous shades of gray even when the output picture has only few gray levels. The limit of this process is the halftone representation of a gray level picture by a binary picture.

There have been many methods mentioned in the literature for computing a reduced quantizations of a picture (see [1]), and others for generating halftones (see [2] for a survey), each giving different results. The novelty in the approach described here is that it unifies the treatment of quantization with that of halftoning and treats them as an optimization problem which takes into consideration both the gray levels and their spatial arrangement.

2. A Metric for Pictures

Let $P_1$ and $P_2$ be two pictures, each having the same sum of gray levels: $\Sigma P_i(x, y) = \Sigma P_2(x, y)$, where $P_i(x, y)$ is the gray level of $P_i$ at point $(x, y)$, $i = 1, 2$.

Definition 1:

$UF(P_i)$, the unfolding of $P_i$, is the multiset $\{(x, y)^{P_i(x,y)}\}$, where each element $(x, y)$ appears $P_i(x, y)$ times.

Definition 2:

A matching (sometimes called a bipartite perfect matching) of $UF(P_1)$ and $UF(P_2)$ is a 1-1 pairing between elements from $UF(P_1)$ and elements from $UF(P_2)$.

Definition 3:

The weight of a matching is the sum of the distances $\mu$ between paired elements.

Definition 3 leaves open the choice of the pairwise "distance". In this paper we will use Euclidean distance, i.e. $\mu((x_1, y_1), (x_2, y_2)) = (x_1 - x_2)^2 + (y_1 - y_2)^2$.

Definition 4:

The match distance $\rho$ between pictures $P_1$ and $P_2$ is the minimum weight for all possible matchings of $UF(P_1)$ and $UF(P_2)$.

The match distance $\rho$ in Definition 4 is a metric, provided the distance $\mu$ between elements used in the weight computation (Definition 3) is a metric. For proofs see [3].

Example:

We will compute the match distance $\rho$ for the following pictures, each having 3 as the sum of their gray levels.

$$f_1 = \begin{bmatrix} 2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}; f_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}; f_3 = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}.$$

The unfolded multisets are:

$UF(f_1) = \{(1,1),(1,1),(2,2)\}; UF(f_2) = \{(1,1),(2,2),(3,3)\};$

$UF(f_3) = \{(2,2),(3,3),(3,3)\}.$

The elements $(1,1)$ in $UF(f_1)$ and $(3,3)$ in $UF(f_3)$ appear twice, since $f_1(1,1)=2$ and $f_3(3,3)=2$. The match distances using minimal matching of the unfolded sets are:

$$\rho(f_1, f_2) = \mu((1,1),(1,1)) + \mu((1,1),(2,2)) + \mu((2,2),(3,3)) = 0 + 2\sqrt{2} + 2\sqrt{2} = 4\sqrt{2}$$

$$\rho(f_2, f_3) = \mu((1,1),(2,2)) + \mu((2,2),(3,3)) + \mu((3,3),(3,3)) = 2\sqrt{2} + 2\sqrt{2} = 4\sqrt{2}$$

It can be easily verified that the above matchings are minimal.

We will compare the match distance $\rho$ to the distance $l_1$, which is the sum of absolute differences ($\Sigma |P_i(x, y) - P_2(x, y)|$).
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Let \( g_1 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \), \( g_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \), \( g_3 = \begin{bmatrix} 1 & 1 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \).

Using vector distance \( d \), all the \( g \)'s are equally far apart with distance \( d \). Using the match distance, however, yields \( \rho(g_1, g_2) = \rho(g_1, g_3) = 2 \) and \( \rho(g_2, g_3) = 2^\sqrt{2} \). This result is in better agreement with our intuitive notion of distance between these pictures.

3. Quantization as an Optimization Problem

We will first look at the problem of quantizing a picture into only half the original number of gray levels. Specifically, we consider the problem of reducing the gray level range from \([0, \ldots, 2^n]\) to \([0, \ldots, 2^{n-1}]\). This choice of reducing the number of gray levels from \(2^n+1\) to \(2^{n-1}+1\) eliminates many problems that would arise if we used the more common numbers of gray levels \(2^n\) (corresponding to the range \([0, \ldots, 2^n-1]\)) and \(2^{n-1}\) (corresponding to the range \([0, \ldots, 2^{n-1}-1]\)).

\( Q \) is a quantization of \( P \) if

1) \( Q \) has half as many gray levels as \( P \).
2) \( Q \) "looks like" \( P \).

The sizes of \( P \) and \( Q \) are assumed equal.

If \( P \) and \( Q \) have the gray level ranges indicated above, \( Q \) will be said to "look like" \( P \) if \( 2Q \) (each gray level \( Q(x, y) \) is changed to \( 2Q(x, y) \) closest to \( P \) with respect to the match distance.

This problem can be solved as follows:

1) For each pixel \((x, y)\), set \( Q(x, y) \) to

\[
\frac{P(x, y)}{2}
\]

2) Compute the minimal weight pairing on the set of all points \((x, y)\) such that \( P(x, y) \) is odd. For each pair \((x_1, y_1), (x_2, y_2)\) in this minimal weight pairing, add 1 to \( Q(a, b) \) for some point \((a, b)\) on the straight line segment connecting \((x_1, y_1)\) and \((x_2, y_2)\).

Step (1) of the algorithm gives a perfect encoding of all the even gray levels, that is restored exactly by multiplying \( Q \) by 2. After this step there is an error of at most one gray level at each point. To compensate for this error we pair the odd pixels, and add one gray level to \( Q \) for each pair.

We now prove that this algorithm generates a picture \( Q \) such that \( 2Q \) is closest to \( P \) with respect to the match distance.

When \( P(x, y) = k \), it is treated as \( k \) points all at location \((x, y)\) in \( P \). Therefore, a point corresponds to one "gray level unit". Thus a point in \( Q \) is transformed into two points in \( 2Q \). Therefore in a matching between \( 2Q \) and \( P \) each point in \( Q \) is matched with two points in \( P \). The optimization is achieved by minimizing the sum of distances between the points in \( Q \) and these pairs of points in \( P \).

If a point of \( Q \) is matched with a pair of points of \( P \) it is optimal to place the point in \( Q \) at a location somewhere on the straight line segment connecting the pair of points of \( P \). This is \( 0 \), since for any pair of points \( p_1 \) and \( p_2 \) in the plane, the minimum of the sum of distances between these two points and any other point \( x \) is achieved when \( x \) is on the segment connecting \( p_1 \) and \( p_2 \) (triangle inequality). Moreover, this minimum sum of distances is always the length of the straight line segment connecting \( p_1 \) and \( p_2 \). Thus it is clear that to compute \( Q \) it is enough to compute a minimal weight pairing of the points in \( P \).

When the distance between two points is zero they can always be paired in the minimal weight pairing (triangle inequality). This is used in the algorithm by dividing the gray levels by 2 at the first step. This part of the matching is done separately from Step (2) in order to save time.

Example:

We will compute the quantization \( Q \) into half the gray levels for the picture \( P \):

\[
\begin{bmatrix}
7 & 5 & 4 & 3 & 1 \\
7 & 5 & 4 & 3 & 1 \\
7 & 5 & 4 & 3 & 1
\end{bmatrix}
\]

\( Q \) after

\[
\begin{bmatrix}
3 & 2 & 2 & 1 & 0 \\
3 & 2 & 2 & 1 & 0 \\
3 & 2 & 2 & 1 & 0
\end{bmatrix}
\]

\( Q \) after

\[
\begin{bmatrix}
7 & 5 & 4 & 3 & 1 \\
7 & 5 & 4 & 3 & 1 \\
7 & 5 & 4 & 3 & 1
\end{bmatrix}
\]

\( \text{Step (1)} \)

\[
\begin{bmatrix}
7 & 5 & 4 & 3 & 1 \\
7 & 5 & 4 & 3 & 1 \\
7 & 5 & 4 & 3 & 1
\end{bmatrix}
\]

The odd pixels of \( P \) are marked below with \( x \)'s, and are paired in a minimal weight pairing:

\[
\begin{bmatrix}
\times \times \times \times \times \\
\times \times \times \times \times \\
\times \times \times \times \times
\end{bmatrix}
\]

For each pair of odd pixels above we designate a location to which \( 1 \) will be added. This location is usually the location of one of the pixels in the pair, or a point on the straight line segment connecting the pair. The selected locations for our example are shown below:

\[
\begin{bmatrix}
1 & \ldots & 1 \\
1 & \ldots & 1 \\
1 & \ldots & 1
\end{bmatrix}
\]

The final \( Q \) is the sum of the first \( Q \) and the points chosen from the connecting segments between elements of the minimal weight pairing:

\[
\begin{bmatrix}
3 & 2 & 2 & 1 & 1 \\
4 & 2 & 2 & 2 & 0 \\
3 & 3 & 2 & 1 & 1
\end{bmatrix}
\]

An unfortunate limitation of the algorithm is that Step (2) requires computation of a minimal pairing, which may take on the order of \( n^2 \) time, where \( n \) can be as large as the number of pixels in \( P \). This is quite unacceptable, as the number of pixels in a picture is usually quite large. For minimal weight pairing in the plane, as needed for Step (2), there are some good heuristics that compute a pairing having close to minimal weight, and that take time no more than linear in the number of points to be matched [4,5,6].
To compute a picture with only half as many gray levels as a given picture we therefore use a heuristic which gives a pairing whose weight is close to optimal, rather than the exact minimal weight pairing. The time complexity of this method is thus linear in the number of pixels in the input picture.

By carrying out this process $k$ times we get a picture whose range of gray levels is reduced by a factor of $2^k$ from that of the original picture. Given a picture with gray levels in the range $[0, \ldots, 2^n]$, after performing the algorithm $k$ times, the resulting picture will only two gray levels and will be a halftone representation of the original picture. In the process, levels of quantization between the halftone and the original picture are also obtained. An example is shown in Figures 1, 2, and 3.

The computation of $Q$ such that $nQ$ is closest to $P$ (for example, computing the halftone in one step) for arbitrary $n$ is in the class NP-complete, which effectively means that it is not feasible for exact computation. We therefore use the iterative algorithm.

4. Concluding Remarks

A unifying method for quantization and halftoning has been presented, based on a new definition of the distance between pictures.

A method of determining the location at which to add the extra point on the segment connecting two odd points was not given, as it does not seem to matter visually. In some cases, it may be desirable to use an endpoint, an in other cases the midpoint. In our example, we used a randomly chosen endpoint.
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