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Figure 8. (a) The person on the left is scaled as a function of the y
image location and is searched in the image. Matches are denoted
in red. Only few false matches appear. (b) The object is searched
at all scale levels on the entire image. The number of false matches
is larger by a factor of 17. This figure is best viewed in color.

Eq. 5 indicates that the slope of the line in the size × y
graph is linear with the real size S of an object. Thus, the
ratio of slopes of lines in the size × y graph belonging to
different objects is equal to the ratio of the objects’ world
sizes

S/B

S′/B
=

S

S′ . (6)

There is no need to track objects in order to determine
their relative sizes if the y location of the horizon is known.
Since we know that all lines in the size × y graph pass
through the y axis at the location of the horizon, a single
observation of an object giving its image size and its y loca-
tion is needed. Connecting this point to the horizon on the y
axis determines the slope of this object, and therefore is rel-
ative size. This is an immediate and easy way to determine
if a small object at the top of the image may be larger in the
real world than a large object at the bottom of the image.

The first step before comparing object sizes is to deter-
mine the y location of the horizon. The horizon can be
found by tracking one or more “good” objects: objects that
are easy to track, and whose y coordinate changes. The
horizon is determined as described in Sec. 3. After finding
the y location of the horizon, determining relative object
sizes is straight forward.

Fig. 8 compares the result of searching (using normal-
ized cross correlation) for an object template at all scale
levels all over the frame to searching at a scale level that
matches each y coordinate, according to the learned hori-
zon. With our method, in addition to fewer computations,
the number of false detections is much smaller.

5. Finding the Z rotation

The analysis described in this paper assumes that the
camera is level, and its X axis is parallel to the ground
plane. When the camera is not level, and its X axis is not
parallel to the ground plane, we need to rectify the video
and make it level. The video can be made level by rotating
the video frames about the Z axis so that the X axis will be
parallel to the ground plane.

We have shown in Sec. 3 that, when the camera is level,
an object’s trajectory is a line in the size × y graph and
that all these lines intersect the Y axis in a single point, the
location of the horizon. This does not hold when a camera
is not level. The video can be rotated about the Z axis1,
until reaching a rotation angle α for which all estimates of
the horizon have the lowest variance. An example of finding
the Z rotation of the camera, and rectifying the X axis to
be horizontal, is shown in Fig. 9 and Fig. 10.

6. Conclusion

This paper presented a simple and robust method to im-
prove object detection and tracking and to calculate rela-
tive world-sizes of objects, based on the linear relationship
between object image-size and its y location in the video
frame. Unlike previously suggested methods, we do not re-
quire any prior knowledge about the object world-sizes or
about any camera parameters. After establishing that the
perspective scale factor changes linearly with the image y
coordinate, we observed that all observations of the same
tracked object (regardless of its size) lie on a line in the
(y, size) space and all these lines intersect at the horizon
(at point (yh, 0)).

Once a couple of objects are tracked reliably in the video,
the video can be rotated so that its X axis is horizontal and
the y location of the horizon can be determined. With the
horizon known, we know how the size of every object in the
video changes with changing y coordinate, as its object line
must intersect the Y axis at the horizon. This knowledge
improves tracking substantially by adjusting the object size
based on its predicted y location. In addition, when real ob-
ject size is a criterion for filtering, pointing to one instance
of an interesting object can pull out all others of same size
regardless of their different image size.
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Figure 10. Rectifying the camera in Fig. 9. (a) The distance in the
size × y graph between the two intersection with the Y axis of
the two objects. The minimum is at 2.8 degrees. (b)Rotating the
original video by 2.8 degrees found in (a), brings the two object
lines to intersect the Y axis at the same point. (c) Rotating the
original video by 2.8 degrees found in (a) brings the horizon found
in (b) to be the exact same horizon found using vanishing point.
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