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Abstract. Private interconnection between datacenters is an essential goal due to the popularity of IaaS (Infrastructure as a Service) and SaaS (Software as a Service) architectures. Datacenters intercommunication is needed when an enterprise want to “stretch” its datacenter capacity by extending it with another datacenter on the cloud. This interconnection has to be private so this “stretch” will be considered only virtual. Our research focuses on achieving that privacy on top of SDN-based network. This privacy is achieved without the need to use keys. Namely, information theoretic secure rather than only computational secure. The general idea is to use SDN to enable the creation of several tunnels between each pair of datacenters that intercommunicate. The source uses secret sharing technique to encrypt its data and create \( n \) shares. In order to reconstruct the data, the destination needs to have at least \( k \) shares out of the \( n \) shares that were sent by the sender. We design an algorithm that creates these tunnels with the constraint that only less than \( k \) shares of the same information can reach a single router. This way we achieve a private and secure interconnection between the datacenters.
1 Introduction

Cloud computing is one of the fastest growing opportunities for enterprises and service providers. Enterprises use the Infrastructure-as-a-Service (IaaS) model to build private and public clouds that reduce operating and capital expenses and increase the agility and reliability of their critical information systems. In order to fulfil these needs, service providers build public clouds to offer on-demand, secure, multi-tenant IT infrastructure to potential customers. A public cloud enables a business to focus on its core operations by leveraging the expertise and resources of cloud providers.

The Open Networking Foundation (ONF) report on the infrastructure between datacenters states that fast-changing and demanding enterprise and carrier business requirements force changes in network architecture. However, these changes were focused on datacenter server and storage virtualization, while the underpinning network architectures have stagnated with respect to both scalability and manageability.

Due to the growth of businesses and the advent of Big Data, the private clouds are augmented with external resources known as public clouds. The use of public cloud requires better connectivity between private and public clouds. This resulting "hybrid" cloud should provide transfer and sharing of data. Furthermore, this transfer has to be private.

SDN enables more deterministic, more scalable, more manageable and as we present in this paper, also private virtual networks between the local datacenters that reside in the private cloud, to the public resources in the public cloud. These virtual networks are called the hybrid cloud. Figure 1 presents the private and public cloud architecture.

In this paper we present a private hybrid cloud in which all the information that pass across the cloud is information theoretic secured. I.e., unless there is no coalition of several routers in the cloud, the information cannot be revealed. This is done by using secret sharing scheme together with SDN to ensure privacy. Encryption with \((n,k)\) secret sharing scheme \((n \geq k)\) is done by creating \(n\) shares from the data such that only by having at least \(k\) shares, the data can be decrypted. In the cloud notations, assume that the data has to be sent from the private datacenter. The source in the private datacenter creates \(n\) shares from the data and sends them to the destination at the public cloud through the hybrid cloud. The SDN controller manages the routes of these shares such that no router sees \(k\) or more shares. This way, we ensure that only the destination at the public cloud that gets all the shares, can decrypt the data, resulting in a private channel in the hybrid cloud. When \(n > k\), we allow \(n - k\) shares to get lost, due to congestion or even by malicious routers.

Our Contribution. The contributions of our paper are as follows; To the best of our knowledge, we are the first to use secret sharing for a unicast communication over SDN architecture. We show that secret sharing can be very useful to achieve private channel when two parties communicate over a multipath network. Whereas many papers have some contribution on the area of public cloud security, i.e., securing data in the cloud, we are the first to target the problem of theoretical secured channel to the public cloud. We show that even if there is a probability to the existence of coalition of several routers in the hybrid cloud, we can still bound the probability for privacy violation.
Related Work. Since enterprise customers use public cloud services along with their privately-owned (legacy) data-
centers to enable federation between on- and off-premise infrastructures for hosting Internet-based applications, the
hybrid cloud has to be very efficient and the traffic has to pass across it between both, private and public clouds as fast
as possible. Therefore, extensive research was done to make the hybrid cloud efficient, all the papers that target this
goal deal with load balancing, e.g., [1] and efficient migration of applications and services, e.g., [10].

The IDC presents a cloud challenges survey among enterprise panel of IT executives [11]. As presented in the
survey, security is the top challenge, i.e., the top opportunity for IT suppliers to tackle in the cloud era. Although
security is a major concern, most research, e.g., [5, 12, 21, 22] focus in security or privacy in the public cloud rather
than security on-the-way to the public cloud, thus, our work is orthogonal to these works.

Secret-sharing was first, independently, introduced by Shamir [18] and Blakley [3]. Secret sharing scheme is a tool
used in many cryptographic protocols. A secret-sharing scheme involves a dealer who has a secret, a set of \( n \) parties,
and a collection of subsets of \( k \) parties. A secret-sharing scheme is a method by which the dealer distributes shares to
the parties such that: (1) any subset of \( k \) parties can reconstruct the secret from its shares, and (2) any subset with less
than \( k \) parties cannot reveal any partial information on the secret.

Secret-sharing schemes have numerous applications in cryptography and distributed computing including secure
information storage, Byzantine agreement [17], secure multiparty computations [2, 4, 6], threshold cryptography [8],
access control [15], attribute-based encryption [9, 23], and generalized oblivious transfer [19, 20]. None of this works
deal with the problem of source-destination communication over several optional paths. We use secret sharing [18]
and SDN to enable the secret sharing scheme to be managed by the SDN controller.

Kurihara et al. [13] present an efficient implementation of the secret sharing scheme. They show that the distribu-
tion algorithm requires an average of \( O(kn \log_2 |S|) \), where \( |S| \) is the length (bit-size) of the secret.

In [7], the author proves that the upper bound on the size of the shares is \( \Omega(|S|n/\log n) \).

2 Gaining Privacy with Maximum Flow Technique

Problem Definition. As mentioned, our goal is to provide private interconnection between datacenters. In that case,
we have a service provider that uses the cloud to extend its available services by using virtualized servers on the cloud.
This service provider has to be able to guarantee to its customers that the interconnection between those datacenters
is private, and therefore, to the eyes of any potential customer, these interconnection is transparent. We would like to
have a solution that is information theoretic secured, i.e., there is no key that by revealing it, privacy is compromised.

A secret-sharing scheme is a method by which a dealer distributes \( n \) shares to parties such that only authorized
subsets of at least \( k \) parties can reconstruct the secret. In our case, when one datacenter intends to communicate with
another datacenter, it creates \( n \) shares of its message and distributes these shares to the network. The SDN controller
routes these shares to the target datacenter in a way that no router on the way sees \( k \) or more shares. This way, we
achieve a private channel between the datacenters. In our case, \( k \) can be equal to \( n \) if we assume that the channels are
reliable and nodes do not omit or corrupt shares. When \( n > k \), approach similar to forward erasure correcting or error
correcting, such as the Berlekamp Welch technique [24] can be used to overcome erasures and even corruptions.

We examine the problem as graph theory problem. We are given a graph \( G = (V, E) \), a source node \( s \), and a sink
node \( t \). Each node \( v \in V \) has a determined non-negative capacity \( c_v \). Our goal is to push as much flow as possible from
\( s \) to \( t \) in the graph. Each path has a flow \( f_p \), the rule is that the sum of the flows of all paths that each node sees cannot
exceed its capacity, formally, for each node \( v, \sum_{p|v \in p} f_p \leq c_v \).

Reduction to the Maximum Flow Problem. The problem presented at Section ?? can be reduced to the known
maximum network flow problem where each edge \( e \in E \) has an associated non-negative capacity \( c_e \), where for all
non-edges it is implicitly assumed that the capacity is 0. In this problem, the goal is to push as much flow as possible from
\( s \) to \( t \) in \( G \). The rules are that no edge can have flow exceeding its capacity, and for any vertex except \( s \) and \( t \), the
flow into the vertex must equal the flow out from the vertex.

The original graph, \( G \), does not have to be directed. In order to reduce our problem to the maximum flow problem,
we expand each vertex \( u \) in \( G \) to an directed edge \( (u_1, u_2) \). The input of the algorithm is the graph \( G \), the source and
sink, \( s \) and \( t \), and the threshold of the secret sharing scheme, \( k \). The general idea is first to add a directed edge \( (u_1, u_2) \)
for each vertex \( u \) in \( G \) (except \( s \) and \( t \)). The capacity of this new edge is the capacity of the vertex \( u \), \( c_u \). Then each
edge \( (s, u) \) from the source is replaces by the directed edge \( (s, v_1) \). Respectively, each edge directed to the sink \( (v, t) \) is
replaces by \((v_2, t)\). Then for each other edge \((u, v)\) in \(G\) we add, in case \(G\) is undirected, two directed edges, \((u_2, v_1)\) and \((v_2, u_1)\). In order to eliminate the possibility that edge sniffers will reveal the secret, the capacity of these edges is \(k - 1\). In our paradigm, since the capacity of the nodes in the original graph also represents \(k - 1\), all the capacities of all edges are equal. Note, that the expanded graph is directed to force the paths to pass through the edges of the expanded vertexes but the input graph can be either directed or undirected. In case of a directed graph, we still add a directed edge \((u_1, u_2)\) for each vertex \(u\), but for each other directed edge \((u, v)\), we add only the edge \((u_2, v_1)\) (and not also \((v_2, u_1)\) as we did for an undirected \(G\)).

**The SDN-Based Solution.** The SDN Controller defines the route of each flow that occurs in the data plane. The controller computes a route for each flow, and adds an entry for that flow in each of the routers along the path. With all complex functions subsumed by the controller, routers simply manage flow tables whose entries can be populated only by the controller. Communication between the controller and the routers uses a standardized protocol and API. Most commonly this interface is the OpenFlow specification [14]. In an SDN architecture, each router forwards the first packet of a flow to the SDN controller, enabling the controller to decide whether the flow should be added to the router flow table. When a packet of a known flow is encountered, the router forwards it out the appropriate port based on the flow table. The flow table may include some additional information dictated by the controller. With the decoupling of the control and data planes, SDN enables applications and services to deal with a single abstracted network device without concern for the details of how the device operates. Network services see a single API to the controller. Thus, it is possible to quickly create and deploy new applications to orchestrate network traffic flow to meet specific enterprise requirements for performance or security.

In our case, after creating the \(n\) shares, the sender adds an index \(i, 1 \leq i \leq n\) to each share, this index becomes a part of the flow id and thus for each original flow, the controller handles \(n\) “first” packets of these \(n\) initiated flows. Furthermore, each router may have more than one entry but up to \(k - 1\) entries for each flow, where \(k\) is the threshold of the secret sharing scheme. This index can be added either by adding this field into the matching fields structure in the SDN controller platform which causes a change also at the routers, or to use vendor extensions which allow different kinds of matching. By creating the paths based on the maximum flow algorithm, we can program the controller to route the shares such that no router sees \(k\) or more shares.

**Coalitions and Trust.** Our paradigm works as long as the nodes in the paths do not share their data. Our building block assumption is that the network is reliably managed by the controller, i.e., the controller can be trusted. If this is not the case, either by a malicious controller or by an adversary that controls the controller, the controller can simply forward all shares to a single router to reveal the secret. In addition to the controller, we also assume that the routers (the nodes in the graph notations) behave according to the controller routes. If there is a coalition of two or more nodes, the current solution might fail. Assume that, with probability \(p\), two nodes share their data, in that case, they should be considered as one node, and the algorithm should rerun with the new topology. We analyse the probability of saving the privacy of the channel under this coalition even if it is unknown to the controller. This probability depends on the graph topology and the values of \(n\) and \(k\).

3 Conclusions

We have proposed a scheme that enables fully private interconnection between datacenters on top of a SDN-based hybrid cloud. In order to ensure this privacy, we use a \(n-k\) secret sharing to encrypt the data. In our scheme, the source creates \(n\) shares of its data and sends them to the network. The SDN controller manages the paths such that no \(k\) or more shares pass the same router. This way, the interconnection between the datacenters is theoretic secured, i.e. unless two or more routers share their data, the encrypted data can never be revealed. We showed that the problem of finding these paths can be reduced to the maximum flow problem by expanding the original graph.

By having a centralized controller, we can compute the flow on the network and determine a bound on the ratio \(\lceil n/k \rceil\), which is the number of unique paths that are required to apply the \(n-k\) secret sharing scheme on the network. Once we have the flow and the values of \(n\) and \(k\), the sender creates \(n\) shares of each packet such that each flow is expanded to \(n\) flows where the flow id is the flow data together with the share index. This way, the controller, which gets the first packet of each flow (corresponding to our new definition of flow), routes the shares to the corresponding paths and we obtain the private channel between the datacenters.
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