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Abstract

For 0 < λ < 1 and n→∞ pick uniformly at random λn vectors in {0, 1}n and let C be
the orthogonal complement of their span. Given 0 < γ < 1

2 with 0 < λ < h(γ), let X be the
random variable that counts the number of words in C of Hamming weight i = γn (where
i is assumed to be an even integer). Linial and Mosheiff [3] determined the asymptotics of

the moments of X of all orders o
(

n
logn

)
. In this paper we extend their estimates up to

moments of linear order. Our key observation is that the behavior of the suitably normalized
kth moment of X is essentially determined by the kth norm of the Krawchouk polynomial
Ki.

1 Introduction

This paper follows up on the recent result [3] by Linial and Mosheiff. In [3] the authors study
the distribution of the number of codewords of a given weight in a random linear code of a
given rate, providing tight estimates on the suitably normalized moments of this distribution,

up to moments of order o
(

n
logn

)
. In this paper we extend the estimates in [3] up to moments

of linear order.

We refer to [3] for the introduction and initial discussion of the problem and for the description
of the wider context of asymptotic problems in coding theory. Here we pass directly to technical
definitions. In the discussion below we try to adhere to the notation of [3], where possible.

Definitions and notation.Let h(t) = t log2

(
1
t

)
+ (1 − t) log2

(
1

1−t

)
be the binary entropy

function. Given 0 < γ < 1
2 and 0 < λ < h(γ), assume that an integer n is such that γn and

λn are integers. Furthermore, assume that i = γn is even. Let L be the set of all vectors of
weight i in {0, 1}n. Let M be a random binary matrix with λn rows and n columns. Let C be
a (random) linear code with parity check matrix M . Set X = |L ∩ C|. Set p = 2−λn.

As observed in [3], it is well-known (and easy to see) that EX = |L| · E |C| =
(
n
i

)
· p and

Var(X) =
(
n
i

)
· p(1 − p) ≈

(
n
i

)
· p. Note that here and below we use ≈, &, and . notation to

describe equalities and inequalities which hold up to lower order terms. We also write � to
indicate that the left hand side of an inequality is exponentially larger than its right hand side.

The following theorem from [3] describes higher central moments of X:
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Theorem 1.1: Assume 2 ≤ k ≤ o
(

n
logn

)
. Then

(X − EX)k

Var(X)
k
2

≈


o(1) if k is odd and < k0

k!! if k is even and < k0

2(F (k,γ)− k
2
h(γ)−( k2−1)λ)·n if k ≥ k0

Here F (k, γ) is a certain bivariate function defined in [3] and k0 is the minimal value of k for
which F (k, γ)− k

2h(γ)−
(
k
2 − 1

)
λ > 0 (it can be seen that this inequality holds for all k ≥ k0).

[3] discusses the question of extending the estimates above to higher values of k. In this paper
we suggest a different approach to the problem, proving the following result.

Theorem 1.2: Let ε = min{λ, h(γ) − λ}. There exist constants cε and Cε such that for any
Cε ≤ k ≤ cεn holds

(X − EX)k

Var(X)
k
2

≈ 2(F (k,γ)− k
2
h(γ)−( k2−1)λ)·n.

Discussion. As observed in [3] higher central moments of X = |C∩L| are larger than those for a
general random code C in which each word in chosen from {0, 1}n uniformly and independently
with probability p. In that case X is a binomial random variable, X ∼ B

((
n
i

)
, p
)
.

Roughly speaking, the kth moment of X counts the number of k-tuples in L contained in
C. It is easy to see that the advantage given by linearity comes from linearly dependent k-
tuples. Our main observation is that, at least intuitively, for k much smaller than n a ”typical”
dependent k-tuple is a k-circuit, that is a linear dependence of the form x1 + ...+xk = 0, which
does not contain any smaller dependencies. In particular, the rank of the set {x1, x2, ..., xk} is
k− 1. The number of such dependencies is very close (this will be made more precise below) to

E
(∑

x∈Lwx
)k

= EKk
i , where wx is the Walsh-Fourier character corresponding to x ∈ {0, 1}n,

and Ki is the ith Krawchouk polynomial (all notions will be defined in Section 2 below). The
expectation is taken over the uniform distribution on {0, 1}n, Given the assumption that i is an
even integer, we have EKk

i ≈ E |Ki|k = ‖Ki‖kk (see Section 2 for this as well). As observed in
[3] the probability that a subset S of {0, 1}n is contained in C is pr(S), where r(S) is the rank
of S. Hence, if this intuition is correct, the expected number of dependent k-tuples in C would
be close to pk−1‖Ki‖kk, and we would expect the advantage given by linearity to be visible iff

pk−1‖Ki‖kk � Var(X)
k
2 =

((
n

i

)
· p
) k

2

⇐⇒ p
k
2
−1‖Ki‖kk �

((
n

i

)) k
2

,

in which case we would expect to have (assuming that the advantage provided by linearity is
greater than the corresponding binomial moment arising from independent choices)

(X − EX)k

Var(X)
k
2

≈
p
k
2
−1‖Ki‖kk((
n
i

)) k
2

.
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We would like to understand the exponential behavior of these estimates. Recall that p = 2−λn.
We have |L| =

(
n
i

)
≈ 2h(γ)n (by the known estimates on binomial coefficients, see e.g. Theorem

1.4.5. in [4]). We also have (see Section 2) that 1
n log2 ‖Ki‖kk ≈ ψ(k, γ) + k

2 ·h(x), where ψ(k, γ)
is a certain bivariate function defined in [2]. Using of all this, and passing to exponents, the

constraint pk−1‖Ki‖kk � Var(X)
k
2 becomes

ψ(k, γ) >

(
k

2
− 1

)
λ,

in which case we expect to have

(X − EX)k

Var(X)
k
2

≈ 2(ψ(k,γ)−( k2−1)λ)·n.

It turns out that these are precisely the results proved in the third claim of Theorem 1.1 and in The-
orem 1.2. In fact, the two pertinent bivariate functions defined in [3] and in [2] are the same,
up to a multiple of the entropy function:

F (k, γ) = ψ(k, γ) +
k

2
· h(γ).

To see that, cf. the definition of F (k, γ) and Definition 10 in [3] with Lemma 2.5 and Proposi-
tion 2.6 in [2].

The remainder of the paper is devoted to proving Theorem 1.2. By the preceding discussion,
this theorem is an immediate corollary of the two following claims.

Proposition 1.3: Assume that k ≤ λn− 1. Then

E
C

(X − EX)k ≥ 1

2
· pk−1‖Ki‖kk.

and

Proposition 1.4: Let ε = min{λ, h(γ)−λ}. There exist constants cε and Cε such that for any
Cε ≤ k ≤ cεn holds

E
C

(X − EX)k . pk−1 · 2(ψ(k,γ)+ k
2
h(γ))·n.

These two claims are proved in Section 3. Prior to that, some relevant notions and background
are provided in Section 2.
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2 Preliminaries

We collect some relevant facts on Fourier analysis on the boolean cube (see e.g., [7]).

For x ∈ {0, 1}n, define the Walsh-Fourier character wx on {0, 1}n by setting wx(y) = (−1)
∑
i xiyi ,

for all y ∈ {0, 1}n. The weight of the character wx is the Hamming weight |x| of x (that is
the number of 1-coordinates in x). The characters {wx}x∈{0,1}n form an orthonormal basis in the

space of real-valued functions on {0, 1}n, under the inner product 〈f, g〉 = 1
2n
∑

x∈{0,1}n f(x)g(x).

The expansion f =
∑

x∈{0,1}n f̂(x)wx defines the Fourier transform f̂ of f . We also have the

Parseval identity, ‖f‖22 =
∑

x∈{0,1}n f̂
2(x). Here is one additional simple fact that we will

require. Let C be a linear subspace of {0, 1}n. Then 1̂C = |C|
2n · 1C⊥ .

Krawchouk polynomials. For 0 ≤ i ≤ n, let Fi be the sum of all Walsh-Fourier characters of
weight i, that is Fi =

∑
|x|=iwx. It is easy to see that Fi(x) depends only on the Hamming

weight |x| of x, and it can be viewed as a univariate function on the integer points 0, ..., n, given
by the restriction to {0, ..., n} of the univariate polynomial Ki =

∑i
k=0(−1)k

(
x
k

)(
n−x
i−k
)

of degree

i. That is, Fi(x) = Ki(|x|). The polynomial Ki is the ith Krawchouk polynomial (see e.g., [6]).
Abusing notation, we will also call Fi the ith Krawchouk polynomial, and write Ki for Fi when
the context is clear. Here are two simple properties of the Krawchouk polynomials which we
will need: Ki(0) = ‖Ki‖22 =

(
n
i

)
.

Norms. It is easy to see from the definition of the Walsh-Fourier characters that for any integer

k and for any subset S of {0, 1}n holds E
(∑

x∈S wx
)k

=
∣∣∣{(x1, ..., xk) ∈ Sk, x1 + ...+ xk = 0}

∣∣∣
(the expectation is taken w.r.t. the uniform probability measure on {0, 1}n) . In particular, if
L is the set of all vectors of weight i in {0, 1}n and k is an even integer, we have

‖Ki‖kk = E

(∑
x∈L

wx

)k
=
∣∣∣{(x1, ..., xk) ∈ Lk, x1 + ...+ xk = 0}

∣∣∣.
Let now k > 2 be an odd integer. As observed e.g., in Section 2.2 in [2], the kth norm of Ki is
essentially attained outside the root region of Ki. For an even i, Ki is positive outside its root
region and hence we also have

‖Ki‖kk = E |Ki|k ≈ EKk
i =

∣∣∣{(x1, ..., xk) ∈ Lk, x1 + ...+ xk = 0}
∣∣∣.

As observed e.g., in Section 2.2 in [2], for all 0 ≤ i ≤ n/2 and k ≥ 2 holds, writing γ = i/n:

• ‖Ki‖kk
(‖Ki‖2)k

≤ 2ψ(k, in)·n = 2ψ(k,γ)·n, where ψ is a certain bivariate function defined in [2].

• Moreover,
‖Ki‖kk

(‖Ki‖2)k
≈ 2ψ(k,γ)·n.

As pointed out in the introduction, F (k, γ) = ψ(k, γ) + k
2 · h(γ). Since ‖Ki‖22 =

(
n
i

)
≈ 2h(γ)·n,

we have

‖Ki‖kk ≈ 2(ψ(k,γ)+ k
2
h(γ))·n = 2F (k,γ)·n.
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Finally, we need some properties of the function ψ shown in [3]. We collect them in the following
lemma, for convenience (writing them in terms of ψ). We remark that the second and the third
properties listed in the lemma were also shown independently in [2].

Lemma 2.1:

1. ψ(k, γ) ≥ k
2 ·H(γ)− 1.

2. For a fixed γ the function ψ(k, γ) is convex in k.

3. Since, furthermore, ψ(2, γ) = 0, this implies that ψ(k,γ)
k−2 is an increasing function of k for

k > 2.

Remark 2.2: It seems worthwhile to sketch a way to derive these facts from the approximate

identity ‖Ki‖kk ≈ 2(ψ(k,γ)+ k
2
h(γ))·n. Observe first that ‖Ki‖kk ≥

1
2n · K(0)k = 1

2n ·
(
n
i

)k
; and

second that for any function f on {0, 1}n, the function α→ log ‖f‖ 1
α

is convex on (0, 1] (this is

a consequence of Hölder’s inequality, see e.g., [1], Theorems 196 and 197).

3 Proof of Theorem 1.2

3.1 Proof of Proposition 1.3

We will show this proposition to be an immediate corollary of the lower bound given in the
following claim. (The upper bound in this claim we be used in the next section as a step towards
the proof of Proposition 1.4).

Proposition 3.1:

Assume that k ≤ λn− 1. Then

1

2
·

∑
S=(u1...uk)∈Lk

pr(S) ≤ E
C

(X − EX)k ≤ 2 ·
∑

S=(u1...uk)∈Lk
pr(S),

where the summation is over all sequences (u1...uk) of vectors which contain no coloops (vector
which is not contained in the span of all the rest).

Given the lower bound in Proposition 3.1, Proposition 1.3 can be derived as follows. Note that
a sequence of vectors which sums to 0 necessarily contains no coloops. Hence we have (see
Section 2)

pk−1 · ‖Ki‖kk = pk−1 ·
∑

S=(u1...uk)∈Lk,u1+...+uk=0

1 ≤
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∑
S=(u1...uk)∈Lk,u1+...+uk=0

pr(S) ≤
∑

S=(u1...uk)∈Lk
pr(S),

where the last summation is over all sequences (u1...uk) of vectors which contain no coloops.

Proof: (Of Proposition 3.1)

We will use the following notation. For u ∈ {0, 1}n, let Yu be the indicator of the event u is in
C. Let Zu = Yu − p. Then X =

∑
u∈L Yu and X − EX =

∑
u∈L Zu. We have

E
C

(X − EX)k = E
C

(∑
u∈L

Zu

)k
=

∑
(u1...uk)∈Lk

E
C

k∏
r=1

Zur .

So, the claim of the proposition will follow from the next lemma.

Lemma 3.2: Assume that k ≤ λn − 1. Let S = (u1...uk) be a sequence of vectors in {0, 1}n.
Then there are two cases.

• These vectors contain no coloops. In this case

1

2
pr(S) ≤ E

C

k∏
r=1

Zur ≤ 2pr(S).

• These vectors contain a coloop. Then

E
C

k∏
r=1

Zur = 0.

Proof: (Of Lemma 3.4)

Let g = gS =
∏k
r=1 Zur . This is a function on subspaces which depends only on the number of

vectors from S contained in the given subspace. We need to estimate E g. It will be convenient
for us to transform the setting in the following manner. Let t be the number of distinct vectors in
S. Arranging them in some order, and writing the statistics of their appearance in S, converts S
into a t-tuple of integers (s1...st) summing to k. A subspace corresponds to a vector x ∈ {0, 1}t
whose 1-coordinates indicate which distinct vectors from S this subspace contains. The function
g then transforms into a function on {0, 1}t defined by g(x) = (1−p)〈S,x〉(−p)k−〈S,x〉. We have a
measure L on {0, 1}t induced by the measure on subspaces, which is determined by the following
property: for all R ⊆ [t] holds L{x : xj = 1 ∀j ∈ R} = pr(R), where r(R) stands for r ({ui}i∈R).
With all this, we have

E
C

k∏
r=1

Zur = E
x∼L

g(x).

Let f be a function on {0, 1}t defined for R ⊆ [t] by f(R) = pr(R). Thinking of L as a function
on {0, 1}t, we have f(R) =

∑
x:R⊆x L(x). Hence, by the Möbius inversion formula for the
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boolean lattice (see e.g., [5]) we have L = µf , where µ is the Möbius function of the boolean
lattice: µ(x, y) = (−1)|y|−|x| if x is a subset of y, and 0 otherwise.

Writing 〈·, ·〉 for the inner product of functions on {0, 1}t endowed with the counting measure,
we have

E
z∼L

g(z) = 〈L, g〉 = 〈µf, g〉 =
〈
f, µtg

〉
.

Next, we compute µtg. We have(
µtg
)

(x) =
∑
z

µt(x, z)g(z) =
∑
z⊆x

(−1)|x|−|z|(1− p)〈S,z〉(−p)k−〈S,z〉 =

(−1)k+|x|pk ·
∑
z⊆x

(−1)〈S,z〉+|z|
(

1− p
p

)〈S,z〉
.

Using the fact that
∑

z⊆x
∏
i∈z αi =

∏
i∈x (1 + αi), the last expression is

(−1)k+|x|pk
∏
i∈x

(
1−

(
p− 1

p

))si
.

Hence〈
f, µtg

〉
= (−1)kpk

∑
x∈{0,1}t

(−1)|x|pr(x)
∏
i∈x

(
1−

(
p− 1

p

))si
=

(−1)kpk
∑

x∈{0,1}t
(−1)|x|pr(x)−〈S,x〉

∏
i∈x

(psi − (p− 1)si) .

Now there are two cases to consider. Let σx denote the summand corresponding to x in the
last expression. Assume first that S contains a coloop (w.l.o.g. vector number t). We claim
that in this case for all x holds σx = −σx⊕et and hence the total sum is 0. In fact, this follows
by inspection, since (clearly) st = 1 and r(x ∪ t) = r(x \ t) + 1.

Assume now that S does not contain coloops. Since by assumption p = 2−λn ≤ 2−k−1 and since
si ≥ 1 for all i ∈ [t], we have that, up to a 1+o(1) multiplicative factor,

∏
i∈x (psi − (p− 1)si) ≈∏

i∈x(−1)si+1 = (−1)〈S,x〉+|x|. So, σx ≈ (−1)kpk(−1)〈S,x〉pr(x)−〈S,x〉. In particular, σ[t] ≈ pr(S).
We claim that this is the dominant term in

∑
x∈{0,1}t σx. Specifically, we claim that σ[t] ≥

2 ·
∑

x 6=[t] |σx|. Note that showing this will complete the proof of the lemma.

Since the number of summands is smaller than 1
2p , it suffices to show that for all x 6= [t] holds

r(x)− 〈S, x〉 > r(S)− k. In fact,

(r(x)− 〈S, x〉)− (r(S)− k) =
∑
i 6∈x

si − (r(S)− r(x)).

Since r(S)− r(x) ≤ t− |x|, this can only be 0 iff si = 1 for all i 6∈ x and r(S)− r(x) = |t| − |x|.
But this means that all vectors in xc are coloops, contradicting the assumptions.

( Lemma 3.4).

This concludes the proof of Proposition 3.1 and of Proposition 1.3.
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3.2 Proof of Proposition 1.4

Assume k ≤ λn− 1. From the upper bound of Proposition 3.1, we have

E
C

(X − EX)k ≤ 2 ·
∑

S=(u1...uk)∈Lk
pr(S),

where the summation is over all sequences of vectors which contain no coloops. Note that the
rank of any such sequence is smaller than k. For 1 ≤ r ≤ k−1 letN(r) denote the number of such
sequences S with r(S) = r. Then the RHS in the last inequality is 2 ·

∑k
r=1 p

rN(r).Observe that
N(k−1) is the number of k-circuits in L. Hence (see Section 2) pk−1N(k−1) ≤ pk−1 ·E ‖Ki‖kk ≤
pk−1 · 2(ψ(k,γ)+ k

2
h(γ))·n. Therefore, to prove Proposition 1.4 it will suffice to show the following

claim.

Proposition 3.3: Let ε = min{λ,H(γ) − λ}. There exist constants cε and Cε such that for
any Cε ≤ k ≤ cεn and for any 1 ≤ r ≤ k − 2 holds

N(r) . pk−r−1 · 2(ψ(k,γ)+ k
2
h(γ))·n.

In the remainder of this section we prove Proposition 3.3. Let S = (u1...uk) be a sequence of
k vectors in {0, 1}n \ {0}, with r(S) = r. Let B = {b1, ..., br} be a basis of S, that is a subset
of r linearly independent vectors in S (which span all vectors in S). We build on a simple
observation, which we state in the following lemma.

Lemma 3.4: If S contains no coloops, then for some 1 ≤ v ≤ min{r, k−r} there are additional
v vectors x1, ..., xv in S with the following property: For 1 ≤ d ≤ v, let xd =

∑
i∈Sd bi. Then

S1, ..., Sv are non-empty subsets of [r], for all 1 ≤ d ≤ v holds Sd 6⊆ ∪d−1
i=1Si, and ∪vi=1Si = [r].

Proof: Note that each element of B participates in at least one linear dependence among the
elements of S. Let x1 be a vector in S \ B whose representation as a linear combination of
elements of B contains b1. If S1 6= [r], let 2 ≤ j ≤ r be the minimal index in [r] \ S1. Let x2

be a vector in S \B whose representation as a linear combination of elements of B contains bj ,
etc.

We proceed with a technical lemma. We write K for Ki = Kγn for notational convenience from
now on.

Lemma 3.5: Let 1 ≤ v ≤ r. Let m = r+ v. Let S1, ..., Sv be non-empty subsets of [r] with the
following property: for all 1 ≤ d ≤ v holds Sd 6⊆ ∪d−1

i=1Si, and ∪vi=1Si = [r].

Let A ⊆ Lm contain the m-tuples (x1, ..., xm) which satisfy xr+d =
∑

i∈Sd xi, d = 1, ..., v. Then
there exist integers a1, ..., av ≥ 2 with

∑v
i=1 ai = m so that

|A| ≤
v∏
i=1

E
yi
|K (yi) |ai .

In fact, the sequence {ad} is defined as follows: ad = |Sd \ ∪d−1
i=1Si|+ 1, d = 1, ..., v.
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Proof:

Viewing an m-tuple of vectors x1, ..., xm in {0, 1}n as rows of an m×n binary matrix x̄, let the
columns of this matrix be denoted by c1 (x̄) , ..., cn (x̄). Let M be the following r ×m binary
matrix: The first r columns of M form an r× r identity matrix, and for 1 ≤ d ≤ v, the column
r + d is the characteristic vector of the set Sd. Let C ⊆ {0, 1}m be the linear code generated
by the rows of M . The rows of M are linearly independent, and hence dim(C) = r.

Observe that

A =
{
x̄ = (x1, ..., xm) ∈ Lm, cj (x̄) ∈ C, j = 1, ..., n

}
Let

B =
{
x̄ = (x1, ..., xm) ∈ ({0, 1}n)m , cj (x̄) ∈ C, j = 1, ..., n

}
.

Note that A = B ∩ Lm.

Let

B∗ =
{
ȳ = (y1, ..., ym) ∈ ({0, 1}n)m , Mcj (ȳ) = 0, j = 1, ..., n

}
We need an auxiliary lemma.

Lemma 3.6: Let y1, ..., ym ∈ {0, 1}n. Then

∑
(x1,...,xm)∈B

m∏
i=1

wxi (yi) =

{
2rn if (y1, ..., ym) ∈ B∗
0 otherwise

Proof: (of Lemma 3.6)

Identifying ({0, 1}n)m with {0, 1}mn, we view x̄ = (x1, ..., xm) , ȳ = (y1, ..., ym) as points in
{0, 1}mn, and then

∏m
i=1wxi (yi) = wȳ (x̄). Note that in this identification B becomes an (rn)-

dimensional linear subspace of {0, 1}mn, and B∗ becomes its dual, and we have (see Section 2)

∑
(x1,...,xm)∈B

m∏
i=1

wxi (yi) =
∑
x̄∈B

wȳ (x̄) = 2mn · 1̂B (ȳ) =

{
2rn if ȳ ∈ B⊥
0 otherwise

=

{
2rn if (y1, ..., ym) ∈ B∗
0 otherwise

(Lemma 3.6)

We continue with the proof of Lemma 3.5. Since K =
∑

z∈Lwz (see Section 2), for any
x ∈ {0, 1}n holds Ey∈{0,1}n wx(y)K(y) = 1x∈L. Hence, we have, using Lemma 3.6 in the last
step,

|A| =
∑

(x1,...,xm)∈B

m∏
i=1

E
yi
wxi (yi)Ki (yi) =

∑
(x1,...,xm)∈B

E
y1,...,ym

m∏
i=1

K (yi)
m∏
i=1

wxi (yi) =

9



E
y1,...,ym

m∏
i=1

K (yi)
∑

(x1,...,xm)∈B

m∏
i=1

wxi (yi) = 2−vn
∑

(y1,...,ym)∈B∗

m∏
i=1

K (yi)

Consider the last expression. Let M∗ be the following generating matrix of C⊥. It is a v ×m
binary matrix whose first r columns form a v × r matrix whose rows are the characteristic
vectors of the sets S1, ..., Sv. The remaining v columns form a v × v identity matrix. Let the
subsets of [v] corresponding to the first r columns of M∗ be denoted by T1, ..., Tr. Observe that

2−vn
∑

(y1,...,ym)∈B∗

m∏
i=1

K (yi) = E
y1,...,yv∈{0,1}n

v∏
i=1

K (yi)

r∏
j=1

K

∑
i∈Tj

yi

 .

For 1 ≤ d ≤ v, set Rd = Sd \ ∪d−1
i=1Si. Note that the sets R1...Rv are non-empty and they

partition [r]. Note also that the sets {Tj}j∈Rd are subsets of {d, ..., v} and they all contain d.
We have

E
y1,...,yv

v∏
i=1

K (yi)

r∏
j=1

K

∑
i∈Tj

yi

 ≤

E
y1,...,yv

v∏
i=1

|K| (yi)
r∏
j=1

|K|

∑
i∈Tj

yi

 =

E
yv
|K| (yv)·

∏
j∈Rv

|K|

∑
i∈Tj

yi

· E
yv−1

|K| (yv−1)·
∏

j∈Rv−1

|K|

∑
i∈Tj

yi

 · · · E
y1
|K| (y1)·

∏
j∈R1

|K|

∑
i∈Tj

yi


Consider the expectation Eyd |K| (yd) ·

∏
j∈Rd |K|

(∑
i∈Tj yi

)
, for fixed yd+1, ..., yv. Note that

this is the expectation of a product of ad = |Rd|+ 1 = |Sd \ ∪d−1
i=1Si|+ 1 functions f1, ..., fad of

yd, each of which is a rearrangement of |K|. By Hölder’s inequality we have

E
yd
f1 · · · fad ≤

ad∏
j=1

‖fj‖ad = ‖K‖adad = E
yd
|K (yd) |ad .

Since this holds for all 1 ≤ d ≤ v, we have

E
yv
|K| (yv)·

∏
j∈Rv

|K|

∑
i∈Tj

yi

· E
yv−1

|K| (yv−1)·
∏

j∈Rv−1

|K|

∑
i∈Tj

yi

 · · · E
y1
|K| (y1)·

∏
j∈R1

|K|

∑
i∈Tj

yi

 ≤
v∏
i=1

E
yi
|K (yi) |ai ,

completing the proof of the lemma.

(Lemma 3.5)
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We can now complete the proof of Proposition 3.3. Fix 1 ≤ r ≤ k − 2. Let S = (u1, ..., uk) be
a sequence of vectors in L of rank r and with no coloops. This sequence is determined fully if
we provide the following information: A subset B of r vectors in S which is a basis of S, an
integer 1 ≤ v ≤ min{r, k− r}, a subset V of S \B of cardinality v which satisfies the conditions
of Lemma 3.4; and given that, we describe the remaining k − r − v vectors in S.

There are
(
k
r

)
ways to choose the location of the subset B,

(
k−r
v

)
· v! ways to describe the

location and the ordering of vectors in V . Then we need to choose the sets S1, ..., Sv described
in Lemma 3.4. The number of such sets is at most 2rv. Provided this information, the number
of possible (r+ v)-tuples of vectors in B ∪V is bounded, by Lemma 3.5, by

∏v
i=1 Eyi |K (yi) |ai ,

where a1, ..., av are determined by S1, ..., Sv. Given such an (r + v)-tuple of vectors in B ∪ V ,
the remaining k− r− v vectors in S can be chosen in at most 2r(k−r−v) ways (since they belong
to the span of B).

Let M(r, v) = max(a1,...,av)

∏v
i=1 Eyi |K (yi) |ai , where the maximum is taken over all possible

integer v-tuples a1, ..., av which satisfy ad ≥ 2 for all 1 ≤ d ≤ v and
∑v

d=1 ad = r+v. Altogether,
we get

N(r) ≤
min{r,k−r}∑

v=1

M(r, v) ·min{r, k − r} ·
(
k

r

)
·
((

k − r
v

)
· v!

)
· 2rv · 2r(k−r−v) ≤

max
v

{
M(r, v)

}
·n·kmin{r,k−r}·(k−r)min{r,k−r}·2r(k−r) ≤ max

v

{
M(r, v)

}
·n2 min{r,k−r}+1·2r(k−r).

We need to show that, up to lower order terms, this is at most pk−r−1 ·2(ψ(k,γ)+ k
2
h(γ))·n. Passing

to exponents, it suffices to show that for any 1 ≤ v ≤ min{r, k − r}

1

n
· log2(M(r, v))+

2 min{r, k − r}+ 1

n
· log2(n)+

r(k − r)
n

≤ ψ (k, γ)+
k

2
h(γ)− (k−r−1)λ.

We refer to Section 2 for facts about the function ψ used in the following argument.

First, we upperbound M(r, v). Let a1, ..., av satisfy ad ≥ 2 for all 1 ≤ d ≤ v and
∑v

d=1 ad = r+v.
Then

1

n
log2

(
v∏
i=1

E
yi
|K (yi) |ai

)
≤

v∑
i=1

(
ψ (ai, γ) +

ai
2
h(γ)

)
=

v∑
i=1

ψ (ai, γ) +
r + v

2
h(γ).

Using the fact that ψ(a,γ)
a−2 increases in a for a > 2, we have that

∑v
i=1 ψ (ai, γ) ≤ r−v

k−2 · ψ(k, γ).

Hence 1
n log2(M(r, v)) ≤ r−v

k−2 · ψ(k, γ) + r+v
2 h(γ). Therefore, it suffices to show that

2 min{r, k − r}+ 1

n
·log2(n)+

r(k − r)
n

≤ k − r + v − 2

k − 2
·ψ(k, γ)+

k − r − v
2

·h(γ)−(k−r−1)λ.

We now use the fact that ψ(k, γ) ≥ k
2 · h(γ)− 1 = k−2

2 · h(γ)− (1− h(γ)). Substituting in the
above expression, we need to show that

2 min{r, k − r}+ 1

n
· log2(n)+

r(k − r)
n

+
k − r + v − 2

k − 2
·(1−h(γ)) ≤ (k−r−1) ·(h(γ)− λ) .
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Recall that h(γ) − λ ≥ ε, for a positive absolute constant ε. It is easy to see that there exist
constants cε and Cε such that for sufficiently large n and Cε ≤ k ≤ cεn each of the three
summands on the LHS is upperbounded by k−r−1

3 · ε, completing the proof of the proposition.
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