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Abstract

In this paper we present a new method for estimating the optical transmission in hazy scenes given a single input image. Based on this estimation, the scattered light is eliminated to increase scene visibility and recover haze-free scene contrasts. In this new approach we formulate a refined image formation model that accounts for surface shading in addition to the transmission function. This allows us to resolve ambiguities in the data by searching for a solution in which the resulting shading and transmission functions are locally statistically uncorrelated. A similar principle is used to estimate the color of the haze. Results demonstrate the new method abilities to remove the haze layer as well as provide a reliable transmission estimate which can be used for additional applications such as image refocusing and novel view synthesis.
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1 Introduction

In almost every practical scenario the light reflected from a surface is scattered in the atmosphere before it reaches the camera. This is due to the presence of aerosols such as dust, mist, and fumes which deflect light from its original course of propagation. In long distance photography or foggy scenes, this process has a substantial effect on the image in which contrasts are reduced and surface colors become faint. Such degraded photographs often lack visual vividness and appeal, and moreover, they offer a poor visibility of the scene contents. This effect may be an annoyance to amateur, commercial, and artistic photographers as well as undermine the quality of underwater and aerial photography. This may also be the case for satellite imaging which is used for many purposes including cartography and web mapping, land-use planning, archeology, and environmental studies.

As we shall describe shortly in more detail, in this process light, which should have propagated in straight lines, is scattered and replaced by previously scattered light, called the airlight [Koschmieder 1924]. This results in a multiplicative loss of image contrasts as well as an additive term due to this uniform light. In Section 3 we describe the model that is commonly used to formalize the image formation in the presence of haze. In this model, the degraded image is factored into a sum of two components: the airlight contribution and the unknown surface radiance. Algebraically these two, three-channel color vectors, are convexly combined by the transmission coefficient which is a scalar specifying the visibility at each pixel. Recovering a haze-free image requires us to determine the three surface color values as well as the transmission value at every pixel. Since the input image provides us three equations per pixel, the system is ambiguous and we cannot determine the transmission values. In Section 3 we give a formal description of this ambiguity, but intuitively it follows from our inability to answer the following question based on a single image: are we looking at a deep red surface through a thick white medium, or is it a faint red surface seen at a close range or through a clear medium. In the general case this ambiguity, which we refer to as the airlight-albedo ambiguity, holds for every pixel and can not be resolved independently at each pixel given a single input image.

In this paper we present a new method for recovering a haze-free image given a single photograph as an input. We achieve this by interpreting the image through a model that accounts for surface shading in addition to the scene transmission. Based on this refined image formation model, the image is broken into regions of a constant albedo and the airlight-albedo ambiguity is resolved by de-
riving an additional constraint that requires the surface shading and medium transmission functions to be locally statistically uncorrelated. This requires the shading component to vary significantly compared to the noise present in the image. We use a graphical model to propagate the solution to pixels in which the signal-to-noise ratio falls below an admissible level that we derive analytically in the Appendix. The airlight color is also estimated using this uncorrelation principle. This new method is passive; it does not require multiple images of the scene, any light-blocking based polarization, any form of scene depth information, or any specialized sensors or hardware. The new method has the minimal requirement of a single image acquired by an ordinary consumer camera. Also it does not assume the haze layer to be smooth in space, i.e., discontinuities in the scene depth or medium thickness are permitted. As shown in Figure 1, despite the challenges this problem poses, this new method achieves a significant reduction of the airlight and restores the contrasts of complex scenes. Based on the recovered transmission values we can estimate scene depths and use them for other applications that we describe in the Section 8.

This papers is organized as follows. We begin by reviewing existing works on image restoration and haze removal. In Section 3 we present the image degradation model due to the presence of haze in the scene, and in Section 4 we present the core idea behind our new approach for the restricted case of images consisting of a single albedo. We then extend our solution to images with multi-albedo surfaces in Section 6, and report the results in Section 8 as well as compare it with alternative methods. In Section 9 we summarize our approach and discuss its limitations.

2 Previous Work

In the context of computational photography there is an increasing focus on developing methods that restore images as well as extracting other quantities at minimal requirements in terms of input data, user intervention, and sophistication of the acquisition hardware. Examples are recovery of an all-focus image and depth map using a simple modification to the camera’s aperture in [Levin et al. 2007]. A similar modification is used in [Veeraraghavan et al. 2007] to reconstruct the 4D light field of a scene from a 2D camera. Given two images, one noisy and the other blurry, a deblurring method with a reduced amount of ringing artifacts is described in [Yuan et al. 2007]. Resolution enhancement with native-resolution edge sharpness based on a single input image is described in [Fattal 2007]. In [Liu et al. 2006] intensity-dependent noise levels are estimated from a single image using Bayesian inference.

Image dehazing is a very challenging problem and most of the papers addressing it assume some form of additional data on top of the degraded photograph itself. In [Tan and Oakley 2000] assuming the scene depth is given, atmospheric effects are removed from terrain images taken by a forward-looking airborne camera. In [Schechner et al. 2001] polarized haze effects are removed given two photographs. The camera must be identically positioned in the scene and an attached polarization filter is set to a different angle for each photograph. This gives images that differ only in the magnitude of the polarized haze light component. Using some estimate for the degree of polarization, a parameter describing this difference in magnitudes, the polarized haze light is removed. In [Shwartz et al. 2006] this parameter is estimated automatically by assuming that the higher spatial-bands of the direct transmission, the surface radiance reaching the camera, and the polarized haze contribution are uncorrelated. We use a similar but more refined principle to separate the image into different components. These methods remove the polarized component of the haze light and provide impressive results. However in situations of fog or dense haze the polarized light is not the major source of the degradation and may also be too weak to undermine the stability of these methods. In [Schechner and Averbuch 2007] the authors describe a regularization mecha-

nism, based on the transmission, for suppressing the noise amplification involved with dehazing. A user interactive tool for removing weather effects is described in [Narasimhan and Nayar 2003]. This method requires the user to indicate regions that are heavily affected by weather and ones that are not, or to provide some coarse depth information. In [Nayar and Narasimhan 1999] the scene structure is estimated from multiple images of the scene with and without haze effects under the assumption that the surface radiance is unchanged.

In [Oakley and Bu 2007] the airlight is assumed to be constant over the entire image and is estimated given a single image. This is done based on the observation that in natural images the local sample mean of pixel intensities is proportional to the standard deviation. In a very recent work [Tan 2008] image contrasts are restored from a single input image by maximizing the contrasts of the direct transmission while assuming a smooth layer of airlight. This method generates compelling results with enhanced scene contrasts, yet may produce some halos near depth discontinuities in scene.

Atmospheric haze effects also appear in environmental photography based on remote sensing systems. A multi-spectral imaging sensor called the Thematic Mapper is installed on the Landsats satellites and captures six bands of Earth’s reflected light. The resulting images are often contaminated by the presence of semi-transparent clouds and layers of aerosol that degrade the quality of these readings. Several image-based strategies are proposed to remove these effects. The dark-object subtraction [Chavez 1988] method subtracts a constant value, corresponding to the darkest object in the scene, from each band. These values are determined according to the offsets in the intensity histograms and are picked manually. This method also assumes a uniform haze layer across the image. In [Zhang et al. 2002] this process is automated and refined by calculating a haze-optimized transform based on two of the bands that are particularly sensitive to the presence of haze. In [Du et al. 2002] haze effects are assumed to reside in the lower part of the spatial spectrum and are eliminated by replacing the data in this part of the spectrum with one taken from a reference haze-free image.

General contrast enhancement can be obtained by tonemapping techniques. One family of such operators depends only on pixels values and ignores the spatial relations. This includes linear mapping; histogram stretching and equalization, and gamma correction, which are all commonly found in standard commercial image editing software. A more sophisticated tone reproduction operator is described in [Larson et al. 1997] in the context of rendering high-dynamic range images. In general scenes, the optical thickness of haze varies across the image and affects the values differently at each pixel. Since these methods perform the same operation across the entire image, they are limited in their ability to remove the haze effect. Contrast enhancement that amplifies local variations in intensity can be found in different techniques such as the Laplacian pyramid [Rahman et al. 1996], wavelet decomposition [Lu and Jr. 1994], single scale unsharp-mask filter [Wikipedia 2007], and the multi-scale bilateral filter [Fattal et al. 2007]. As mentioned earlier and discusses below, the haze effect is both multiplicative as well as additive since the pixels are averaged together with a constant, the airlight. This additive offset is not properly canceled by these procedures which amplify high-band image components in a multiplicative manner.

Photographic filters are optical accessories inserted into the optical path of the camera. They can be used to reduce haze effects as they block the polarized sunlight reflected by air molecules and other small dust particles. In case of moderately thick media the electric field is re-randomized due to multiple scattering of the light limiting the effect of these filters [Schechner et al. 2001].
3 Image Degradation Model

Light passing through a scattering medium is attenuated along its original course and is distributed to other directions. This process is commonly modeled mathematically by assuming that along short distances there is a linear relation between the fraction of light deflected and the distance traveled. More formally, along infinitesimally short distances \( dr \) the fraction of light absorbed is given by \( \beta dr \) where \( \beta \) is the medium extinction coefficient due to light scattering. Integrating this process along a ray emerging from the viewer, in the case of a spatially varying scattering, gives

\[
t = \exp\left( -\int_0^d \beta(r(s))ds \right),
\]

where \( r \) is an arc-length parametrization of the ray. The fraction \( t \) is called the transmission and expresses the relative portion of light that managed to survive the entire path between the observer and a surface point in the scene, at \( r(d) \), without being scattered. In the absence of black-body radiation the process of light scattering conserves energy, meaning that the fraction of light scattered from any particular direction is replaced by the same fraction of light scattered from all other directions. The equation that expresses this conservation law is known as the Radiative Transport Equation [Koschmieder 1924] or also as the veiling light, can be used to approximate the true in-scattering term in the full radiative transport equation to achieve the following simpler image formation model

\[
I(x) = t(x)J(x) + (1 - t(x))A,
\]

where this equation is defined on the three RGB color channels. \( J \) stands for the observed image, \( A \) is the airlight color vector, \( J \) is the surface radiance vector at the intersection point of the scene and the real-world ray corresponding to the pixel \( x = (x,y) \), and \( t(x) \) is the transmission along that ray. This degradation model is commonly used to describe the image formation in the presence of haze [Chavez 1988; Nayar and Narasimhan 1999; Narasimhan and Nayar 2000; Schechner et al. 2001; Narasimhan and Nayar 2003; Shwartz et al. 2006]. Similar to the goal of these works, we are interested here in recovering \( J \) which is an image showing the scene through a clear haze-free medium. By that we do not eliminate other effects, the haze may have on the scene, such as a change in overall illumination which in turn affects the radiant emittance. Also, we assume that the input image \( I \) is given in the true scene radiance values. These radiance maps can be recovered by extracting the camera raw data or inverting the overall acquisition response curve, as described in [Debevec and Malik 1997].

This model (2) explains the loss of contrasts due to haze as the result of averaging the image with a constant color \( A \). If we measure the contrasts in the image as the magnitude of its gradient field, a scene \( J \) seen through a uniform medium with \( t(x) = t < 1 \) gives us

\[
\|\nabla I\| = \|t\nabla J(x) + (1 - t)\nabla A\| = t\|\nabla J(x)\| < \|\nabla J(x)\|.
\]

4 Constant Albedo Images

The airlight-albedo ambiguity exists in each pixel independently and gives rise to a large number of undetermined degrees of freedom. To reduce the amount of this indeterminateness, we simplify the image locally by relating nearby pixels together. This is done in two steps which we describe next. In the first step we model the unknown image \( J \) as a pixelwise product of surface albedo coefficients and a shading factor, \( Rl \), where \( R \) is a three-channel RGB vector of surface reflectance coefficients and \( l \) is a scalar describing the light reflected from the surface. We use this refined model to simplify the image by assuming that \( R(x) \) is piecewise constant. In this section we consider one of these localized sets of pixels \( x \in \Omega \) that share the same surface albedo, i.e., pixels in which \( R(x) = R \) for some constant vector \( R \). At these pixels, the standard image formation model (2) becomes

\[
I(x) = t(x)l(x)R + (1 - t(x))A.
\]

Instead of having three unknowns per pixel in \( J(x) \), we now have only one unknown \( l(x) \) and \( t(x) \) per pixel plus another three constants in \( R \). We proceed by breaking \( R \) into a sum of two components, one parallel to the airlight \( A \) and a residual vector \( R' \) that lies in the linear sub-space which is orthogonal to the airlight, \( R' \in A^\perp \). In terms of these normalized components, the equation above becomes

\[
I(x) = t(x)l'(x)(R'||\nabla R'||\eta) + (1 - t(x))A,
\]

where \( l' = \|R'||l \) and \( \eta = (R.A)/(\|R'||\|A\|) \) measuring the component that is mutual to the surface albedo and the airlight. By \( \langle \cdot, \cdot \rangle \) we denote the standard three-dimensional dot product in the RGB space. In order to obtain independent equations, we project the input image along the airlight vector, which results in a scalar given by

\[
I_A(x) = \langle I(x), A\rangle/\|A\| = t(x)l'(x)\eta + (1 - t(x))\|A\|,
\]

and project along \( R' \), which equals to the norm of the residual that lies within \( A^\perp \), i.e.,

\[
I_{R'}(x) = \sqrt{\|I(x)\|^2 - I_A(x)^2} = t(x)l'(x).
\]

The transmission \( t \) can then be written in terms of these two quantities as

\[
t(x) = 1 - (I_A(x) - \eta I_{R'}(x))/\|A\|.
\]

In this equation the airlight-albedo ambiguity is made explicit; assuming for the moment that we have some estimate for the airlight vector \( A \), the image components \( I_A(x) \) and \( I_{R'}(x) \) give us two constraints per pixel \( x \in \Omega \) while we have two unknowns per pixel \( l(x) \) and \( t(x) \) plus an additional unknown constant \( \eta \). A third equation cannot be obtained from \( I \) since, according to our model, any vector in \( A^\perp \) yields the same equation as \( I_{R'} \). Thus, this model (5) reduces the pointwise ambiguity into a problem of determining a single scalar \( \eta \) for all \( x \in \Omega \). Finding this number, that expresses the amount of airlight in \( R' \), allows us to recover the transmission from (8) and ultimately the output image \( J \) according to (2).

Now we are ready to present the key idea which we use to resolve the airlight-albedo ambiguity in this reduced form. The transmission \( t \) depends on the scene depth and the density of the haze, \( \beta \), while the shading \( l \) depends on the illumination in the scene, surface reflectance properties, and scene geometry. Therefore it is reasonable to expect that the object shading function \( f \) and the scene transmission \( t \) do not exhibit a simple local relation. This leads us to the assumption that the two functions are statistically uncorrelated over \( \Omega \), meaning that \( C_{lt}(t,l) = 0 \), where the sample covariance \( C_{lt} \) is estimated in the usual way

\[
C_{lt}(f,g) = \langle \Omega; \langle f(x) - E_{lt}(f) \rangle(g(x) - E_{lt}(g)) \rangle,
\]

and the mean by

\[
E_{lt}(f) = \langle \Omega; f(x) \rangle.
\]
A simpler formulation is obtained by expressing this lack of correlation between $t$ and $1/t$ instead, where the latter is given by

$$
(l'(x))^{-1} = \left(1 - (l_A(x) - \eta l_E(x))/∥A∥\right)/l_E(x) \\
= 1 - l_A(x)/∥A∥ + \eta/∥A∥.
$$

(11)

If we define a new variable

$$
h(x) = (∥A∥ - l_A)/l_E,
$$

(12)

substitute (8) and (11) into the covariance operator, and extract $\eta$, we finally get that

$$
\eta = \frac{C_0(l_A, h)}{C_0(l_E, h)}.
$$

(13)

This function is easily computed given the input image and, as explained earlier, $\eta$ allows us to compute the transmission from (8) and recover the unknown image $J$ according to (2). The procedure described here is, in essence, an independent component analysis [Hyvärinen and Oja 2000]. Unlike certain models, equation (13) fully determines $\eta$ and decorrelates $l$ and $t$. This is true as long as the denominator $C_0(l_E, h)$ is non-zero, which we describe how this is ensured in the next section. As we mentioned in the beginning, independent component analysis is used in [Shwartz et al. 2006] proposed an automated method to estimate the noise variance $\sigma^2$ to be less than the three components of $1/10$ and also less than $l_E/6$ which is the haze-free component of the input. These are basic signal-to-noise requirements stating that data must be available and that pixels which are too opaque, compared to $\sigma$, contain little or no information about $J$. The second condition requires the variance of the noise term $\xi_{\eta}$ to be less than $(C_0(l_E, h)/5)^2$, where $\xi_{\eta}$ is the noise present in $C_0(l_E, h)$ which is defined in the Appendix. This condition breaks down when $|\xi_\eta|$ is too small and there is not enough averaging to reduce the variance in $\xi_{\eta}$ or when there is not enough variation in $l$ which appears both in $l_E$ and $h$. Intuitively, these conditions ensure the stability of the statistics $E_\eta$ and $C_0$ over $\Omega$ and the availability of enough multiplicative variation in $l_E$ which is needed to resolve airlight-albedo ambiguity. These conditions are essential to the way we make our predictions and are explicitly quantified by this noise model.

By the above we do not mean to justify or assume that any of these conditions actually hold. On the contrary, every pixel that does not meet these error estimation criteria is omitted. And as the discussion above suggests, these pixels are discarded for not containing a reliable information on top of violating conditions needed to evaluate the error they contain. We denote the set of these discarded pixels by $B$. As we show in the Appendix, the estimate of $t$ at the rest of the pixels $x \notin B$ contains zero-mean Gaussian noise with a variance $\sigma^2_\eta$, defined in the Appendix. This error estimate is used in the next section to extrapolate $t$ for all $x$, needed for computing the output image $I$, when we extend our approach to handle images with multiple albedo values.

Along the derivation of the error estimate, given in detail in the Appendix, several conditions which allow us to truncate Taylor expansions are assumed to hold. Here we list these conditions and briefly explain why we believe that they are truly unavoidable and not merely artificial byproducts of the error formulation or analysis. The first condition requires the noise variance $\sigma^2$ to be less than the three components of $1/10$ and also less than $l_E/6$ which is the haze-free component of the input. This is ensured in the next section. As we mentioned in the beginning, independent component analysis is used in [Shwartz et al. 2006] proposed an automated method to estimate the noise variance $\sigma^2$ to be less than the three components of $1/10$ and also less than $l_E/6$ which is the haze-free component of the input. These are basic signal-to-noise requirements stating that data must be available and that pixels which are too opaque, compared to $\sigma$, contain little or no information about $J$. The second condition requires the variance of the noise term $\xi_{\eta}$ to be less than $(C_0(l_E, h)/5)^2$, where $\xi_{\eta}$ is the noise present in $C_0(l_E, h)$ which is defined in the Appendix. This condition breaks down when $|\xi_\eta|$ is too small and there is not enough averaging to reduce the variance in $\xi_{\eta}$ or when there is not enough variation in $l$ which appears both in $l_E$ and $h$. Intuitively, these conditions ensure the stability of the statistics $E_\eta$ and $C_0$ over $\Omega$ and the availability of enough multiplicative variation in $l_E$ which is needed to resolve airlight-albedo ambiguity. These conditions are essential to the way we make our predictions and are explicitly quantified by this noise model.

By the above we do not mean to justify or assume that any of these conditions actually hold. On the contrary, every pixel that does not meet these error estimation criteria is omitted. And as the discussion above suggests, these pixels are discarded for not containing a reliable information on top of violating conditions needed to evaluate the error they contain. We denote the set of these discarded pixels by $B$. As we show in the Appendix, the estimate of $t$ at the rest of the pixels $x \notin B$ contains zero-mean Gaussian noise with a variance $\sigma^2_\eta$, defined in the Appendix. This error estimate is used in the next section to extrapolate $t$ for all $x$, needed for computing the output image $I$, when we extend our approach to handle images with multiple albedo values.

5 Noise Estimation

Unfortunately no measurement comes free of noise, including the input image $I$. This error or lack of data in the input plays a critical role in this inverse problem of recovering a faint signal masked by haze. This noise introduces an uncertainty into the estimation of $\eta$ by (13) and therefore into $t$ as given by (8). In order to use the estimated transmission later, with the right amount of confidence, we must be able to assess the amount of error it contains. This is done by modeling the error present in $I$ as an additive white Gaussian noise. More specifically, we assume that $I = I + \xi$, where $\xi$ is a three dimensional vector of random Gaussian variables, which is independent both componentwise and pixelwise, with zero mean and variance $\sigma^2_\xi$. In the Appendix we follow the propagation of $\xi$, starting from $I$ through the calculation of $\eta$ up to $t$, and obtain an expression that is linear in $\xi$. This linearity means that at the end we are left again with a Gaussian noise whose variance $\sigma^2_\xi$ can be computed. In the next section we describe how this information is factored into the estimation of the final $t$.

If $X$ and $Y$ are two independent random variables then so are $f(X)$ and $g(Y)$ for every pair of continuous functions $f$ and $g$.

6 Multi-Albedo Images

In the previous section we considered the restricted case in which we assume that all the pixels correspond to the same surface, i.e., a constant albedo value $R(x) = R$, and hence result in a constant airlight-albedo mutual component $\eta$. In order to handle general images, containing surfaces with different reflectance values, we perform these evaluations on a pixel basis using robust estimators defined on neighboring pixels. For that we relate pixels based on their similarity in albedo using the following shading and airlight invariant measure. We compute a naive haze-free image by $I' = I - A l_A/∥A∥$ (which may contain negative values) and project

Figure 2: Synthetic example. Left to right are: the input image, the recovered transmission $t$ and shading $l$, and the recovered $J$. The last three image show the results obtained using a wrong $\eta$, where the correlation between $t$ and $l$ is apparent.
We can apply the principle of uncorrelation, described in Section 4, once again in order to estimate the airlight color vector $A$. One possibility is to restrict to small windows of constant albedo and search for a vector $A$ that yields the least correlated $t$ and $l$. This is based on a requirement for consistency between the equations derived and the input pixels; the airlight vector used in equations (8), (11), and (12) must be identical to the airlight present in the input pixels so that the $t$ and $l$ resulting from our computations will indeed be uncorrelated. If this is not the case the $\eta$ computed from (13) and meant to achieve zero correlation, is meaningless. Thus given an initial guess for $A$, we minimize $C(J, t)^T$ by updating $A$’s components using the steepest descent method. This process is done only within small windows of 24-by-24 pixels and takes a few seconds to perform. Similarly to [Narasimhan and Nayar 2003], the most haze-opaque pixel can be used as an initial guess.

This three-dimensional minimization can be reduced to a one-dimensional search if two or more regions that correspond to different but uniform albedos are selected. As indicated by (4), in such regions all the pixels lay within a two-dimensional linear sub-space spanned by the vectors $R$ and $A$. A principal component analysis will not extract the directions of these vectors since their coefficients $t$ and $\lambda$ are not independent. Nevertheless, we use this analysis in order to find the sub-spaces themselves by omitting the least-active component of the three. This is applied in each of the given regions, indexed by $t$, and we denote the two spanning components by $v^t_1$ and $v^t_2$. Since we expect $A$ to be contained in each of these sub-spaces, its direction can be recovered by intersecting these planes. We do this by searching for a vector with the highest projection onto all these sub-spaces, i.e.,

$$
\max_A \sum_i (A, v^t_i)^2 + (A, v^t_2)^2 \text{ such that } ||A||^2 = 1.
$$

The solution to this problem, according to the Lagrange-multipliers rule, is given by the eigenvector that corresponds to the highest eigenvalue of the 3-by-3 matrix given by $\sum_i (v^t_i)^T + (v^t_2)^T$. The search described above, where we minimize $C(J, t)^T$, can now be used to find the magnitude of $A$. This is a one-dimensional optimization problem which we solve using a naive search and takes less than one second.

8 Results

In Figure 3 we show an input image and the output produced by our approach. We also show the scene depth values computed by $d = -\log t/\beta$ which follows from (1) when assuming a spatially-uniform extinction coefficient $\beta(\mathbf{r}) = \beta$. These depth values are defined up to an unknown multiplicative constant $1/\beta$. In Figure 1 we show the result for a more complicated image with surfaces of distinct albedos. As mentioned earlier, aerial and underwater photography are also prone to scattering artifacts, and in Figure 5 we show the results obtained by the dark-object subtraction method [Chavez 1988].

In Figure 7 we compare our method with existing techniques. The result obtained by our method given the best-polarized image from [Schechter et al. 2001] is comparable to the ones they obtain using two registered and differently polarized images. The results obtained by the dark-object subtraction method [Chavez 1988] shown in this figure correspond to two different choices of dark object values. The outcome depends greatly on this choice and demonstrates the limited ability of this method to cope with images that contain multiple layers of haze depth. Tonemapping methods such as histogram equalization and gamma correction achieve some enhancement of contrast, yet most of the additive airlight component remains unchanged. The same is true for filtering-based enhancement such as unsharp masking and the multi-scale bilateral filter [Fattal et al. 2007].

In Figure 8 we show the results on a real scene where the ground-truth solution is known. This example is synthesized from an image and its corresponding disparity map which we used to create the scene transmission. This image is taken from [Hirschmuller and...

Figure 4: Random graph model illustrated in 1D. This model links the unknown transmission variables $t$ to the estimated values $\hat{t}$ as well as to neighboring ones. Unreliable pixels for which we cannot assess the error are not linked. The airlight image $f_A$, from which the spatial dependencies are derived, is depicted by the lower blue strip.
Scharstein 2007]. The result is overall quite satisfactory yet shows some inaccuracies. The mean absolute error in transmission and haze-free image $f$ are both less than 7%. In another test, shown in Figure 9, we show two images: left image has its middle square masked by a thicker haze, and in the right image the square is slightly brighter exactly in the direction of the airlight. It is hard to tell this difference visually, yet the method is able to disambiguate the two scenarios and provide near perfect decompositions.

**Additional Applications.** We use the predicted transmission function $t(x)$ for other applications on top of haze removal. In Figure 6 we show an image simulating a denser medium by multiplying the extinction coefficient $\beta$ by a factor of $\lambda = 2$. According to (1) this is achieved by applying the following simple power law transformation of the transmission values

$$e^{-\int \lambda \beta(s) ds} = e^{-\lambda \int \beta(s) ds} = \left( e^{-\int \beta(s) ds} \right)^{\lambda} = t^\lambda.$$  

(19)

In this figure we also show a scene rendered with an altered haze layer, where the fog layer is modulated by random noise at different scales and recolored.

Estimated depth maps are shown in figures 1 and 3. Based on these maps we change the viewpoint and arbitrarily refocus the image, as shown in Figure 6. Animated examples of these effects are shown in the supplementary video, which contains more examples and offers a better viewing experience.

We implemented our method in C++ and it takes it about 35 seconds to process a 512-by-512 pixel image on a 1.6GHz Intel Pentium Dual-Core Processor.

**9 Conclusions**

We presented a new method for estimating the transmission in hazy scenes based on minimal input, a single image. This new approach is physically sound and relies only on the assumption that the transmission and surface shading are locally uncorrelated. The use of robust statistics allows us to cope with complicated scenes containing different surface albedos and the use of an implicit graphical model makes it possible to extrapolate the solution to pixels where no reliable estimate is available. Despite the challenges in resolving the ambiguities involved in this problem, the images produced by this method offer a lucid view of the scene and regain contrast that is typical to haze-free scenes.

In its essence this method solves a non-linear inverse problem and therefore its performance greatly depends on the quality of the input data. We derive an estimation for the noise present in the input and use statistical extrapolation to cope with large errors. Nevertheless, insufficient signal-to-noise ratio or the absence of multiplicative variation in significant portions of the image will cause our method to fail. These scenarios are easy to find and in Figure 10 we
show one such example. Also, when too few pixels are available
the accuracy of the statistical estimation is undermined such as in
the case of the white flowers in Figure 1.

Haze removal from images provides a clearer view of the scene,
but we do not regard it as a default preference. On the contrary,
the presence of haze can be desired for many reasons, for example
it is known to be an important monocular depth cue [Coon 2005].
Painters use a technique called atmospheric perspective where they
wash out regions of the painting using white paint to create an illu-
sion of depth.

Recent theories of perceptual transparency [Singh and Anderson
2002] suggest that we, the human observers, perceive the medium
transmission based on the contrast ratio of a pattern seen through a
semi-transparent filter and through a clear medium. Although we
do not assume here that any haze-free data is available to us, we
also rely on variations in surface shading in order to disambiguate
and require a significant $C(I_h, h)$.

Atmospheric scattering causes some amount of blurriness in the
captured image [Grewe and Brooks 1998]. As a future work we
intend to investigate the possibility of incorporating a debluring
mechanism that is regulated by our estimated transmission. This
idea can be pushed even further where the blurriness itself is used
as an additional source of information when estimating the trans-
nmission function.
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Appendix: Derivation of the Noise Estimates

Here we derive our estimation for the noise present in the transmission \( t \), given by (8). As described in Section 5, this analysis is based on modeling the noise present in the input data \( I \) as an additive white Gaussian noise with zero mean and variance \( \sigma^2 \), given by

\[ I = I + \xi, \]

where \( I \) is the true image and the noise \( \xi \) is a three-dimensional vector (corresponding to the RGB color channels) with each component at each pixel being an independent Gaussian variable \( \xi \sim N(0, \sigma^2) \). This breaks \( I_\lambda \) into signal and noise terms,

\[ I_\lambda = (I + \xi, A)/||A|| = I_\lambda + \xi_\lambda, \]

with \( I_\lambda = (I, A)/||A|| \) and \( \xi_\lambda = (\xi, A)/||A|| \). Similarly, for \( I_{\bar{R}} \) we get

\[ I_{\bar{R}}^2 = ||I||^2 - \bar{R} = ||I||^2 + 2(I, \xi) + ||\xi||^2 - \bar{R}^2 - 2\bar{R}\xi_{\lambda} - \xi_{\lambda}^2, \]

where

\[ I_{\bar{R}} = \sqrt{||I||^2 - (I, A)^2}, \]

and by assuming that the noise \( \xi \) is less than \( \bar{R} \) we neglect the quadratic terms. This leaves us

\[ I_{\bar{R}} = \sqrt{\bar{R}^2 + 2\bar{R}(I, I - A)A - A}, \]

and since \( \bar{R}^2 = ||I - I_\lambda A||^2 \) we need \( \bar{R} \) to be less than \( I_{\bar{R}} \) (and not than \( \bar{R} \)) in order to use a first-order Taylor approximation for \( \sqrt{\bar{R}} \) centered around \( I_{\bar{R}} \). This gives us

\[ I_{\bar{R}} \approx I_{\bar{R}} + ((I, I_{\lambda} - I_{\lambda} A) / ||A||) / I_{\bar{R}}, \]

where \( \xi_{\bar{R}} \) can be written more explicitly as

\[ \xi_{\bar{R}} = \langle \xi, I - AI_{\lambda}/||A|| \rangle / I_{\bar{R}}. \]

Based on the same assumption, \( \xi < I_{\bar{R}} \), we use a first-order Taylor approximation for \( 1/x \) around \( I_{\bar{R}} \) in order to remove the noise term from the denominator of \( h \)

\[ h \approx (||A|| - A)/I_{\bar{R}} - \xi_{\bar{R}} / I_{\bar{R}} = (||A|| - A)/I_{\bar{R}} - \xi_{\bar{R}} / I_{\bar{R}} = -\xi_{\bar{R}} / I_{\bar{R}} + I_{\bar{R}} - \xi_{\bar{R}} / I_{\bar{R}} \]

where \( h = (||A|| - A)/I_{\bar{R}} \), and

\[ \xi_{\bar{R}} = \langle \xi, A(\bar{R} - I_{\bar{R}} - 1)/||A|| \rangle / I_{\bar{R}}. \]

The covariance terms gives

\[ C_{\bar{R}}(I_{\bar{R}}, h) = C_{\bar{R}}(I_{\bar{R}} + \xi_{\bar{R}}, h + \xi_{\bar{R}}) \]

\[ = C_{\bar{R}}(I_{\bar{R}}, \hat{h}) + C_{\bar{R}}(\xi_{\bar{R}}, \hat{h} + \xi_{\bar{R}}) + O(||\xi||^2) \]

\[ \approx C_{\bar{R}}(I_{\bar{R}}, \hat{h}) + E_{\bar{R}}(\xi_{\bar{R}} \hat{h}) - E_{\bar{R}}(\xi_{\bar{R}})E_{\bar{R}}(\hat{h}) - E_{\bar{R}}(\xi_{\bar{R}})E_{\bar{R}}(I_{\bar{R}}) \]

\[ = C_{\bar{R}}(I_{\bar{R}}, \hat{h}) + \xi_{\bar{R}}C_{\bar{R}}, \]

where by taking into account that \( \xi_{\bar{R}} = -E_{\bar{R}}(\xi_{\bar{R}}) = \xi_\lambda - \xi_{\bar{R}} \)

\[ \xi_{\bar{R}} = -E_{\bar{R}}(\xi_{\bar{R}}) = -E_{\bar{R}}(\xi_{\bar{R}})E_{\bar{R}}(\hat{h}) - E_{\bar{R}}(\xi_{\bar{R}})E_{\bar{R}}(I_{\bar{R}}). \]

Similarly, we get

\[ C_{\bar{R}}(I_{\bar{R}}, \hat{h}) \approx C_{\bar{R}}(I_{\bar{R}}, \hat{h}) + \xi_{\bar{R}}C_{\bar{R}}, \]

Finally, under the assumption that \( C_{\bar{R}}(I_{\bar{R}}, \hat{h}) \) is larger than \( \xi_{\bar{R}}C_{\bar{R}} \), we use again a first-order Taylor expansion of \( 1/x \) around \( C_{\bar{R}}(I_{\bar{R}}, \hat{h}) \) and get

\[ \eta = C_{\bar{R}}(I_{\bar{R}}, \hat{h}) + \xi_{\bar{R}}C_{\bar{R}} \approx \hat{h} + \xi_{\bar{R}}, \]

and \( \hat{h} \) is the noiseless \( C_{\bar{R}}(I_{\bar{R}}, \hat{h}) \) that we are estimating. Note that \( \xi_{\bar{R}} \) and \( \hat{h} \) are the mean and variance of the samples in \( \Omega \) and have nothing to do with the moments of \( \xi \). Finally, from (8) we get

\[ t = \hat{h} + \xi_{\bar{R}} - \xi_{\bar{R}} \eta - \xi_{\bar{R}} \eta / ||A|| = \hat{h} + \xi_{\bar{R}}, \]

where \( \hat{h} = 1 - (I_{\bar{R}} - \xi_{\bar{R}})/||A|| \) and \( \xi_{\bar{R}} = (\xi_{\bar{R}} - \hat{h} / ||A||) / ||A||. \)

Here we drop the quadratic noise term, under the assumption that \( \xi_{\bar{R}} < I_{\bar{R}} \), i.e., \( \xi_{\bar{R}} \) is small.

Along this derivation, we made several assumptions which we quantify now. In order for \( \alpha \xi + \xi^2 / 2 \) to still behave like a Gaussian, i.e., have a distribution with a similar shape and a variance of \( \approx \alpha^2 \sigma^2 \), we need \( \alpha < a / 10 \). In our derivation (23) this condition requires that \( \alpha < a / 10 \) for each of the RGB components and at each pixel. This is also the case in (34) where \( \sigma \) must be less than \( a / 10 \). Similarly, in order to remove the noise from \( \sqrt{a + \xi} \) and still maintain an approximately Gaussian distribution, we need that \( \sigma < a / 3 \). In our derivation this condition arises in (24) and requires \( \alpha < a / 6 \). The ratio between \( a \) and \( \sigma \) that allows us to move the noise from the denominator in \( (a + \xi) / \bar{R} \) and still end up with approximately a Gaussian variable is \( \sigma < a / 5 \). This applies to the two cases that we encountered above, the first in (26) which gives a less restrictive condition \( \sigma < (1 - I_\lambda A)/5 \) than what we already have and the second case in (32) that requires

\[ \frac{\text{Var}_\xi(\xi_{\bar{R}})}{C_{\bar{R}}(I_{\bar{R}}, \hat{h})/5} \approx \frac{C_{\bar{R}}(I_{\bar{R}}, \hat{h} + \xi_{\bar{R}})}{C_{\bar{R}}(I_{\bar{R}}, \hat{h})/5}. \]

where \( \text{Var}_\xi \) is the variance with respect to the noise randomness. In Section 5 we summarize these conditions and in Section 6 we explain how this uncertainty is accounted for in the estimation of \( t \).

The estimated transmission noise term \( \xi_{\bar{R}} \) is now a linear combination of \( \xi \). Therefore its variance is computed according to the following arithmetic rules for Gaussian variables: (i) \( a\xi + b\xi \sim N(0, (a^2 + b^2)\sigma^2) \), and (ii) \( a\xi + b\xi \sim N(0, (a^2 + b^2)\sigma^2) \) for any scalars \( a, b \). The variance of \( \xi_{\bar{R}} \) and \( \xi_{\bar{R}} \) are computed according to the first rule as no different pixels get mixed together. Mixing occurs in \( \xi_{\bar{R}}C_{\bar{R}} \) and \( \xi_{\bar{R}} \) where the second rule is applied. We use the first rule also to calculate the variance of the intermediate noise terms \( \xi_{\bar{R}} \hat{h} + \xi_{\bar{R}} / \bar{R} \) in (31) and for \( \xi_{\bar{R}} - \hat{h} / \bar{R} \), found in \( \hat{\xi} \).