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Abstract 
Given a sequence of images taken from a moving 
camera, they are registered with sub-pixel accu- 
racy in respect to translation and rotation. The 
sub-pixel registration enables image enhance- 
ment in respect to improved resolution and noise 
cleaning. Both the registration and the enhance- 
ment procedures are described. The methods 
are particulary useful for image sequences taken 
from an aircraft or satellite where images in a 
sequence differ mostly by translation and rota- 
tion. In these cases the process results in images 
that are stable, clean, and sharp. 

I. Introduction 
This paper is an extension of [P.K.S], where it was 
shown that given a number of low-resolution images 
of a scene and their exact sub-pixel displacements an 
image of higher resolution can be obtained. The prob- 
lem was treated elsewhere ([Hual], [GI), mostly using 
the Fourier transform. We, however, do not use the 
Fourier transform a t  any stage as it proved to be sen- 
sitive to  noise in our noisy enviroment. 

This resolution improvement can not, of course, 
bring back frequencies that have been lost in the 
coarse sampling. But there are many spatial fea- 
tures like edges or lines that could be located more 
accurately. Figure 1 shows in one dimension how two 
coarse samplings with sub-pixel displacements could 
yield a better resolution estimation. This indicates 
that the process should be performed in the spatial 
domain rather then the frequency domain. 

Section 2 describes the methods used for exact 
image registration. It should be noted that methods 
using the frequency domain ([Hua2], [Ca]) were found 
to be robust but not accurate enough for our sub-pixel 
purposes. Section 3 describes the methods used for 
improving the resolution and the reduction of noise. 

Special mention is given here to the interlace, a 
feature in most video systems, where the odd lines are 
scanned first followed by the even scan lines. Due to 
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this anti-flickering technique every digitized image is 
actually composed of two images: the odd-lines im- 
age and the even-lines image taken 1/50 of a second 
apart. With a moving camera this can represent sub- 
stantial spatial distances, and therefore such a digi- 
tal image cannot be treated as one image. Figure 2 
shows the interlace problem in a picture taken from 
a moving camera. The simplest method to  overcome 
this problem is to  treat each frame as two separate 
images. These images will have in the x-direction 
double the sampling density than in the y-direction. 
This method is satisfactory when the camera has no 
- or little - acceleration during the frame. Figure 2 
also shows the result of separating an image into two: 
the odd and even scan lines, followed by recombining 
these two images using the methods developed in the 
following sections. 

11. Sub-pixel Registration 
Image registration is an extensively treated subject 
([Hua2], [Ca]). Most methods, however, are not accu- 
rate enough for our sub-pixel accuracy. The following 
image registration has been found to be the most ac- 
curate and robust for our purposes. 

We look a t  the frames as two functions f and 
g ,  where the following relation holds for the horizon- 
tal shift a ,  the vertical shift b and the rotation angle 
around the origin 8: 

g ( z , y )  = f(zcos(8) - ysin(8) + a  , ycos(8) + (1) 

2 sin(@) + b )  

If we expand sin(8) and cos(8) to  the first two terms 
in their taylor series we will get - 

g(x,  y)  z f ( z + a - ~ e - ~ t . 8 2 / 2  , y + b + ~ t . 8 - ~ 8 ~ / 2 )  (2) 

Expanding f to the first term of its own taylor series 
gives the following first order equation - 

af 
a x  d e ,  Y)  = f(., Y) + ( a  - YO - m 2 ) -  (3) 
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+(b + zo - yQ2/2) af - 
a y  

The error function between g and f after rotation by 0 
and translation by a and b can then be approximated 
by - 

( b  + xo - yOZ/2)- af - g(z1 Y)I2  
a y  

where the summation is over the overlapping part of 
f and g (actually we need a much smaller part). 

If we look for the minimum of E(a,  b ,  0)  by com- 
puting its derivatives by a, b and 0 and comparing 
them to zero, then after neglecting the non-linear 
terms and some small coefficients we get the following 
system of linear equations, where R is an abbrevation 
for x - y g  and the summation is over the overlap- 
ping area: 

af c dy(f - 

R ( f  - s> 
Due to the approximations made when obtaining (3) ,  
the expression is correct only for small values of (a ,  
b ,  e ) .  Therefore we perform the following iterative 
process - solve the equations, “push” g (using for- 
mula (1)) with the solutions obtained - to sub-pixel 
accuracy (i.e in this “pushing” process we do sub- 
pixel interpolation) and continue with the new g ,  ei- 
ther a fixed number of iterations or until the solutions 
are very small. In order to keep accuracy we always 
” p u s h  the original g by the accumulated values of a ,  
b ,  and 8. 

It should be noted that we need to compute nine 
of the twelve equation parameters only once - we need 
to change only the scalar part where g occurs, because 
f is always the same. This saves a lot of time both 
in the iterations and further if we wish to compute 
the motion parameters of many different g’s relative 
to the same f. 

In order to increase speed and robustness we use a 
coarse-to-fine structure of the image, called a gaussian 
pyramid ([RI). In this scheme, the original image of 
size N x N is filtered by a gaussian and sub-sampled 
to give an image of size N/2 x N/2.  This process 
is repeated until an image of one pixel is reached. 
We first compute the motion parameters for a small 
image (usually 64 x 64). Even big translations are 
small a t  this reduction level. We then interpolate the 
found parameters into the larger image, correct this 
guess by one or two iterations, and interpolate again 
to the next resolution. This process continues until 
the original images are reached. The complexity of 
the entire process is like computing two iterations on 
the original images. 

It proved useful to run some kind of smoothing 
on f and g before applying the algorithm. This lowers 
the high derivatives and thus the functions are closer 
to the taylor expansions. 

Running the process over various real and com- 
puter simulated motion frames showed good results. 
With the simulated motion, where we know the real 
parameters exactly, we got errors of about 0.03 pixels 
in the x and y shifts and 0.0005 radians (0.03’) in the 
rotation angle. The method is also very immune to 
noise. However, it is good only for small rotations - 
usually not more than 0.3 radians (6’). Since, how- 
ever, we are discussing video frames taken 50 a second 
this is enough for many practical purposes. Feature- 
based matching methods ([L.D]) can be used to bring 
the images to better angular alignment for larger re- 
tat  ions. 

Given the sequence of images with their exact 
registrations, we can proceed in the enhancement task 
which includes noise reduction and improving the res- 
olution. 

111. Image Improvement 
A. Noise Reduction 
Given k frames {Pk} of size N x N each with sub- 
pixel registration, we create a combined image of size 
AN x XN , X 2 1. We will describe the process for X = 
2, but as the accuracy of our registration increases X 
can increase, and the results still be significant. 

Let Q of size 2N x 2N be the combined image. 
Its computation can be visualized as follows: pile the 
images {Pk} on top of each other, registered accu- 
rately using their sub-pixel displacement. Each pixel 
in these images will represent an area of d x d. On 
top of these images put Q, whose pixels represent an 
area of d/2 x d/2 each. Given a pixel q E Q, let pk be 
the pixel in Pk whose area includes the center of q .  It 
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can be viewed like pushing a needle down through the 
center of q ,  and pk is the pixel in Pk which is pierced 
by the needle. The value of q is then computed from 
the set of p k ' s .  

Given the set of pk's ,  the set of pixels from the 
original images that correspond to q, the grey level 
of p is computed in two stages. First, the pk's  with 
extreme values are eliminated, and then the remain- 
ing pixels are averaged. Figure 3 shows the effect of 
such a process for combining 32 original images of 
size 200 x 50 to an image of size 400 x 200, where 
each point in Q is the average of the 14 central values 
of the corresponding p k ' s  after the elimination of the 
highest 9 and lowest 9 values. Elimination of extreme 
values treats well non-linear noise, while the averaging 
eliminates linear noise. 

B. Resolution Improve me nt 
It is not hard to follow the imaging process and see 
that the images obtained by combining several low- 
resolution images after registration can be viewed as 
a gaussian blurred version of the original image. This 
calls for deblurring ([S.P], [Huml], [Hum2]), and by 
using the high-pass filtering suggested in [Hum21 we 
can get substantial improvement. The effect of this 
high-pass filtering is shown in Figure 4. on a sequence 
of very noisy images. 

Deblurring the combined image is simple and ef- 
fective, but does not use all the information available 
from the original images and their known displace- 
ments. A model of the imaging and restoration pro- 
cess is mentioned in [P.K.S], and will be described in 
section 3.3. 

C. Optimizat ion Process 
We try to find a high-resolution image P such that 
the set of low-resolution images obtained from P by a 
simulated imaging process is closest to the given set of 
images - that is, the set { P k }  of section 3.1. We start 
with an initial guess for the high-resolution image P, 
usually the combined image of section 3.1, obtained 
by registrating and averaging the Pkls .  Let's denote 
this guess by Po(i,  y). Now we simulate the imaging 
process to get a set of low-resolution images, {s,"}, 
and we would like them to be as close as possible to 
the Pk's. The error of the image PO(,, y )  can thus be 
defined as 

Eo = I S,k(ZlY) - P'"(ZC,Y) I (6) 
k (X,Y) 

The high-resolution image will be the one minimizing 
the error in (6). A primitive minimization can be to 
examine each pixel in the guess Po. If its current grey 

level is Po(,, y )  = 1 ,  we consider the three possibilities 
( 1  - 1,1,1+ l} for the value of Po(z, y). For each of 
these values we compute the change in the S,k images 
and the change of the error in expression (6). Po(z ,  y) 
is then assigned that value which results in the min- 
imal error. The process is continued iteratively until 
no further improvement can be obtained in the error 
function, or until the maximum of allowed iterations 
is reached. Figure 5. shows the application of this 
approach to increase the resolution of an image by 
three. 

IV. Concluding Remarks 

We have presented a robust image registration 
scheme, that can be used to stabilize and enhance 
noisy images in a sequence taken with a moving cam- 
era. The method works best when the camera has 
little or no acceleration, and when the projection is 
almost parallel. An immediate extension can be to 
any projective projection of three dimensional objects. 
The methods tested successfully on real noisy images. 
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Figure 1: A simple example of resolution improve- 
ment. 

(b) and (c) are two coarse samplings, where each 
sampling point is a simple average of a region 
of length e ,  and the points are distance e apart. 
The sampling in (c) is shifted e / 2  apart from the 
sampling in (b). (d) shows a higher resolution 
estimate to  the original signal (a) that  can be in- 
ferred from both (b) and (c), knowing their exact 
registration. 

a 

Figure 2: The interlace effect of images taken 
with a moving camera. 

a) Original image. 
b) Separating into odd and even line images. 
c) Recombining the two images in (b) using the 

methods described in following sections. 

- ,  

3 

4 
a 

b 

Figure 3: Combining a sequence after registration. 
Sample image from sequence, size 200 x 100 (be- 
fore interlace separation). 
Combination of 32 images of size 200 x 50 (after 
interlace separation of 16 original images of size 
200 x 100) giving an image of size 400 x 200. Each 
new pixel is computed from the average of 14 
central values (see text). 
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igure 4: Sharpening using high-pass filtering. 
igure 3.b after high-pass filtering. 
reforming high-pass filtering before combining 
ie images. 

b C 

Figure 5 :  Improved resolution by a factor of three 
using optimization. 

a) One image from a sequence, size 70 x 100. 
b) Combined image from a sequence of 15, size 210 x 

300. Each pixel is the result of averaging the 11 
central values. 

c) Result after running several iterations of the op- 
timization. 
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