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Abstract—We consider an uncoordinated Gaussian multiple greater than the coding blocklength the number of active

access channel with a relatively large number of active user ysersi’, within each block scales a&, = un, with some
within each block. A low complexity coding scheme is proposk 1 < 1, and the length in bitsk ry log, M, of each active

which is based on a combination of compute-and-forward and , d t | ithTh ith h h
coding for a binary adder channel. For a wide regime of USErS message does not scaie withThus, although eac

parameters of practical interest, the energy-per-bit requred by ~ User only has a small number of bits to send, the total number

each user in the proposed scheme is significantly smaller tha of bits per channel use that needs to be decoded,
that required by popular solutions such as slotted-ALOHA ard

treating interference as noise. P A - a7 (2)
|. INTRODUCTION is fixed. We refer tgy as the requiredpectral efficiencyFor

) . ~ example, in LP-WANs such as LoRaWAN and Weightless,
One of the key challenges in the design of next generation§  ~ 107, n ~ 10%, K, ~ 100, andk ~ 100, such thatp

wireless networks is to allow for a large number of burstypnically takes a moderate value between a fraction of aobit t
users, each with a small amount of data, to transmit simuligfew bits per channel use.

neously in a grantless fashion. This need, which was aIreadyOur formulation diverges from traditional multiple access

identified by Gallager three decades ago [1], is how returan rature [3]-[5], as well as that of [6], in our definitiorf o

to the research forefront due to explosion of the number (')tf3 : :
: : successful decoding. We only require the decoder to output
wireless devices [2].

_ _ _ _ “alist L(y) = (wy,...,w;) C [M]’7 of no more thank,

To model this scenario, we consider a Gaussian mU'“P{'ﬁessages (i.eJ < K,) that should contain most messages
access channel where communication is performed in blogkst were transmitted by the active users, where the order in
of n channel uses. There atki possible users that canwhich the messages appear in the list is of no significance.
transmit over the channel, but onli, of them are active |5 other words, the decoder is only required to declare which

within each block, such that the receiver observes messages were transmitted, without associating the messag
Kot to the users that transmitted them. Our model thereforetdeco

y= Zsixi + z, (1) ples the user identification problem (“who was active”) and

i=1 the data transmission problem (“what messages were sent”),

and is more consistent with the network theoretic studies.
vector whose Hamming weight i%,, x; € R” is the There, it is common to think of MAC layers job as that
codeword transmitted by usérassuming it was active, and®f delivering packets and not identifying who sent them.
z ~ N(0,I) is additive white Gaussian noise (AWGN).,The reasoning is that part of the payload (headers) .c.ontf’;uns
We further assume that all users have the same messagdd§ittifying information. The scheme’s error probabilitg i

where (s1,...,5K,) € {0,1}% is the “activity pattern”

[M] 2 {1,..., M}, such that if usef is active, its messagd; therefore defined as

is uniformly distributed ovef)M], and that all users are subject 1 Ko

to the same power constraifik;||> < nP, i = 1,..., K. P = oy max s Pr(Wi ¢ L(y), ()
o) |=Ka Ko <

The activity pattern is assumathknownto the decoder, and
known only locally to the transmitters, i.e., each user onlyhere| - | denotes Hamming weight. An advantage of this
knows whether or not it is active, but does not know whicformulation is that it allows to sek: = oo, which conse-
of the other users are active. quently leads to leaving the paramef€g,; out of our model,

The typical regime of interest is where the total number & We do in the sequel. See [2] for further justification of the

devices connected to the netwaki, is orders of magnitude Model. Note that the assumption Bk = oo naturally leads
to schemes where all users transmit from the same codebook,
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procedure. from the same (randomly constructed) codebook and perform

Let ¢ be the target error probability, measured accordid'%i.nt decoding. A finite_blocklength achievability boundrfo
to (3). For fixedn, k, Ko, ¢, our goal is to design a schemdhis setup was d(_anved in [2_, Th_eorem 1], and corresponds to
with P. < e which requires the smallest possible transmissidh€ ‘random coding” curve in Figure 1.
power P. In particular, we measure performance in terms of As a compromise between the these two extremes, we pro-
the energy per bit pose an approach referred togfold ALOHA This approach
E, . nP is similar to standard slotted-ALOHA in the sense that the
No = o5 (4) Dblock is split to sub-blocks and each active user only tratssm
_ _ o in one random sub-block. However, ifi-fold ALOHA, the
required for each user, whei® is the minimal power such e is designed such that if at m@stsers transmitted during
that P, <e. the same sub-block, the decoder can decode all corresgpndin
The grantless nature of the communication precludes thressages, whereas when more tHamsers simultaneously
use of orthogonalization methods (TDMA,FDMA, orthogonairansmitted within the same sub-block, nothing is decoded.
CDMA), and alternative efficient coding schemes are need&tlus 1-fold ALOHA is just slotted-ALOHA, whereass,-
for thisrandom accesshannel. Two popular solutions are treatold ALOHA corresponds to the scheme described in the
interference as noise (TIN), which is implemented in picti previous paragraph. A random coding achievability bourrd fo
via un-coordinated CDMA with a matched filter detector (i.ethe E, /N, required by5-fold ALOHA, with a joint decoder
no multi-user detection), and slotted-ALOHA. Unforturgte applied within each sub-block, is plotted in Figure 1. Hoeev
as we explain below, both schemes have severe limitationstanmakeT-fold ALOHA a practical solution, low complexity
our regime of interest. schemes for the random access channel Withctive users

For TIN, the highest rate that can be achieved by an acti@®ée heeded. In this paper, we propose such a scheme, which

user is} log, (1+7o—7yp)- The sum-rate is therefore uppeiorks well for moderate values df.

bounded bllc;%}((:);ﬁa, and consequently, whefi, is such that A high—leve_l description of the proposed co_di_ng scheme is
p > log,(e)/2, this scheme cannot succeed with afy/Ny. as follows. FlrstL then channel uses are split intd” sub-
When finite blocklength effects are taken into account, tfiocks of lengthn = n/V, and each active user randomly

highestp that can be achieved by TIN becomes even smallgf00Ses only one of these sub-blocks, over which it trassmit
under the assumption that, — un [2]. All users encode their messages using the same codébaok

In slotted-ALOHA. the block i i _x b FZ, which is then mapped to a BPSK constellation. The code
bl nks otteh § 0 ' t<e 1OC 'f_’] S%'t ta’ _V “/3 su -h C is a concatenation of two codes. The first is an inner binary

ocks, W erel < s 4 eac foh S'Ze”/b 'blank egj linear code, whose goal is to enable the receiver to decade th
acyve user only transmns In one of these sub-blocks, B8IEC 1,169 sum of all codewords transmitted within the same
uniformly at random, |r_1depe_ndently across Users. Whene\é‘f{b—block. We refer to recovering this mod@lcsum as the
gnly donde tl:ser r’[]ransm;lt_tgd in-a SUb'ﬁIOCITI’_d'.tS mejsage 8mpute-and-forward [9] (CoF) phas&he second code, is an

ecoded, but when co ISions occur, all cotliding COAeVedIG, ar code whose goal is to enable the receiver to recover the
are not decoded. Thug, is mainly dictated by the collision ;44| messages that participated in the modi “We

p_robability, which is. approximqtely— e for IargeKa. The refer to recovering the individual messages from their nodu
disadvantage of this scheme is that the effective bIockIengZ sum as thevinary adder channel (BAC) phase

for each active user is decreased by a factar ofr.t. TDMA, - _
such that the effective spectral efficiency is increased/te. _ 1n€ success probability of the CoF phase in our scheme

The requiredE,/N, for this scheme is therefore at leastS independent of the actual number of users that transmit-
920/ _q 920/ In(1—¢) _1 . ted within the same sub-block. The outer code, however, is
TATIE e which becomes very large when

th%ep/(rle uired error probability is small. The performance designed such that if at most active users approached the
q P ¥ ' P . channel during the same sub-block, it is possible to determi

of T.IN an_d sI.otted—ALOHA for our parameters of interest I?he individual messages from their mod@esum, essentially
depicted in Figure 1. . . with zero error probability. Thus, loosely speaking, foryan
The large £, /Ny required by slotted-ALOHA is due to active user, the probability that its message is not in the
the fact that the scheme only supports single-user decodifjg L(y) is dictated by the probability that the compute-
On the other extreme, if we had a computationally unlimiteghd.forward phase was unsuccessful in the sub-block where
decoder, we could let all active users transmit simultas§ouit transmitted, and the probability that more thdh users

1Another appealing alternative is coded slotted ALOHA [B]. However, approache_d the Charmel within this sub-block.
the non-asymptotic performance of this scheme is curramlyfully under- The design of an inner code for the CoF phase, reduces to
stood, which precludes including it in our comparisons. &mtipular, in our  that of finding codes that perform well over a BMS channel

regime of interest the blocklength (per user) is short, WHigads to non- .
negligible losses due to pointers to locations of repetitioMoreover, the for which many off-the-shelf codes can be used. We construct

number of active users per block varies from tens to hundwuts$ therefore, the outer code for the BAC phase from the columns d@f-a

asymptotic analysis of the successive cancellation dagodtheme is not arror Correcting BCH codes. and show that this code can be
valid. '

~




decoded efficiently [10], even though the blocklength fag thgenerating matrixG € ]F?R““Xﬁ, such that
underlying BCH code is orders of magnitudes greater than LXAR
the allowed number of operations that can be performed by a Ciin = {aG cach } : (5)

practical decoder. The “outer” code is a binary code (not necessarily linear)
Both components of our scheme are not new and therecis,. F7Fim with rate Rgac. The concatenated binary code

a large body of literature on each of them separately. Thre- FZ with rate R = Ry, - Reac = £ is defined as
observation that BCH-codes can be used for constructirg zer "

error codes with ratel /T for the T-ary modulo2 adder C ={ceacG : cpac € Cpac}- (6)

channel dates back to Lindstrom [11] and have since thgRe roles played by the inner code and outer code, as well as
appeared and was generalized in various works, see e.§., [}

i . e criteria according to which they should be chosen, véll b
[12]. A paftlcularly related work is [12] where the au_thor%iscussed in the sequel.
used a similar concatenated code to construct a code witth goo
minimum Hamming distance for th&-user modula? adder
channel. The use of linear codes for decoding modulo su
of codewords from the output of a Gaussian multiple acces¥
channel is more recent [9], [13]-[16], and has its roots & th c; = cgac,iG €C. (7)
work of Kdrner and Marton [17]. However, the combination ) )
of the these two components for providing a low complexitgext It maps 1the binary vectat; to the real vector; =
scheme for the Gaussian random access channel is novel, avd * P (‘fi — 3). where here and throughout the rest of the
as can be seen in Figure 1, leads to performance that car?fR€" We interchangeably tre@t, 1} as either integers or ele-
be attained by other schemes of similar complexity in sonfle€nts ofF2, according to the context. Note thiat;[|* = nP.
regimes of practical interest. Useri transmits the vectok; during one and only one of
the V' sub-blocks. The location of this sub-block is randomly

drawn independently across users from the uniform distribu

Encoding:Each active user first encodes its messagdg;
ﬁ?sa codewordgac ; € Ceac, and then use& to generate the
deword

30 ; ; ; wo m tion over {1,...,V}. We denote byF, ; be the event that
__________ e - et more tharil’ — 1 other active users transmitted within the same
251 5-fold ALOHA 1 sub-block as user.
Random Coding

Decoding:Decoding is done on a sub-block by sub-block
......... basis. For each sub-bloeke [V], the decoder outputs a list
................... L, of at mostT" messages. The list of messages for the entire
"""" ] block is then constructed a&(y) = UY_, L,.

We describe the decoding procedure for the first sub-block.
For the othe” —1 sub-blocks decoding is done in an identical
manner. Lety; = (y1,...,ys) andz; = (z1,...,25) be the
vectors of channel outputs and channel noise, respectively
corresponding to the first sub-block, anddet. .., i be the
‘ ‘ ‘ ‘ ‘ ] active users that transmitted during this sub-block. Weshav
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Fig. 1. Comparison between tt, /Ny required by various schemes for the

setupk = 100 bits, n = 30,000 channel uses, number of active uséfs L Z1 L
varies, ance = 0.05. =2VvV.P ci, + ———— . (8)
; YyVoP 2
Il. THE BAsIC CODING SCHEME We assume the number of active usdrswithin the sub-

block is known to the receiver, and justify this assumption
in Section 1I-B. If L > T, the receiver output€; = 0.
herwise, it computes

Our scheme has two design parametérswhich is the
maximal number of users that can simultaneously transmit
the same sub-block without incurring an error, and [0, 1],

such that the number of sub-blocksWis= K,/(aT). 1 L
. _ YCoF1 = | —=——=Y1 + = | mod 2
Code constructionWe construct one codeboak C Fj 2VV - P 2
with |C| = 2F = 2"F codewords, to be used by all active L
transmitters, wheré = & = o7 andR = -£-. = Zcij + 71| mod 2, (9)
The codebool is a concatenated code. The “inner” code g=1

is a systematic binary linear codlg, C FZ of rate Rjn, with



where the modul@ reduction is into the intervdD, 2) and is e;. The channel (10) is a binary-input memoryless output-

taken componentwise, ard = N% ~ N(0,0%T), 02 = symmetric (BMS) channel, for which the art of designing
1/4VP. Letc? £ [ZP L ¢i,] mod 2, and note that since? efficient coding schemes is well advanced. Thus, any off-
. Jj= 5 )

is the modulo2 sum of codewords from the same linear codie-shelf low complexity code with good performance over
Cin, We have that? € Cjn. Thus, we constructed an effective? BMS (e.g., LDPC, turbo, polar) can be useddgr. For the

memoryless channel numerical analysis that follows, we refrain from commigtito
~ a particular code, and use the fundamental coding limitaef t
ycor1 = [cf 4 21| mod 2, (10) channel (10) for evaluating, = Pr(Fs|E; ;). Specifically, in

order to determine the smalleBtthat allows correct decoding

of ¢ with error probability belowe,, we use the normal

approximation [18]

whose input is a codeword from the linear co@g. The
decoder ignores the fact theif is not distributed uniformly on
Ciin, and simply performs point-to-point decoding@f, from

ycor1 to produce the estimat&’. We denote the erroneous V(P)
decoding event by, £ {&f # cP}. Rin ~ C(P) = \| ——=Q"!(<2)

Now, assumingE’ did not occur, the decoder proceeds t9ng solve forP. To evaluate the quantitieS(P) and V(P)
recover the, messages transmitted by the active users frofh, gefine the random variablé — [Z] mod 2 with density
c?. By (7) and the fact thaf, is systematic, we have thatPZ whereZ ~ N(0,1/4V P), and set

the firstn Rjin coordinates obiB correspond to

(15)

L i) = log, [ L2Z) . ()
YBAC,1 = ZCBACJQ‘ mod 2. (11) §P2(Z) + §PZ([Z — 1] mod 2)
=t C(P)=E i(Z), V(P) = Var i(Z). (17)
Thus, the decoder usgsac,1 to produce a list ofl. vectors
E(YBAC,l) = {égac.1,...,Ceac.L} € Ch that satisfy (11). Code for BAC phase: Next, we discuss the task of choosing
We denote the Corresponding error event by a suitable cod&gac for the BAC phase. This code should
_ enables recoverin@egac,i; , - - - s Ceac,i,,) from ygac1 as long
E3 £ {E(}’BAC,1) # {CBAC,i17---aCBAC,iL}}7 (12) as L < T. Thus the coding task is equivalent to that of
- coding for theT'-user modula2 binary adder channel where
where bothZ(yeac,1) and{ceac,i;, - - -, Csac,i, } are sets and gj| ysers’ codewords are taken from the same codelfgrk.
therefore there is no significance to the order in which theiy opvious upper bound on the rate of such a code, if a small
elements appear. error probability is desired, i®gac < 1/7". Remarkably, this
Finally, the decoder re-maps the codewordsfl(ryBAcyl) to bound can be achieved using the columns of a binary BCH
a list of the corresponding messagésc [M]~. code parity check matrix as the codewordsCgfc [11]. To

Error probability: Assume usef was one of the, active S€€ this, first recall that if a linear code has minimum dis¢an

users, and without loss of generality, assume further that2{ + 1. then all modulo2 sums ofT" or less columns of its
transmitted during the first sub-block. Since the role of aRarity check matrix are distinct. It is well known [19] thairf
active users in the proposed scheme is symmetric, we h&®/# = 3 andT’ < 281 there exists a binary BCH code with
that P, = Pr(W; ¢ L(y)) < Pr(W; ¢ L1). Thus, parametergn = 2* — 1,n — k < kT, dmin > 2T + 1). Thus,
B - taking the columns of a BCH parity check matrix results in a

Pe < Pr(Er;) + Pr(Eo|Er ;) + Pr(Es| B, E2)  (13)  codeCpac C FET of size|Ceac| = 2F—1 with the property that
the modulo2 sum of any set of at mo&t distinct codewords
is distinct? Thus, a codebooKgac constructed this way has

) B N B N
Pr(E1,) = Pr (Binomial (Ka 1 _> > T) rate Reac = log,(2F — 1)/kT ~ 1/T. The error probability

For the eventt; ; we have that

v associated with this code is
T — —
=1-Pr <Binomia1 <Ka -1, ;‘{—> < T) L£¢ (19 €3 = Pr(Es|Ey;, Es)
a T
regardless of the codeGi,Cgsac that are used. The error = Pr(Uiz;{W; = W;}) < (2) (18)

a = ok _
probabilityPr(E>|E ;) depends on the choice 6f,, whereas . 2 1
Pr(Es|Ey 4, E») depends on the choice afsac. We wil as errors can only occur if some of theusers that approached

therefore treat them in the next subsection. the channel during the first sub-block had the same message.
Next, we describe low complexity encoding and decoding
A. Choice of inner and outer codes algorithms for the BCH-basedgac, Wwhose computational

Code for CoF phase: We begin with discussing the design , : :
f ¢ This code should allow decoding af® from the In some cases the dimension may bz_e smaller ﬁﬁt Neve_rtheless, the
or Ciin- I - u W Ing @ code we will use forCgac, as elaborated in the main text, will always have
channel (10), with error probability smaller than some é&rgdimension exactiyT".



cost is polynomial ink and 7. Let GF(2*) be a Galois quired by the four steps i€©(7?) for step 1,0(T?) for
field. Our 2¥ — 1 possible messages can be identified witktep 2 [19],0(kT log® T loglog T') for step 3 [21], and) (kT)
the vectorsF} \ {0}, where each of these vectors naturalljor step 4.

corresponds to the element 6fF(2) \ {0} with matching

coefficients in its polynomial representation. Thus, theCBAB. Further comments

encoder maps the message vector of useri to its cor-
responding element; € GF(2%)\ {0}, and constructs the
vectorv; = (a;,a,...,a2" 1) € GFT(2F). The codeword

c; € F5T is constructed by writing the binary coefficients of

the polynomial representation of each elementjnone after
the other. It follows that each message vector fiBfn\ {0}

is indeed mapped to a different column of the BCH parity

check matrix. This procedure requir€¥7?) multiplication
in GF(2%).

1) Detection of number of active users per sub-bloCkir

The decoding procedure shares many similarities with stan-

dard Gorenstein-Peterson-Zierler (GPZ) decoding of BCH
codes [19], but is far less demanding computationally. In
particular, the standard BCH decoding algorithm has corple

ity linear in the blocklength. Since for our underlying BCH
code the blocklength i8* — 1, such a computational cost is
prohibitive even for relatively smalt, say k ~ 100. Luckily,

the most demanding operations in the GPZ algorithm are not

needed for our purposes and the computational cost becomes

polynomial ink andT'. We now describe the steps in decoding

{€BAC,1,- - -,
quite similar to the one described in [10]. Let, ...,

¢pac,.} from ygac.1. The procedure below is
ay, be

the GF(Q’“) \ {0} elements corresponding to the messages

1)

2)

3)

4)

The

,w;, Of the active users transmitting in the first sub-

Syndrome computations: Lef, = Zle al, t
1,...,2L, be the set of required syndromes, and note
that ygac,1 as a vector inGFT(2%) is the vector of

odd syndromegS, Ss,...,Sor—1), whereL < T by
assumption. We can easily recover the required even
syndromes by recalling thatty; = S? for all 4.

Construction of error locator polynomial: We apply
the Berlekamp-Massey algorithm to compute from2)
S1,...,S2r the error locator polynomial

_1+ZatXt H 14 a; X),
=1

where {0;} are the coefficients computed by the algo-
rithm.

Finding the roots ofr(X): We apply the probabilistic
root finding algorithm from [20] (see also [21]) in order

to find (a; ', ..., o).

Inversion of the roots: We invert; ', to get the desired
a1 =1,..., L, whose binary polynomial representation )
coefficients are the message vecters This is done by
recalllng that for anyo € GF(2%)\ {0} we have that
1=a"1=0qa a2 Thus,a~! = a2"~2, and can
be computed byk — 1) consecutive squarlng af, and
multiplication of the result byy*—2.

number of sums and multiplications ov6iF'(2") re-

(19)

description of the decoder’s operation assumed that the
number of active userd, in the sub-block is known.
Although this is not the case in practice, we can apply
the decodefl” 4+ 1 times, each time assuming took a
different value in the sef{0,1,...,7}. For each such
“guess” of L the decoder will produce a list of decoded
messages. We can use this list in order to create the
corresponding codewords and subtract their sum fygm

If the correct value of. was guessed and the decoder was
successful for this value, the resulting vector would be a
pure AWGN vectorz;. Otherwise, the result would be
z1 plus the sum of certain codewords. We can therefore
easily detect which value of was the correct one, with

a negligible error probability.

Alternatively, we could have used the fact that the first
nR symbols ofy; are essentially i.i.d., due to the fact that
Ciin 1S systematic, and the fact that the firsk symbols

in our BCH-based codégac are uniform onF3%\ {0}.

The distribution of these (almost) i.i.d. random variables
is dictated byL, and therefore we could estimakefrom
those symbols and bound the error probability by standard
concentration of measure arguments.

We remark further that the value aof is only used

by the decoder in order to shift the constellation used
by each transmitters from{—1,1} to 2¢{0, 1}, where

¢ =+/V - P. The need for knowind. at the decoder can

be bypassed altogether by using instead the constellation
v2¢{0,1} at each transmitter, to begin with. TH# /N,

loss for using this asymmetric constellation which is less
power efficient, instead of{—1, 1}, is 3dB.

Dithers: In compute-and-forward schemes, it is common
to use random dithers, independent across users, known
to the encoders and decoders (common randomness), in
order to create a slightly better effective channel from
c? t0 ycor1, Via linear minimum mean square error
(MMSE) processing [9]. In our case creating such form of
common randomness is impossible, as the decoder does
not know which of theKi, possible users were active
within each sub-block, and consequently it does not know
which of the dithers were used. One could generate the
same random dither for all users, but it is not clear what
performance can be guaranteed in this case.

3) Codes with larger alphabets and shapinghe perfor-

mance of the CoF phase in our scheme can be improved
by replacing our binary codebodl, mapped to a BPSK
constellation, with a Voronoi codebook based on a “good”
nested-lattice pair [15], [22]. The possible improvement i
two-fold: i)A shaping gain of up td0log;,(2me/12) =~
1.53dB, due to using an high-dimensional coarse lattice



(instead of the one-dimensional cubic shaping lattidgow, settingygg‘a‘{edé 2 - round(y1,uncoded2), We have that
used by the scheme described above). ii)The capacity a a
L . N . . L2 FE. - = 2Pr (yuncoded# yuncode
achieving input distribution of a modulo-reduced additive €20 20| E1, B BAC,1 BAC,1
noise channel (as is the channel (10)) is uniform on the < 27iRin - Q (2,/‘/ . p) , (21)
modulo interval (Moronoi region). Our codeboGk, on
the other hand induces a distribution on a two pointhere we have used the union bound in the last inequality.
constellation. Using linear codes over larger prime fieldsote that in many applications of interesRj, is of moderate
F, may therefore result in better performances [9], [15§ize & 100 — 1000), and the total target error probabili¢yof
[16], [22]. the scheme is not required to be very smalli0=3 — 10~ 1).
When the underlying field for the CoF phasefi, the Thus, even thouglyai®?consists of uncoded symbols, the
induced channel for the BAC phase will beZauser resultinges, is of acceptable value.
modulop adder MAC. A capacity achieving codebook Now, assuming{E;, E», Ex,} did not occur, the receiver
for this channel can be obtained using the parity cheglan compute
matrix of a[n = p®—1,n—k = 27| Reed-Solomon code, L
constructed over the field'F,-_,. More specifically, if - A uncoded__ ‘
H = [hy|...|h,] is the parity check matrix of this code, YBAC.L = YBACL T YBAC T = z_; CBAC,i; (22)
we construct the code =
_ Thus, using this modification, after the CoF phase the receiv
Ceac ={a-h; : @€ GFp:_1\{0},i=1,...,n},  hasaccess to the output of a binary adder chaniteladdition
(20)  over the realsrather than a modulo-2 binary adder MAC as

whose rate i§°g(2”TS_1)2 ~ loalp), in (11).
Despite this opportunity for improvement, this paper The Symm_etgg B(igoe;igigrl)/ggpacqy of theTTrEal bmar;l/ adder
restricts attention to the cage= 2, as we believe that 1 -user MAC is —=————="—== = 5z log, (L2¢) 40 (1)

the severe computational requirements on the encoder®|f$ Per channel use [23], rather than ob§i” bits per channel
our setup makes the binary choice most practical. ~ Use for the modula@-binary adder MAC. Thus, the additional

step described here can potentially lead to great savings in
E,/Ny. However, an obstacle for realizing these gains in
practice is that, to the best of the authors’ knowledge, no
efficient coding scheme for the real binary adder channdil wit
the same codebook for all users is known to achieve rates

In this section we briefly describe three extensions of tiggeater thanl/T'. We also note in passing that while the
basic scheme proposed in Section II. The first deals with tfestriction that all users transmit codewords from the same
possibility to decode theeal sum of theL codewords in the cOodebook does not decrease the symmetric capacity of the
COF phase, rather than their modulo-2 sum, the second dé&@l binary adder channel, further insisting that this b
with the scenario where the spectral efficiency is too higte linear does (even under our setting where the decoded
for binary codes to be applied, and third deals with a “neaf€ssages do not have to be associated with the users that sent

far” users scenario, where the channel gains significaifigrd them). Thus, the task of designing low complexity capacity
across the different users. approaching same-codebook schemes for the real binary adde

channel seems quite challenging.

I1l. EXTENSIONS

B. Higher spectral efficiency

A. Real sum decoding in the CoF phase The CoF phase in the scheme proposed in Section Il reduces

the L-user Gaussian MAC channel into &auser binary input
modulo-2 Gaussian MAC. As such, the rate of the linear
code is limited byRj, < 1 total bits per channel use. As
=Y ~ - Rin = p/a, this restricts both the total spectral efficiency of
{0,.... L}, Let g1 = (y1,---,ynr,) N (With some o sche/me, and the regime of valid choices dofwhich is
abuse of notationfy = (z1,.. ., zar,)/2VV - P, and set related toe; by (14)). In order to circumvent this problem,
1 - L uncoded . ~ while keeping the many practical advantages of binary codes
Yuncoded= 5 P! g T¥eaca =Veaca T we propose to modify the basic scheme from Section Il using a
multi-level code design. We only describe below a schemte tha
uses two layers, and can therefore attaika Ry, < 2, but the
L L ) extension to an arbitrary number of layers is straightfadva
YEACT'E ) caaci, — | D Ceacy, | mod 2 € (22)". We construct two codebooks', C* € FZ with ratesR?, R?,
=1 j=1 respectively, each according to the same code construction

Assume the two error eventsF,, F»} did not occur. In
this case, the decoder has access;toWe would now like to
use c? and y; in order to further decodifz1 cBAC,i; €

whereygac,1 is as defined in (11) and



described in Section Il. Thug® (C’) is a concatenation of {w;,,...,w;, }. This is done by first constructing pairs,
an inner code’f, (Cfy,) andCgac (Cac), With ratesRj, and that should ideally be of the formv;; = (w¢,, w} ), and then
Réac (Rh, and R4,c), respectively. removing the prefixes;,, u;; to get the messages;,. The

Let 0 < m < - min{R?, R®} be an integer. Each activeProblem in doing this is that the messages in each of the two
useri has a message vector; = (w% w?) € FR =™\ lists are decoded “un-indexed”. Thus, the pairing operaito

i

[0} x FQRMm \ {0}. Then, useri draws anm-dimensional dpne_by matching t_he ra_ndom pr_efix{a&],...,un} fromthe
binary vectoru; with i.i.d. uniform entries, and creates thefIrSt list to the pr(_aflxes{ui],...,uiL} of the second list. As
long as theL prefixes{u,,,...,u;, } drawn by the users are

effective message vecto®? = (u;, w?) € F3%" \ {0} and
Wb = (1;, w?) € F3®" \ {0}, whered, is the complement of

u; such thaty,+u; = 1 mod 2. Now, w¢ (W?) is encoded to a

distinct, the pairing is successful. Thus, the error prditgab
associated with this step is

codeworde? (c?) in C* (C?) exactly as described in Section I, L1 )
and the transmitted vector is €4=1- H (1—02"™ <T(T—1) 2=+ (25)
VP 1 , 1 o . .
X; = 5 2l cf — B 4| c;— B ; Once the target, is chosen, it therefore suffices to take=

[logo(T(T — 1)/e4)] — 1, where the clear disadvantage of
and as long as eithaf® or C® (or both) are such that for increasingm is that it requires the linear codes to operate
a random codewora® (c®) uniformly distributed overC® with higher rates in order to deliver theinformation bits.

(C") we haveE(c® — 1) = 0 (E(c’ — ) = 0), we have
that E||x;||> < nP. Note that here we can only guarante€. Unbalanced channel gains

that the power constraint is maintained on average, and NOY, the schemes discussed thus far. we have assumed all

with probability 1 as in the single layer construction. Eacrbsers have the same channel gain. In practice, of course, thi

f';tlct|ve duser(’;hen cﬂoose; (:Ee EUb.' blocrl]< In th'Ch gtrihsml%snever the case. Nevertheless, if each ddanows its gain
IS codeword exactly as In e basic scheme from Section - 14 the receiver (which can be attained by, e.g., exploiting

The decoding is performed layer by layer in each sub-blodlgciprocity), it can scale its codeword Hyh;, to create an
As before, we only describe the decoding process in the figgtective channel gain of; = 1. When this strategy is taken

sub-block. We first compute by all users, we get the symmetric channel model that was
1 5 37 L L treated above, where the requirBg/N, for user: is the one
yeor1 = =) —— (y1+ =) = Zc‘} + QZCI?V +z¢, for the symmetric model, multiplied by/h7.
’ 2VV.-P 2 A K ; K . .
j=1 j=1 Often, the magnitudes of the channel gains, and conse-

(23) quently the requiredt, /Ny, significantly vary between the
users. Below, we describe a modification of our scheme that

za _ bz 2 2 _ _5_ :
errez_l T Vav.P dj;/(o’i;“l)’ C;fl . 4AvEPe Nt?w’ se.ttmtg?] enables to reduce the requirdd /N, of the weak users at
%’COFJ _h [ch?l] mg t an“ continuing éxactly as Ln Cthe expense of increasing ttig /N, for the strong users, and
a§|c Scheme from Sec '2” , We can recopat, , ..., wf, }. therefore create a somewhat more balanced distributioheof t
This allows us to formd ", ¢f,, and then construct resources among Users.
'1 L The main idea in the proposed modification is that instead
yg()F’l == ycor1 — Z C?j mod 2 of multiplying its codeword byl /h1, in order to equalize its
2 i=1 channel gain toh; = 1, the ith user equalizes its gaih;
r to some number in the grig = {1 = 20,21 22 ... 201
_ Zcf + 2| mod 2, (24) for some na_turab, Wh_ere_z the mapping between valueshgf_
= g and points in the grid is according to some predetermined

monotonically increasing quantization functign R, — G
wherez} ~ N(0,07I), 0} = 5. We can now recover whose input is/h;|.

{wy,,...,w, }, exactly as in the basic scheme from Sec- | et [, be the number of users that transmitted during the
tion 1I. The effective channét! is “cleaner” tharz¢, therefore st sub-block, and lef.,, < L be the number of users that
we will chooseCii,, Cif, such thatf, < Rp,, where their exact transmitted in the first sub-block whose effective gaifis=
values should be optimized w.r.t. the target error proligbil 9m gych thatr, = S Ly,. We compute
and toV - P. The code€g,c, Ciac for the BAC phase are both "
BCH-based codes of ratBg,. = R4, = 1/T, as described 1 ’ m Lm ’ m <
in Section II-A, where they only differ in their blocklength YCoR1 = 5 0A7—=5Y1 + Z o= Z 2 :
nRE andnRy,, respectively. m=0 m=0J
The final step is to use the two listsw? ..., %? } Wherez, ~ N(0,0%), 0> = 75. The decoding can now
and {W!,...,%" } in order to construct a single list be performed in a successive cancellation manner. First we

v computeylor; = [ycor1] mod 2 = [Zlel Ci,, + 21| mod 2,

[~]:

Cimj + Z,
1



from which we can decode the messages of the weakest usEnswhich there exists a rate linear code of blocklength,
Next, we subtract the sum of corresponding codewords fratmat achieves error probability over the channel (10). Note
ycor,1, divide by 2 and reduce modul@ to get yCoFl = that P(r n,e) can be found using (15). Now, recalling that
3721 ¢, + %] mod 2, from which we decode the groupV K, /(OéT) and using the definition of5, /Ny from (4),

of messages “ransmitted by the users whose gains satify see that our basic scheme requires

g '(|hs|) = 2%, and so on. B, P(ﬁ’am’@) P(ﬁ7aTn’€2)
The advantage of this approach is that now the decodingcan 26 _ ™~ \@* Ko’ %) 1 o Ko (26)
P
succeed ifL,, < T for all m, which is a weaker constraint Vo 2% Kao/(aT) 25

than L = >, L, < T. When the distribution of channel Recall that the infinite blocklength fundamental limit for
magnitudesh;| among theX, users is known in advance, therransmitting p bits per channel use for the AWGN channel
function¢(-) can be chosen to induce a favorable distributioR (£, /N,)* = (22 — 1)/2p. In a coordinated MAC (unlike
on {L,,}, which in turn leads to the possibility of decreasingur random access one)E, /No)* can be achieved asymp-
T" without increasing the “forbidden collisions” probabylit. totically for n — oo, K, fixed andk = np/K,, by, e.g.,
Note that potentially, we can use a different codebool_< fcheaTDMA_ Contrasting the performance of our scheme (26) with
group of users, where the users are grouped according to thei, /N, )*, and ignoring finite blocklength effects for the sake
equalized channel gain. Indeed, the signal-to-noise (8WR) of the discussion, we identify three different losses:

for the channelyZ,e, is 6m dBs better than that Oj’COFl « Our E,/N, scales withT". This is due to the fact that we
Thus, the rate foC,m, the inner linear code for the:th group decode the modulo-2 sum of the codeword rather than

of users, can increase with. Since each user only has a fixed : .
their real sum, and therefore our scheme does not exploit

number of & bits to send, and that the transmission power . :
S . : : . the fact that the received constellation has average power
of each user is fixed according to its group, the increase in TP rather thanp:

Rin can only be exploited for enabling to deal with a larger | o "o qeo e spectral efficiency for our schemelj&

number of collisions. Specifically, mcreasmqn can allow to . : .

use codeg€, -, with lower ratesRg, - = that can decode higher than that required by tha TDM.A scheme. Thls IS
BAC Bhc = 7, due to the fact that our scheme is designed to avoid more

whene\_/er at .mQSTm users from grouprn simultaneously thanT' collisions, which in turn leads to a less efficient
transmitted within the same sub-block.
use of the channel resources.

o Our scheme reduces the communication channel to a

IV. CHOICE OF CODE PARAMETERS AND NUMERICAL modulo-2 AWGN channel (10), rather than an AWGN

EVALUATION one. The capacity of this channel can be roughly ap-
proximated by2 logy ( P). Contrasting this with the
AWGN channel capacny— log(1 + P) we identify a
shaping loss Of1010g10(27re/12) ~ 1.53 dB and an
additional power loss of-101log,,(1 —272¢) dB, due to
the loss of+1 in the capacity expression for the modulo-
2 AWGN channel. The latter loss becomes negligible as
the spectral efficiency increases, whereas the former is
independent op.

In this section we evaluate thé&;,/N, required by our
scheme, first for the basic setup described in Section II, and
then with the extension discussed in Section I1I-B. Eixn,
and K, and assume a moderate target error probabflitys
required, say betweer—2 and10~'. For the basic scheme,
the error probability is upper bounded B < €1 + €2 + €3,
wheree; is as defined in (14), is the error probability of
the CoF phase, ang corresponds to the BAC phase, and can
be neglected when the BCH-based c@dgc is used, as seen Thus, a rough estimate on the loss of our scheme w.r.t.
from by (18). hypothetical TDMA is

We fix target probabilities;,es such thate; + e2 = e, Ey E "
and assume temporarily thdt is also fixed. Leta*(e1) be A= (No) dB — (ﬁo) dB
the solution of the equation (14) in. By the monotonicity

2p/a
of Pr(Binomlal( - 1,%5) < T) in o, we have that all =~ 10log,, (T - 2 . 20 2me
 Kal, 10 2p/a 220(1 — 2—2p) 12
€ [0, a*(e1)], would lead to “T-collision” probability smaller p
than 1. Choosing somex from this interval and recalling . 153 — 101log,o(1 —272°) + 6p g 101log,,(aT) dB,
that Rgac = 1/T for the BCH-based construction, and that 27)
R = Rgac - Rin, We see that the rate of the linear cadg
must satisfy which can be minimized w.r.tv € [0, a*(e1)].3
R Tk Tk p Recall Ungerboeck’s rule of thumb [24] that states that the
lin = =27 = oTn/K, o’ information rates for communicating over an AWGN channel

with binary inputs are close to capacity when capacity is

whereas the blocklength for this coderis= oT'n/K,. Let below 1/2 a bit per channel use, but significantly diverge

P = V . P be the average transmission power of an active
user within its sub-block and |dP(r n, €) be the smallesP 3The minimizing value is typically the extreme on€ (ey).



Ka 20 50 100 | 150 | 200 | 250 | 300
Ey,/No[dB] 7.38 | 8.83 | 11.89| 15.00| 17.32| 20.65| 23.02

T 1 3 5 5 9 13 12
e 0.048 | 0.269 | 0.389 | 0.385 | 0.513 | 0.584 | 0.573

T 2 1 1 2 2 2 3
Rate for Linear Code | 1.38 | 0.62 | 0.86 | 1.61 1.66 | 1.85 | 2.53
Fig. 2. Optimized parameters
from the capacity when it grows above this value. The same REFERENCES

behavior is also true for communication over the modulo-
2 AWGN channel (10). Thus, when and p are such that [
p/a > 1/2, binary codes are insufficient and we use the,
multilevel construction described in Section I1I-B.

The performance analysis remains quite similar to thaf!
of the basic scheme, where the main difference is that wg
have an additional error everit,, which corresponds to the
“pairing” of message vectors decoded in the different layer (5]
Consequently, we need to addsanbit prefix to each message, [6]
wherem = [log,(T(T — 1)/e4)] — 1 and ¢, is the target
error probability for the eventt,. This in turn, increases
the required spectral efficiency for the linear code frém
to W, wherey £ m/k and 7 is the number of layers
in our code. Using similar calculations to those we perfatme!8!
above, lead to the following rough estimate on the asymptoti
gap (in dB) between thé&), /N, required by our multi-layer
scheme and the hypothetical TDMA

A~ 1.53 — 10log;,(1 — 27%°)
1+77 -«
Q@

El

[10]

+ 6p + 101logy(aT) (28)

where according to Ungerboeck’s rule of thumb, the apry
proximation is valid if the number of layers satisfies >

e 1 L which is equivalent ta- > %.

We perform a numerical evaluation of the proposed
scheme’s performance, and compare it to relevant benctemdtg!
in Figure 1. For the evaluation we toék= 100, n = 30, 000,

P, = 0.05 and K, varies from20 to 300. This is the regime of
interest for LP-WANs such as LoRaWAN and Weightless. Weé4l
plot the E,/Ny required by our scheme with the parameters
T, a, and 7 optimized. For all values 020 < K, < 300, [15]
the required values of’ were betweeri’ = 1 and7T = 13.

We also plot theE, /N, required by other related schemed/!6]
as discussed in Section I. In the calculations, we have away
chosene; = 0.9¢, ¢4 = 0.05¢ and es = 0.05¢, whereey [17]
was equally split between thelevels when multilevel codes
were used. The optimal values @f o and 7, as well as the [,
corresponding rate for the linear code (or sum of rates when
7 > 1), is given in Table IV for selected values &f,.
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