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Abstract

A central goal of molecular biology isto uncover transcription regulation mecha-
nismsthat govern gene expression. Transcription factors play an important rolein
those mechanisms, as they affect the transcription rates of genes. Often, such reg-
ulatory circuits involve not only one transcription factor but rather several factors
that act in concert to modulate the transcription of genes. The recent advances
in high-throughput assays, such as microarray experiments and Chromatin Im-
munoprecipitation, allow us to infer groups of genes that are co-expressed or co-
regulated. The challengeisto use thiswealth of information to gain insights about
transcriptional regulation. In thisdissertation, we present a procedure for locating
regulatory complexes in promoter regions. A regulatory complex represents the
binding sites of a pair of transcription factors that act in cooperation. Our proce-
dure takes a discriminative approach, searching for regulatory complexesthat are
overabundant in the promoter regions of the target group of co-expressed genes
and are infrequent in the control group of genes outside the target group. By
doing this, we filter out phenomena that are shared among both groups, idealy
leaving us with the core motifs. We demonstrate the applicability of our method
for finding regulatory complexesin a genome-wide analysis of the yeast genome.
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Chapter 1

Introduction

1.1 DNA, Genes and Proteins

Biological organisms encode genetic information in the DNA and transfer copies
of it from one generation to the next. The genetic information is stored in one
or more DNA molecules, called chromosomes. A DNA molecule consists of two
strands, each of which isasequence of four different nucleic acids, or nucleotides:
Adenine (A), Cytosine (C), Guanine (G) and Thymine (T). Both strands comple-
ment each other: if A occurs at some position in one of the strands, then T will
occur in the corresponding position on the other strand, and similarly, C will be
matched by G. DNA molecules are typically very long; the Human genome, for
example, contains approximately 3 x 10° basepairs (A-T or C-G nuclectide pairs),
organized in 23 chromosome pairs. The DNA encodes the information that is the
basis for the operation of an organism. It isimportant to note, that the same DNA
sequences are found in all cells of an organism, in all tissues, and under all condi-
tions (unless damaged). So how do the different tissues exist, and how do different
cellular processes take place, if the genetic information is the same?

Loosely speaking, the DNA serves as “operating instructions”. It encodes the
“set of tools’ that may be used. However, it does not directly determine which of
those tools are used at any given point. A computer science allegory may be that
the code of our operation isthere, but the decision which code instructionswill be
executed at any given timeis a dynamic process. It does not depend solely on the
code, but also on environmental conditions and events.

So what exactly arethose “tools’? Along the DNA strands, there are short frag-
ments of distinguished subsequences called genes. Genes are typically hundreds



or thousands of nucleotides|ong. The nucleotide sequences encode the sequences
of the corresponding proteins. Proteins are the proletarian of the body, serving as
the building blocks of cellular processes. Such processes include cell replication,
signaling, metabolism, production of other proteins and more.

1.2 Protein Synthesis

The central dogma of molecular biology divides the process by which aproteinis
constructed from the corresponding gene into two parts. In the first stage, called
transcription, amessenger RNA (or mRNA) iscreated by the following process. A
complex called RNA polymerase binds to a certain location in the DNA known as
the core promoter, near the transcription initiation site. This site is located very
close to the DNA sequence of the target gene. The RNA polymerase unwinds
the DNA's double helix, forming a local gap between the two DNA strands. It
then initiates the formation of the complementary RNA sequence, one nucleotide
after the other, on one of the DNA strands. This process of transcription ends
when a termination signal is encountered. This signal is a distinguished short
fragment occurring on the DNA strand. The mRNA molecule then undergoes
several transformations. In some organisms, including Human, a process called
splicing takes place. In this process, certain parts of the mRNA called introns, are
removed.

At the second stage of the central dogma, called trandlation, the mRNA istrans-
lated by ribosomes to the corresponding protein. Ribosomes attach to the mRNA
to create the protein sequence by matching each nucleotide triplet with the appro-
priate amino acid according to the genetic code. Thistrandation isconducted until
a stop signal is encountered. the ribosomes then disengage from the mRNA and
the newly created protein isreleased. The translation process is conducted repest-
edly until the mRNA is degraded (for example, by enzymes that affect the stability
of the mRNA molecule). The overall processisdemonstrated in figure 1.1.

1.3 Transcription Factors

When measuring gene expression levelsin different tissues or under various con-
ditions, one observes that those levels vary significantly between different genes,
or for the same genes in different measurements. Compari sons between measure-
ments reveals complex patterns that are not trivial to infer, suggesting the exis-
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Figure 1.1: From DNA to protein. The gene is transcribed by an RNA poly-
merase, then the introns are cut out. Finally the mRNA is trandated into the
corresponding protein.

tence of regulatory mechanisms monitoring expression levels of genes. The ex-
istence of those mechanismsis aso intuitively appealing, since different proteins
serve a variety of functions under different cell conditions. There are times when
certain proteins are required in high levels whereas others may not be required
at al, or may even be harmful. Thus, a mechanism that regulates the expression
levels of different genesis needed.

Much of the regulation of expression levelsis done at the transcription stage,
by regulating the transcription rate of genes. Transcriptional regulationisachieved
by transcription factors. Transcription factors are proteins that regulate the tran-
scription rate of genes (the rate in which a specific geneistranscribed by the RNA
polymerase). They bind to the regulatory sequence of a gene, usually located up-
stream of the gene in an area called the proximal promoter region. This binding
sets the ground for the binding of the RNA polymerase machinery, by forming a
complex that helps it to bind. Transcription will only take place in the presence



of the appropriate transcription factors, and thus the amount of those factors cur-
rently present and active in the cell directly affects the transcription rate of the
target gene. Transcription factors operating in this manner are called activators.
This mechanism can also work in a negative way. Certain transcription factors
(inhibitors or repressors) may bind in a way that prevents the RNA polymerase
or other required factors to bind to the DNA, thus suppressing the transcription of
the target gene. The context in which transcription factors operate isillustrated in
figure 1.2.
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Figure 1.2: Transcription factors bind to the regulatory region upstream of the
gene to be transcribed. Following that, the RNA polymerase binds to the core
promoter and transcription may begin.

Transcription regulation mechanisms are often much more complex than sim-
ply the binding of one factor to increase or decrease the transcription rate of a
gene. Complexity arises in two aspects. First, cellular processes are dynamic,
so we may consider transcription as a process along the time axis. A certain
transcription factor may regulate another gene, which is in turn transcribed into
another transcription factor, regulating a different gene and so on. In some cases,
known as feedback loops, one or more transcription factors may indirectly regu-
late their own transcription rates in future stages. Second, we frequently observe
a group of transcription factors interacting to regulate the expression of a gene.



For example, the binding of a regulatory complex of two interacting factors may
be required for the RNA polymerase to bind to the core promoter. We call such
pairs cooperating factors. In many biological systems asingle transcription factor
has many cooperating factors. Hence the operation of this transcription factor has
conditional effects that depend on which of its cooperating factors are present.
The complexity and building blocks of regulatory networks encoded in the regu-
latory regions of genesis not yet fully understood. However, it is apparent that
the regulatory mechanisms that govern gene expression patterns involve context
specific cooperation between transcription factors, and that this kind of coopera-
tion requires multiple regulatory elements occurring in proximity [1, 33]. Such
combinatorial regulation allows a small number of transcription factors to encode
alarge number of regulatory states. For example, the yeast factor Swi6 is part of
both SBF and MBF transcriptional complexes, each acting on adifferent group of
target genes[13]. The complexity of transcription factors cooperation in yeast cell
cycle is demonstrated in figure 1.3. The combinatorial nature of gene regulation
may be even more complex in higher organisms. Berman et al. [6] studied the
regulation of the Drosophila even-skipped gene (eve), and showed it to be reg-
ulated by heterogeneous clusters of more than 13 binding sites (of five different
transcription factors) within awindows of 700bp (basepairs). In humans, TGFj is
known to have a key role in development and carcinogenesis. The cell’s response
to TGF( is mediated via the SMAD-interacting proteins, whose cooperation with
different transcription factors allow the versatility and diversification of the TGFj3
response [10].

Transcription is only one stage of the gene expression process. This process
is subject to regulation by other players as well: alternative splicing is a mecha-
nism by which the mRNA may be spliced in more than one way to form the final
sequence that is trandated into proteins. It enables insertion and removal of dif-
ferent functional cassettes from the protein sequence, and by that modifying its
function. The choice of splicing therefore determines the resulting protein, and
hence affects the expression of the gene. Gene expression levels may also be reg-
ulated by modifications in translation rates of mRNAS, i.e. the number of times
an mMRNA is trandated into a protein in the ribosome within a given period, or
in mMRNA stability, affecting the timeframe in which an mRNA molecule can be
trandated. Post-transational mechanisms regulate gene expression by modifying
the protein. A common example is that a protein may become active only when
a phosphate group is attached to it. The addition of the phosphate group is done
by certain enzymes (kinases), whose quantity in the cell thus affects the level of



Figure 1.3: Rich control of regulation in yeast cell cycle. The figure (from Si-
mon et al. [26]) showsinteractions between dominant transcription factorsin yeast
cell cycle. Ascan be seen, along the different stages of the cell cycle, groups of
factors work in concert to regulate the transcription of others in future stages.
There are several such regulatory complexes that regulate one or more factors,
which in turn regulate other factors and so on. The complexity of cross-talk be-
tween transcription factors is apparent even when only a handful of factors are
considered. It is important to note that the actual relationships are much more
complicated. Many more transcription factors are active during the different cell-
cycle phases, and even more genes which are not necessarily transcription factors
are regulated by these factors

active protein. In other cases, such mechanisms may cut of a part of the protein,
rendering it inactive.

Transcriptional regulation is a dominant part of the different mechanisms that
govern gene expression levels, and itsbasic principals are relatively known. Thus,
this dissertation focuses on this aspect of gene expression regulation.



1.4 Binding Sites

M ost transcription factors bind a specific sequence of nucleotidesin the regul atory
regions of genes. Those subsequences, called cis-regulatory elements or binding
sites, are typically short and range between 6 to 20 bps. Binding sites are gener-
aly quite conserved. When examining the subsequences to which a certain factor
would bind we may find, for example, that binding occurs only if the nucleotides
in the binding site are TGACTCA (the consensus sequence for the binding site of
the yeast transcription factor Gend). Such conserved sites are quite rare, however.
In other cases, if the subsequence is similar enough to some consensus sequence,
it would suffice for binding to occur. It is often observed that not all positions are
equally important. Meaning that some positions do not affect the binding affinity,
or affect it much weaker than other positions. For instance, it is possible that 4
specific positions out of 10 in the binding site can accommodate any nucleotide,
while the other 6 must be conserved. Another common situation is that in cer-
tain positions, not al nucleotides may occur, but rather a subset of {A,C,G,T},
possibly with a different effect on the binding affinity (e.g. A strongly increases
the affinity, C increases it only moderately, and G and T decrease the binding
affinity substantially and thus are not observed in binding sites). Characterizing
binding sites for transcription factorsis a central goal on the path for understand-
ing regulatory mechanisms in the cell, as it may help us to get a global view of
the transcription factors involved in the regulation of each gene. We may use this
information to gain knowledge about various functions of different genes. Genes
that are involved in the same regulatory mechanisms, either as regulators or tar-
gets, are potentially taking part in the same biological processes. Achieving this
in silico pinpoints promising candidates for in vitro verification.



Chapter 2

Algorithmic Approaches

2.1 Representing Binding Sites

When one confronts the question of how to characterize binding sitesand in silico
one must first consider the question of how to effectively represent those binding
sites mathematically. The binding sites of a transcription factor are DNA subse-
guences to which the transcription factor has high binding affinity. As previously
discussed, those subsequences are often similar to each other as they must be rec-
ognized by the transcription factor, and thus must be composed of nucleotidesthat
together create high binding affinity to for the specific factor. Thus, the set of puta-
tive binding sites for a transcription factor can be characterized by a motif, so that
subsequences adhering to this motif are more likely to serve asbinding sites. This
choice of motif representation is subject to a tradeoff between the simplicity of
the representation and its expressiveness. A simple representation may be easier
to deal with computationally, and more intuitively appealing. However, too sim-
ple a representation may not well capture the characteristics of the subsequences
to which the factor may bind.

On one side of the complexity scale for motif representations, we find the sim-
plest representation of a consensus sequence. Under this representation, we align
the known binding sites of a factor and take the most frequent nucleotide in ev-
ery position to construct the motif. Although this representation of contiguous
consensus sequences is straightforward, and easier to work with when trying to
discover motifs or binding sites, it clearly does not capture well the biological
richness of binding sites. For example, if half of the sites have A in one position
and others have T in that position, this model discards half the sites in this posi-
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tion. It also does not capture differences in specificity between positions, such as
positions that do not affect binding.

On the other extreme, one may represent a motif by the list of known or con-
jectured binding sites for the transcription factor. This approach encompasses
all known sequence information about the motif, however it does not capture the
essence of the binding sites but merely liststheir different instances, and thus can-
not be used to discover novel binding sites, or to discover motifs when an initia
list of binding sitesis unknown.

In between there are several other popular representations. One is to use con-
sensus sequences over the IUPAC alphabet (an alphabet of 15 symbols, one per
subset of nucleotides). This alows for better characterization of positions that
do not have one dominant nucleotide. An extension of consensus sequences in-
troduces the notion of wildcards. Wildcards are positions in which we alow all
nucleotides to occur. For example, we can represent a motif by AC*ACG* T, so
that positions 3 and 7 are ignored when examining a putative binding site. This
approach models the fact that certain positions in binding sites do not influence
the binding affinity, while maintaining arelatively simple motif model.

The above models are all using discrete spaces for motifs. Moving into con-
tinuous spaces, one may wish to construct a probabilistic model by assigning a
distribution over the nucleotides {A,C,G,T} to each position in the motif. Such a
model is called a profile of the motif. It is usually represented as a matrix where
thei*" column corresponds to the distribution of the nucleotidesin the i position
of the binding site. Thismodel captures much of the biological characteristics of
binding sites described above, asits only assumption is that positionsin the bind-
ing sites are independent. Another common probabilistic representation for motifs
isthat of a position specific scoring matrix (PSSM, sometimes referred to as posi-
tion weight matrix or PWM). Thisrepresentation istightly related to the profile of
the motif, but it aso takes into account a background distribution of nucleotides
(e.g. the distribution of nucleotides across all promoters of the organism under
study) by keeping a weight for each nucleotide in each motif position, which is
the log of the ratio between the probability of a nucleotide in a motif position and
the background probability for this nucleotide. An example of a profile can be
seenin Figure 2.1.
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Figure 2.1: (&) The counts of different nucleotides in each position of the Mcm1
binding site, based on known binding sites for this factor from the TRANSFAC
database [34]. (b) Graphical representation of the profile data as a sequence logo.
Each position represents a nucleotide distribution of one position in the binding
site. The height of each nucleotideis proportional to itsfrequency in that position,
and thetotal height of each positionisproportional to itsinformation content. This
way we demonstrate which nucleotides occur with higher probabilities, but also
the information content at the specific position, which illustrates how well this
position is conserved.

2.2 Discovering Motifs

The “motif finding problem” can be informally stated as follows: Given a set of
genes that are conjectured to be co-regulated by a common transcription factor,
find the best motif that is common to the regulatory regions of those genes, to
which the transcription factor islikely to bind.

A variety of methods have been developed for tackling these problems. They
all follow a common scheme: First, one must identify a set of co-regulated genes.
Thiscan be achieved, for example, by taking agroup of genesthat share acommon
pattern over a series of expression measurements e.g. [21, 23, 28, 31], or genes
that are known to be involved in the same biological process [14, 19] or that are
homol ogous to known co-regulated genesin related species[18, 19].

Second, one must extract the regul atory regions of those genes. Thistask isnot
at all trivial. When dealing with organisms such as Saccharomyces cerevisae (the
Baker’s yeast) one usually considers the proximal promoter, i.e. the area located
in proximity to the transcription initiation site, as the regulatory region. One may
take out of theintergenic regions, say, 1000 bps upstream of each geneto construct
the group of input promoters. The motivation isthat by doing this, one gets much
of the regulatory regionswithout introducing too much noise, but thisby no means
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is an accurate extraction of the relevant regions. On higher organisms such as
Human, Mouse and Fly, thistask is much harder, as the approach described above
will not perform well. On such organisms complex tools for promoter prediction,
based on sequence and structural signals, must be used.

Finally, one appliesamoatif finding algorithm on the promoter regions, extract-
ing motifsthat are likely to characterize the binding sites of the transcription fac-
tor under study. As a post-processing application, the resulting motif can be used
for genome-wide mining of additional putative binding sites of the transcription
factor.

Motif finding algorithms focus on the last stage of the above scheme, where
the regulatory sequences and putative annotation of co-regulated genes are given,
and the objective is to find a common motif. They differ by the choice of motif
representation, the choice of algorithm for searching the optimal motif subject
to the chosen representation, and the choice of scoring function used to evaluate
motifs. Next we survey established methodsin thisfield.

2.2.1 Discrete Representation of Binding Sites

Several methods use the representation of conserved sub-sequences, allowing for
multiple choices at different positions or for binding sites to contain up to a con-
stant number of mismatches [7, 17, 27, 32]. This choice of relatively limited
representation allows for exhaustive search in the space of motifs, and so guar-
antees that the optimal motif  is reported. Motifs are scored by their statistical
overabundance in the promoter regions of atarget group of genes, sometimeswith
relation to a statistical background model for the distribution of subsequencesin
the genome under study, e.g. a k" order Markov model. The search is conducted
either by systematically considering all patterns in the search space (or those that
are present in the input sequences, in a data-driven approach) [7, 27, 32] or by
more efficient methods such as suffix trees [17].

Pevzner and Sze [20] use a similar representation but construct search algo-
rithms that rely on combinatorial characterization of the motif finding problem.
They also formulate the motif finding problem as a combinatorial problem. This
gave rise to severa agorithms utilizing this framework to demonstrate their per-
formance. Buhler and Tompa[8] do not conduct an exhaustive search, but rather
use a randomized technique called random projections. This technique uses the

10optimality is guaranteed for the scoring function used. Different algorithms may thus result
in different optimal motifs.
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representation of consensus sequences with wildcards, where the mask of wild-
cards is chosen at random. With some probability the choice of non-wildcard
positions will match the more informative positions of the motif, and the motif
will be detected by overabundance. This process is repeated many times to in-
crease the probability of motif detection. They also show that the probability of
motif detection and running time of the algorithm can be computed when the mo-
tif finding problem is formulated as by Pevzner and Sze [20]. The idea of testing
many masks of wildcards also corresponds to our biological knowledge about the
structure of binding sites. We know that different positions have different speci-
ficity, and thus would like to focus on those that are more informative, however
we do not know those positions a-priori.

2.2.2 Probabilistic Representations of Binding Sites

The major drawback of discrete representationsis that their ability to capture dif-
ferent specificities on different motif positionsis very limited. We can overcome
thislimitation by representing binding sites using a probabilistic model, which can
accurately account for different specificities. Probabilistic approaches for repre-
senting motifs include the aforementioned profile representation, where for each
position we keep the frequencies of each of the four nucleotides, and the PSSM
representation, where for each nucleotide in each position we keep aweight which
isthelog of the ratio between the probability of the nucleotide in this position of
the binding site and the background frequency. Under these representations, we
cannot explicitly enumerate the search space. Thus, all methods resort to using
heuristics that do not guarantee reporting the best motif. However, using such a
model allows us to come up with motifs that better describe the underlying bio-
logical signal, compensating for the lack of guarantee for optimality. Therefore
those methods are often used in real life biological sequence analysis.

Methods utilizing the PSSM representation differ by the optimization algo-
rithm used to learn the motifs parameters, i.e. the PSSM weights, and the scoring
function that is being optimized. Those methods include MEME [2] that uses the
EM algorithm to optimize alog-likelihood score, AlignACE [23] that uses “ Gibbs
sampling”-like algorithm to optimize a maximum a-posteriori probability (MAP)
score, and CONSENSUS [12, 30] that uses an information-theoretic driven scor-
ing function. It builds a motif iteratively, first from an alignment of two putative
binding sites then extending it greedily while trying to maintain a motif character-
ization that has high information content in each position. For a comprehensive

14



discussion of binding sites representations and motif discovery methods the reader
isreferred to a survey by Stormo[29]

Of all the methods described above, many have been used to show that one
can learn motifs that indeed match experimentally verified motifs, or that genes
containing those motifs adhere to common biological characteristics that are not
taken into account during the motif finding process, such as sharing common ex-
pression patterns. Hence motif finding algorithms may indeed provide us with
biological knowledge otherwise difficult to acquire on a genomic scale, in silico.
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Chapter 3

Discriminative Learning of
Transcriptional Regulatory
Elements

3.1 Algorithm Overview

Most of the current approaches search for binding sites of a single transcription
factor that accounts for the co-regulation of the target gene set. This focus on
single binding sites can be misleading. As previously discussed, groups of tran-
scription factors often act in concert. Thiscombinatorial nature of biological regu-
latory systems suggests that we need to devise computational toolsfor identifying
such groups. Several recent approaches attempt to use knowledge of transcrip-
tion factor binding sites to dissect combinatorial regulation. Pilpel et al. [21]
devel oped methods that use gene expression patterns to evaluate combinations of
transcription factors and identify pairs that work in concert. More recently, sev-
eral approaches were suggested for discovering regions with multiple transcrip-
tion factor binding sites, known as cis-regulatory modules (CRMs) [6, 11, 13, 25]
Most of these recent worksfocus primarily on finding interactions between known
transcription factor binding motifs, and do not allow for discovery of novel motifs
within their framework.

In this dissertation we aim to discover transcriptional regulatory complexes, in
cases where the binding sites of each member of the regulatory complex are not
known in advance. We use the general discriminative approach that was recently
put forth for the single motif model [3, 24, ?]. In this case, we aim to find a tran-
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scriptional regulatory complex that best discriminates between a putative set of
co-regulated promoters and a control group of genes. Such a discrimination fo-
cuses on motif combinations that make the distinction between these two groups,
and not just on overabundance in the positive examples. This allows us to avoid
genomic phenomena that are not specific to the group of genes we are interested
in (e.g. low-complexity regions). Our approach is based on an explicit proba-
bilistic model of both positive (regulated by the complex) and negative promoters
(not regulated by the complex). Learning in this model is posed as optimizing
its parameters with respect to the conditiona likelihood of the promoter labels
given their sequences. We develop a scheme for learning this model that uses
a systematic search to find a rough initial guess for the motifs in the regulatory
complex, and then refines these by performing an optimization of the model pa-
rameters with respect to the discriminative likelihood function (see Figure 3.1).
As we show, this approach discovers motifs that are involved in the regulatory
complex, and performs better than the strawman approaches that learn each motif
in the regulatory complex separately.

We also describe an extension of our method that takes into consideration that
a single transcription factor might be involved in severa regulatory complexes.
We can exploit this combinatorial nature of regulation mechanismsto learn a bet-
ter model of both the regulatory complexes and their components. To illustrate
this concept, suppose we have a set of genes that are regulated by a complex of
transcription factors A and B, and another set that is regulated by a complex of
A and C. Since A appears in both complexes, we can improve the model of A’s
binding preferences by performing concurrent learning of its binding site model
from both target sets. In doing this, however, we need to take into account the
binding sites of B and C. We describe a procedure that performs such concur-
rent learning of several factors given the target genes of regulatory complexesthat
involve different combinations of these factors. As we show, this approach per-
forms better than learning each regulatory complex separately, while taking the
same amount of time.

The rest of this chapter describes the algorithm in detail.

3.2 Discriminative Learning
One drawback of motif finding algorithms such as MEME [2] and AlignACE [23]

isthat they search for motifsthat are overabundant within the regulatory regions of
agroup of genes. Thisapproach might fail asthose promoter regions often contain
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Learning a complex:

Input: Positive and negative promoters

Phase I:
Find promising consensus pairs
S

Continuous Relaxation

¥
Phase ll:
Discriminative Optimization
(conjugate gradient descent)

Output: Discriminative complex

Figure 3.1: Algorithm overview: The goal of our agorithmisto find atranscrip-
tional regulatory complex that discriminates best between a putative set of co-
regulated promoters and a control group of genes. In the first phase, we perform
an exhaustive search for spatially adjacent consensus patterns that are enriched in
the positive promoters compared to the control promoters. The best pair of pat-
ternsis transformed into an initial set of model parameters. In the second phase,
optimize these parameters with respect to a discriminative likelihood function us-
ing conjugate gradient ascent.

inherent genomic phenomena that are not specific to the genes under study. We
suggest to overcome this obstacle by taking a discriminative approach. In this ap-
proach we do not inspect only a group of promoter regions of co-regulated genes,
but also take into account a control group of genes, with which we can control
for phenomena that are not specific to the co-regulated group. Thus, the input to
the algorithm is a set of genes that are considered “ positive” (i.e., acluster of co-
regulated genes), and a “negative’ set of control genes. We start by a systematic
examination of all pairs of k-mers (short subsequences of & nucleotides) that ap-
pear in close proximity within promoter regionsin our input, say up to 50bp apart,
and search for pairs whose pattern of close-occurrences is significantly specific
to the promoter regions of our input set of positive genes. We then use the most
significant pairs as initial seeds for a procedure that learns a complex in which a
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PSSM s used to represent each of the binding sites. Using the PSSM model in
the second stage we capture arich characterization of the binding sites, leading to
better discrimination between “positive” and “ negative” promoters.

A natural post-processing application of regulatory complexesthat were learned
discriminatively is to use them to predict exact locations of binding sites on the
promoters as well as assigning posterior probabilities that a complex indeed oc-
curs in a promoter sequence. This alows us to suggest putative genes that are
regulated by the same complex, that were not part of the initial group of positive
sequences. Although those applications are not specific to complexeslearned dis-
criminatively, they are very well suited for thistask astheir discriminative nature,
that captures positive sequences while at the same time rejects the sequences of a
control group, alows us to achieve arelatively low rate of false positive predic-
tions.

3.3 Framework for Learning cis-Regulatory Com-
plexes

We now describe the discriminative likelihood score and how to learn it. Thisis
an extension of the score for a single discriminative motif described by Segal et
al. [24].

3.3.1 Sequence Model

We start by describing a probabilistic model of promoter sequences. For this
discussion we assume that our regulatory complex consists of two transcription
factors, although this model can be easily extended to more elaborate complexes.
We assume that each example in the input consists of a promoter sequence S =
(S1,...,S,) andalabel R. Thelabel iseither '+’ if the promoter isregulated by
the complex, or ' —' if it is not.

In the case that R = '+, we assume that the promoter contains binding sites
of each of the complex components. Moreover, these sites are in close proximity
to each other. The nucleotides that appear at these sites should match the motifs
of their respective factor. We describe each motif using a PSSM and denote by
Yr.;(C) the probability distribution over different characters at the j position
in the k" PSSM. If we know these distributions, we can assign a probability to
nucleotidesin the binding sites of the promoters. All nucleotidesthat appear in the
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Figure 3.2: Model of a regulated sequence: A regulated sequence is composed
of two binding sites distributed according to the two PSSMs of the complex (v,
and 1), while the rest of the sequence’s nucleotides are distributed according to
some background distribution . We denote the start position of the first PSSM
by ¢ and the distance between the end of the first PSSM and the beginning of the
second (the spacer) by d. The lengths of the first and second PSSMs are denoted
by [, and [, respectively.

spaces between the binding sites are assumed to be drawn from the background
distribution ¢y. Thus, if the position of the first component is 7, and the distance
to the second component is d, then

P(S|R=+i,d ®©) (H% Sg) (ﬁ Y1 [Sz‘+j1—1]) (ﬁ ¢2,j2[5i+zl+d+j2]>

ji=1 ¢0[Si+j1—1] jo=1 ¢0[Si+l1+d+j2]

Where [, and [, are the lengths of the PSSMs of the complex, and © denotes
the set of parameters. This description assumes we know the positions of the
binding sites in the promoter. When they are unknown, we enumerate over their
possible values and get

p(S’R:—i_?@ Zzpszte szstd‘ ) (S’R:‘i‘,l,d,@)

i deD

where D isthe possible range of distances we consider, which can include nega-
tive distances (allowing for the binding site of the second PSSM to occur before
the binding site of the first PSSM), and Pi;;.(7) and Py;(d) are prior distributions
over the position of the first site and the distance between the two sites. In the rest
of the manuscript, we assume that these two later distributions are uniform. An
illustration of the regul ated sequence model is presented in figure 3.2.

We now examine the case R = —. In this case, we assume that the promoter
does not contain the complex binding sites. This can happen if either the promoter
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contains no binding sites of the complex components, or if it contains only one of
the them. Again, we need to sum over these possible scenarios,

PS|R=-,0 Hiﬂosz p0+ple¢M[Sfj_l 221—[%] :” 11]]
(3.1)

where pg, p1, p2 are the probabilities of each of the scenarios.

3.3.2 Discriminative Likelihood

We are given labeled samples D = {(R™,S™) : m = 1,..., M}, where S =
(ST, ..., Sy ) isthe m’th promoter sequence, and R™ isitslabel. Inadiscrimi-
native setting, we aim to learn amodel so to maximize the correct predictions of
promoter labels. Formally, we aim to maximize the log-likelihood of the labels

(©®: D) =Y log P(R™ | S™, ©)

The question is how to relate this conditional probability to the sequence mod-
els we described above. Consider the terem P(R = + | S, ©) for a particular
sequence-label pair. Using Bayes rule and simple algebraic manipulations, we
can write

P(R=+,5|0) |
P(R:+|57®) = = P(R=—,5|©
FTe) T
1
- P(R=—]©) P(S|[R=—,0
=t ==
1
- " Jog LE=HO) ) TP(S[R=1.0)
1+e g P(R=—|@) °& P(5|R=—,0)
And so we get
- P(R=+|0©) P(S|R=+,0)
P(R= S, ) = logistic |1 1
(R=+]8.8) 09““<°gp(}z:— ©) " *PS|R--,0)
(3.2)
where logistic(x) = 1. Weseethat thelikelihood ratlow determines

the probability of the Iabel Thus, if the exampleis positive, we want to maximize
likelihood ratio. And conversely, if the exampleis negative, we want to minimize
it.
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3.3.3 Optimizing the Score

Our aim is to learn the model parameters that maximize the log-likelihood score.
The parameters of the described model are P(R = + | ©), P(R = — | ©), ¢,
and 1. However, note that in evaluating P(R | S,®) in Eqg. 3.2, the term

[T, %o[Se| cancels out. And thus, v, appears only in terms of the form wjé]ig]}]'
We can exploit this by defining w;.;[S] = log %2, Similarly, we define an-

other parameter v = log i%gj}gg , that represents the log ratio between the priors

of the two regulation models. The new parameter set is of smaller dimension.
Moreover, the range of the new parameters is the whole real line. And so, we do
not need to consider positivity constraints during optimization. We optimize the
log-likelihood function by using a conjugate gradient ascent procedure. At each
iteration, this procedure calculates the gradient of the log-likelihood function with
respect to the parameters vector. It then updates the parameters in a direction that
takes into account this gradient and previous steps, so that the step directions are
conjugate. These iterations are continued until the procedure converges to a lo-
cal optimum (Conjugate step directions alow for faster convergence). A detailed
description of conjugate gradient methods can be found in [22]. The computa
tionally intensive steps of this procedure are the computation of the likelihood
function and its gradient (which is computed analytically). The computation of
both likelihood and gradient requires time linear in the promoter length times the
maximal distance allowed. A detailed derivation of the gradient is presented in
appendix A.

3.4 Preliminary Seed Searching

The conjugate gradient ascent might be trapped in local maxima. Moreover, the
maxima it converges to strongly depends on the initialization point (see figure
3.3).

Thus, itiscrucial to start the optimization stage from a point that isin the gen-
eral vicinity of the global maxima. For this we perform an initialization phase, in
which we conduct a systematic pattern search that screensfor good starting points
(or seeds) for the optimization procedure. We search in therelatively simple space
of patterns. The emphasisis on searching the whole space so to make sure we did
not miss a potential pattern. However, patterns can be represented in several dif-
ferent ways. Choosing a more expressive representation may lead to unveiling
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Figure 3.3: Effect of preliminary seed finding: 100 runs of the gradient ascent
method started from different random points were conducted. The final log like-
lihood for each of those runs is presented (the x-axis is sorted ascendingly by the
log-likelihood). The bar at the top of the figure is positioned at the log likelihood
that was achieved when seed finding was used to initialize the gradient ascent
process. As can be seen, the vast mgjority of random starting point runs are con-
siderably worse than the run that was initialized with a preliminary seed finding
procedure, while only a handful are of comparable performance.

better starting points, but this comes at a cost of larger search space, that we may
not be able to explicitly search over. In typical rea life data we search for two
patterns each of size 5-7bp, which may be shorter than the real size of the binding
sites but is not too expensive computationally. We thus have a search space of
roughly 10° — 108 pattern pairs even in the simplest representation of contiguous
consensus patterns. Thus, we strike to find a balance between the expressiveness
of the patterns we search for here and the their number. The drawback of search-
ing for contiguous consensus patterns, is that they might miss binding sites that
are not perfectly conserved. A regulatory complex that is present, with variations,
in al of the promoters of a group of genes, might generate several patterns, each
appearing only in afraction of these promoters. Thus, each pattern that matches
some of the occurrences of the complex will receive a non-significant score and
our procedure will miss it. We therefore use an alternative approach, aiming at
discovering patterns with wildcard positions, following the previously discussed
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random projections approach of Buhler and Tompa[8]. We randomly choose two
masks with £ mismatches, and scan the promoters for patterns with respect to
those masks. We repeat this process many times with different random choices
of masks to increase the probability of finding a complex if it exists in the data.
Unlike Buhler and Tompa, we use the discriminative hyper-geometric score of
Barash et al. [3] to evaluate patterns, rather than just finding overabundant ones.
Thisscoreisappealing in our context asit takes into account not only the number
of occurrences of a pattern in atarget group of promoters, bust also the number of
occurrences in a background control group. Thusit iswell suited for seeding the
continuous discriminative learning phase, together composing a fully discrimina-
tive framework. To get a starting point for the parameter optimization phase we
take the most promising pair of motifs, occurring within some maximal distance
(e.g. 200bp) and expand it into a probabilistic model by smoothing the distribu-
tion implied by the seeds, e.g. if aseed contains A in some position, we convert
it to a distribution over al four nucleotides in which A is assigned a probability
of 0.7 while the other three nucleotides are assigned a probability of 0.1. Such
smoothing starts the search in the continuous space from a point the is close to
the original seeds, but also allows it to explore other options as it does not assign
zero or near-zero probability to subsequences that do not completely adhereto the
seeds.

3.5 Pinpointing Binding Sites

When binding sites are characterized by patterns, it is straightforward to decide
whether a given subsequence is a putative binding site or not. One may test for
an exact match between the pattern and the subsequence, or alow a number of
mismatches between them, based on the number of false positivesthat oneiswill-
ing to accept. Providing a similar tool for assessing the probability that a pair of
subsequences matches alearned regulatory complex iscrucial for post-processing
applications. Given alearned complex, we may use it for whole-genome scan to
find novel binding sites for a complex, or to gain a level of confidence that cer-
tain positions along a promoter region indeed match the binding sites of the TFs
characterized by acomplex. What we strive for is a measure that given a complex
and a pair of subsequences, denoted » = x4, ...,x;, and y = yq, ..., y;, (Where [y
and [, are the lengths of the two PSSMs in a complex), assigns a probability that
x matches the first PSSM and y matches the second PSSM of the complex. Due
to the nature of the PSSM model, we can easily calculate a score that is the sum
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of weights for = and y by the corresponding positions in the PSSMs. This score
will be higher when x and y better match the complex.

Optimally we would have wanted to assign a p-value to each pair x, y of sub-
sequences. This can be done by calculating the tail of the distribution for the
corresponding sum of PSSM weights, and thus get the probability of seeing a pair
of subsequences with such a score or higher by chance. Thisway we will be able
to mark pairs that are unlikely to be observed randomly and are therefore likely
to be occurrences of the complex. However, for atypical PSSM of 15 positions
there will be as much as 4% different scores and thus explicitly enumerating all
possible subsequences of 15 nucleotides to calculate the p-value would be very
time consuming, and impossible when complexes of two PSSMs are considered.
A simple approximation to this distribution arises when observing that the score
isasum of typically 30 — 40 random variables, and therefore is likely to be close
to aanormal (gaussian) distribution, with the mean and variance defined by the
weights of the PSSM. Thisisfairly easy to compute, however it does not always
give satisfactory results.

We can compute a better approximation following the method of Bejerano [5]
for exact p-value computation. Bejerano uses a branch and bound algorithm to
compute the exact p-value, traversing along the paths of sequences that may ex-
ceed the scorefor which p-valueis computed. This method becomestoo expensive
when dealing with scores of pairs of PSSMs. Nevertheless, using approximations
along the branch and bound process we are able to achieve p-value computation
that is both fast and indistinguishable from the exact p-value for practical pur-
poses. To do that, if the score is the sum of weights of & positions, we iteratively
construct a grid of scores and their corresponding approximate p-values, where
thei*" grid is calculated using the : — 1" grid and the weights of the i** position.
The algorithm for pre-computing the grid is described in figure 3.4.

The ability to compute a p-value provides us with away to assess the probabil-
ity that a promoter is regulated by a given complex. We can do thisin two ways,
from which we can choose according to the problem we are confronting.

Best p-value. A biologically appealing approach is to say that a complex occurs
in apromoter if the best p-value over all valid positionings of the complex on the
promoter is lower than a threshold. The p-value must be subject to a Bonferroni
correction, multiplying it by the number of valid positionings on the promoter
which is roughly the product of its length and the maximal distance allowed be-
tween the two PSSM s of a complex.
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Probability of a promoter to be regulated by a complex. Another approach is
to calculate the posterior probability that a sequence S is regulated by a complex
O asdefined above: P(R =+ | S, 0)

The first approach (best p-value) is targeted at finding the actual binding sites
of acomplex, while the second (posterior probabilities) may be more appropriate
for separating between regulated and non-regulated promoters. In the presence
of a very strong signal (good match between the complex and a pair of puta-
tive binding sites) both measures will indicate that the promoter is regulated by
the complex. However, the posterior probabilities approach, which may seem to
be better justified theoretically, may consider several "weak” occurrences of the
complex as an evidence that the promoter is regulated, whereas the best p-value
approach requires more of a clear-cut proof that certain positionsin the sequence
match the probabilistic model learned, and is therefore more convincing when the
underlying biological processes are considered.
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Computation of approximate p-values table

We are given a PSSM pssm of n positions, and a background distribution £,,.

We iteratively compute puval_table|i, s| - alookup table for approximate p-values of
scores s by thefirst i positions of pssm. The values s for which we compute the entries
in pval_table are equally spread, in intervals of precision (apre-defined parameter).
To get the approximate p-value of an arbitrary score s we take the closest table entries
below and above s, denoted s; and sy, and compute it by alinear approximation:

approx_pval(i, s)
return (pval_table[i, so] — pval_tablei, s1])

S—s1
S2—S1

+ pval_tableli, s1]

We compute pval_tableli, s| iteratively for al i’s between k+ 1 and n, where k is some
small constant, for which we can compute pval_table[k, s] quickly by enumerating
over all possible k-mers and scoring them according to pssm.

compute_pval table(i)
min_score = the minimal score for the first ¢ positions of pssm
mazx_score = the maximal score for the first 4 positions of pssm
for s = min_score; s < max_score; s + = precision do
pval_tablei,s] =0
/' We sum over al possible ways to get score s with ¢ positions,
I/ using the approximation for « — 1 positions and the " position of pssm.
forallb e {A,C,G,T} do
pval_tableli, s| + = Pyg[b] * approx_pval(i — 1,5 — pssml[i, b))
end for
end for

After pre-computing pval_table[n, s| we can get an approximate p-value for an arbi-
trary score s immediately by calling approx_pval(n, s), saving the exponential time
required for the exact computation.

Figure 3.4: Computation of approximate p-valuestable
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Chapter 4

Results

4.1 Synthetic Data

To evaluate our approach we begin by applying it to synthetic data, which aimsto
maintain high degree of faithfulnessto real life (noisy) datasets. Figure 4.1ashows
the reconstruction of a regulatory complex composed of two yeast transcription
factors from the TRANSFAC database [34]. Figure 4.1b shows how the learned
complex was used to classify asimilar unseen test set.

4.2 Methionine metabolism cis-Regulatory complex

van Helden et al. [32] studied agroup of 11 yeast genes repressed by methionine.
We applied our algorithm, taking those 11 genes as the positive group and the rest
(~ 6000) yeast promoters as the negative group. Despite the small number of
positive samples, the algorithm reported a regulatory complex with two PSSMs
whose consensi match the motifs reported by van Helden et al. The reconstructed
complex is shown in Figure 4.2. The learned complex was used to scan all yeast
promoters for more putative occurrences. With a stringent p-value of 10~4, only
the original 11 genes as well as three novel putative targets were found to con-
tain a significant hit. The three additional genes are HOM6 (Y JR139C), MET17
(YLR303W), and ICY2 (YPL250C). The first two are known to be involved in
methionine metabolism [9]. The third does not have a known function or bio-
logical process associated, and it may be conjectured as related to methionine
metabolism according to our results. The results are summarized in 4.1.
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Figure 4.1: Analysis of synthetic data (a) A dataset of 5120 synthetic sequences
of length 500bp was constructed stochastically using a 3"-order Markov back-
ground model and TRANSFAC's [34] F$SABAA 01 and FSCBF1_B motifs (Top
PSSMs). The dataset consists of 50 true positive, 20 false positive, 50 false nega-
tive and 5000 true negative sequences. The bottom complex waslearned, correctly
reconstructing both motifs. (b) Evaluation of learned complex on 5050 unlabeled
test sequences. Using an a-posteriori probability of 0.88 as a threshold, 77% of
the regulated sequences are found, along with about 1% of false positives.

4.3 Genome-wide Yeast Location Analysis

To evaluate our method on real life data we applied it to genome-wide Chro-
matin Immunoprecipitation (ChlP) location analyses [16, 26], which specify the
target genes of 106 yeast transcription factors at various conditions. Such assays
provide a way of inferring a group of putative co-regulated genes, by taking the
intersection of two transcription factors' target genes (using a p-value of 0.01 as
significance cutoff). For each such positive group, we also constructed the corre-
sponding negative groups that consists of the rest of the promoter sequences. We
then applied our algorithm to characterize what best differentiates the promoter
sequences of the presumably co-regulated group, from those of the control group.
For the evaluation of our method, we considered only pairs of factors under the
sametreatment (e.g. YPD), whoseintersection sizewas > 20. Thisresultedin 143
groups. To demonstrate the utility of learning aregulatory complex, we compared
our results with those obtained by a procedure that learns two separate PSSMs
on the same datasets, using a single-PSSM version of our method [24]. After the
first single PSSM was learned, its occurrencesin all promoters were masked, and
a second PSSM was learned. We compared both methods in terms of their sen-
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Figure 4.2: Methionine metabolism cis-Regulatory Complex. PSSMs were
learned from 11 target genesfrom van Helden [32], and match the known consensi
reported for Chflp-Metdp-Met28p and Met31p-Met32p binding sites.

Table 4.1: p-values of genome-wide scan of yeast promoters with MET family
regulatory complex (threshold of 10—4).

| Name | P-value |

MET14 1.11e-06
SAM?2 2.19e-06
MUP3 3.69e-06
MET2 4.69e-06
MET3 5.18e-06
MET17 6.20e-06
MET1 6.20e-06
MET30 7.85e-06
MET6 9.03e-06
MET19 1.07e-05
MET25 1.42e-05
SAM1 2.31e-05
YPL250C | 4.05e-05
HOMG6 7.52e-05

sitivity and specificity on held-out test data, using a 5-fold cross validation test
(following the protocol of [4]). The maximal distance allowed between PSSMs
in a complex was set to 200bp. In each run, we measured the true positive ratio,
when allowing for 1% false positive rate. In addition, we report the performance
of the first PSSM learned, to illustrate the change in discrimination quality when
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learning a complex vs. a single PSSM. Finally, we added the best two PSSMs
learned by MEME [2], using a 3"¢-order Markov model of yeast promotersto rep-
resent the background distribution of sequences. This was done to compare our
results with the ones of a non-discriminative approach.

The analysis of all 143 pairs clearly shows that the learned complexes signif-
icantly outperform al other methods (on held-out test data). The comparison of
true positives rates between those methods for a fixed cutoff of 1% false positives
isshown in Figure 4.3. A detailed table of resultsis presented in appendix B.
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Figure 4.3: Comparison of the specificities of 143 ChlP datasets. Each figure
shows a comparison of two methods, where the coordinates of every point cor-
respond to the true positives rate when allowing for 1% of false positives. The
accuracy figures are evaluated using five-fold cross validation. (a) A comparison
of our method (y-axis) vs. learning two PSSMs using MEME. Our discriminative
procedure performs better on 101 of the datasets, equally as good on seven, and
worse in 29 of the others. (b) and (c) show a comparison of learning a complex
vs. learning two single discriminate PSSMs or learning one discriminate PSSM.
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Chapter 5

Concurrent Learning of Several
Factors

5.1 The Algorithm

Until now we focused on learning a specific regulatory complex for aparticular set
of target genes. In general, when analyzing large genomic datasets, we have sev-
eral target sets, each regulated by a different combination of transcription factors.
We now describe an algorithm that is aimed at exploiting combinatorial effects
in learning complexes that involve several overlapping transcription factors. The
ideaisto assume that each transcription factor uses the same binding specificities,
even when cooperating with different factors. This allows us to unite its binding
Site parameters into one single set.

Asinput, we assume we are given K training datasets (with positive and neg-
ative labels) for the different complexes. We also assume we know which tran-
scription factor participates in each regulatory complex. As above, we can define
the log-likelihood function of each training set as a function of the specificity of
the transcription factors it is composed of. Now, however, we constrain each of
the k£ complexes to share the parameters of their common motifs and try to op-
timize at once all K log-likelihood functions with £ parameter sets. Thus if we
have k training datasets, each regulated by two out of m binding sites, we learn
the parameters of m PSSMs instead of the 2 x k that we learn when considering
each dataset separately. This leads to a dramatic decrease in the number of free
parameters. For example, if we have 6 datasets that are regulated by pairs out of
a set of 4 factors, we learn 4 PSSMs instead of 12. An illustration of this setup
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Figure 5.1: Concurrent learning of regulatory complexes from several
datasets: Each dataset is composed of a co-regulated group of genes, and a back-
ground group. Instead of learning a pair on each dataset, we unify the different
appearances of each transcription factor in one PSSM model, and optimize them
on all relevant datasets.

is presented in Figure 5.1. Formally, we define a new log-likelihood function for
the combined dataset to be the sum of the K original log-likelihood function, and
optimizeit.

The intuition is that such a concurrent training integrates different evidence
about each transcription factor. In addition, this learning resultsin a dramatic re-
duction in the number of parameters needed to optimize, while keeping the com-
putational cost fixed. As we demonstrate, this approach leads to learning com-
plexes that outperform the complexes learned for each pair of factors separately.

Seed Finding. An important aspect of learning more than two factors concur-
rently is that we can no longer enumerate over all possible seeds, as the number
of different seeds for k factors, each of size [ is 4*!. For real-life values of [ this
becomes infeasible even for £ = 3. For example, for [ = 7 and k£ = 3 the search
space is of size 42! ~ 4 x 10'2 which istoo large. We therefore conduct an it-
erative heuristic search, were in each iteration we fix £ — 1 of the patterns and
search for the best k" pattern. This procedure continues until convergence, and
the resulting & patterns are used to initialize the learning procedure by the same
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method used for initializing a complex of apair of PSSMs.

5.2 Evaluation

To evaluate this method we generated synthetic training data by taking sequences
sampled from a 37-order Markov model trained on yeast promoters and planting
motifs sampled from PSSMs taken from the TRANSFAC database [34]. Asthe
ground set of motifs we took four PSSMs of yeast motifs: Mcm1, Cbfl, Ddel
and Gal4. We created six datasets, one per pair of motifs. Each dataset consists of
300 background sequences and 50 positive sequences in which the corresponding
motif pair was planted. We then learned a set of four PSSMs, and tested its per-
formance on test sequences (other negative and positive sequences that were not
part of the training set). Our strawman was the basic procedure that learned one
complex of two PSSMs per each of the six training datasets. We compared the
ability of those complexesto distinguish between positive and negative sequences
with this of the corresponding pair taken from the set of four PSSMs learned con-
currently. The results of this evaluation are shown in Figure 5.2.
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Figure 5.2: Concurrent learning. ROC curves for six datasets, comparing the
performance of the concurrently learned complexes to complexes learned sepa-
rately on each dataset. To allow for afair evaluation of the learning procedure,
both methods were initialized with the same seeds.



Chapter 6

Discussion

This dissertation presents a method for learning combinatorial patterns of cis-
regulatory complexes. We have shown how such complexes can be learned from
raw sequence data, and how they can be used for genome-wide scanning for novel
binding sites. We have also shown that |earning such complexes directly outper-
forms learning each of the factors separately in terms of the ability to discrimi-
nate between regulated and control sequences. The motivation behind our method
is discriminative. By taking this approach we can learn regulatory complexes
that are better suited for the task of separating between regulated and control se-
guences. We demonstrate the strength of the discriminative approach by compar-
ing to MEME, a well-established method that is based on a generative algorithm
that focuses on positive sequences only. It isimportant to bear in mind, however,
that amotif learned discriminatively is not necessarily the best description of the
underlying binding sites. It does not aim to provide us with the distribution of po-
sitions withing the binding sites, but with what differentiates those sites from the
rest of the promoter sequences of the organism. The discriminative procedure is
extended by the concurrent learning approach to combine information from mul-
tiple training sets. This alows us to learn better motifs for transcription factors
that take part in different complexes.

There are several ways to extend the methods described here. Clearly, applica
tion of discriminative models is crucia for dealing with more complex genomic
structure, as in higher-order organisms. An interesting future direction for ex-
tending our method is to learn parameters that model a non-uniform distribution
of spacer length between the two factors of a regulatory complex. As the dis-
tance between factors in a complex is in some cases conserved, incorporating
this information into the learning procedure may lead to better characterization
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of regulatory complexes. Another path that would be interesting to explore, isto
add information of conserved positionsin promoter regions, e.g. comparative ge-
nomicsinformation, to strengthen the signal of the true binding sites. Incorporat-
ing comparative genomics information into motif finding algorithms has yielded
promising results lately [15], and we expect it to have a significant effect in the
context of composite regulatory modules as well. Another source of information
that may be used to strengthen the signal of binding sitesis that of dependencies
between different positions. Our approach, as the vast majority of other works
in this field, has built upon a probabilistic model that assumes that different po-
sitions within binding sites are independent. A recent study by Barash et al. [4]
demonstrates that incorporating such dependencies into the learning framework
often leads to learning motifs that outperform those that do not take such depen-
denciesinto account. Finally, it would be interesting to use complexes learned on
sequences of an organism to construct global maps of interactions between tran-
scription factors for this organism. Such maps can be used to gain insights about
groups of transcription factors that take part in the same biological process or that
carry related functions, and can also be used to infer groups of datasets that may
serve as candidates for the concurrent |earning procedure.
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Appendix A

Calculating the Likelihood’s
Gradient

For using the gradient ascent al gorithm to maximizethe discriminativelog-likelihood
scoring function, we need to calculate theitsgradient, i.e. thederivativew.r.t. each
of the parameters. Recall that the log-likelihood is

(®: D) =Y log P(R™ | S™,©),

and thus we can compute the derivative for each sequence separately.
We have shown in section 3.3 that

P(R =+ 5,0) = logistic <1og i(g —- ; g; +log §§§ " gz fg%)
and that

18 =+0)= (Il s S5 iy (}1 D) ([ e
and
rist =01 ([Twis) o 2w el o o foafied]

The parameters are defined by v = log % and w;[c] = log % vl c] Thus

we can write the posterior probability that a sequence is positive as
P(R:HG))HO P(S|R=+,0)
P(R=-10) “PE[R=-,0)

P(R=+415,0) = logistic <log
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l2
= lOgZStZC v+ logz Z |D| (H ewu Sitj—1 ) (H ewzj[si-&-dﬂ'})
j=1

i deD

- log(n — ll — lg)

11]1 i g=1

= logistic[v + F(S) —log(n — 11 — ly)],

where

l2
F == logz Z ‘D| (H eUJU Sitj— 1) (H €w2j[si+d+j})

i deD
wl] Z+j 1

log w2] z+31
(AVES i j=1

Note that (log logistic(x)) = 1 — logistic(x). Thus,
dlog P(R=+15,0)

- —1-P(R=+5,8)=P(R=—]5,0).
Similarly,
dlogP(R=+1S5,0)  JlogP(R=+]S5,0) 0F[S]
8wij [C] 8F[S] 8wz~j [C]
OF[S]
(1= P(R=+|5.0) 500
_ _ OF[5]
= P(R=-|S5, 6)@wij[c]
Denote
l2
Zdz: f (H W13 [Siti— 1) (U €w2j[5i+d+j}) ’
[ GD 7j=1
and
H(S) = Do w1 [Sitj—1] I - Z H erJ[S”'] 1]

S n_lzjl
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Then, F'(S) = log G(S) — log H(S), and hence
OF[S] 1 0G(S) 1 0H(S)

dwild — G(S) dwyle]  H(S) dwy[e]’

The derivatives of G w.r.t w;;[c| are

aG/(S)

_ ewlj[SerJ s eW2i [Si+d+;]

:S;4j_1=cdeD j=1

and

Z Z % (ﬁ Wi [Si+i— ) (ﬁ €w2j[5i+d+j]) ’

an] i deD:S;{q4j=c Jj=1

and the derivatives of H are

8H(S) D1 I i[Siti1]
— ewlj i+j—1
8w1j [C] n — ll i:5i§1cj]1
and l
0G(S) __P Z ]ﬁ[erj[Si+j}.
Qwajlc]  n—l i:Siyj=cj=1
To calculate the derivatives of logP(R = — | S, ©®) we use the fact that
P(R=-15,0)=1—-P(R=+]S5,0).
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Appendix B

Genome-wide Yeast Location
Analysis - Methods Comparison

Table B.1: Performance of various methods on all 143 datasets created from the location experiments of
Leeet al. [16] by the procedures described in section 4.3. For each pair of factors (under the treatments
of Lee et al. ) we compare the performance of the following methods: Learning a complex, Learning
two PSSMs separately, learning one PSSM, and learning two PSSMs using MEME. For each set of
parameters learning we compare its true positives rate on unseen data (using 5-fold cross validation)
when alowing for 1% of false positives. As can be seen, learning a discriminative complex performs

better than other methods.

TF1(treatment) TF2(treatment) #Regulated | Complex | 2 PSSMs| 1 PSSM | MEME
(%TP) (%TP) (%TP) | (%TP)
ABF1(YPD) CBF1(YPD) 29 72 27 20 13
ABF1(YPD) REB1(YPD) 24 41 20 20 20
ABF1(YPD) SWI6(Y PD) 22 59 31 22 13
ACE2(YPD) FKH2(YPD) 25 36 4 4 8
ACE2(YPD) MBP1(YPD) 31 12 6 6 25
ACE2(YPD) NDD1(YPD) 32 50 18 3 31
ACE2(YPD) SKN7(YPD) 35 8 8 17 34
ACE2(YPD) SWI4(YPD) 31 35 16 9 25
ACE2(YPD) SWI5(YPD) 42 11 14 4 21
ARGB80(YPD) ARGS81(YPD) 21 19 14 0 9
ARGB80(YPD) RTG3(YPD) 25 24 16 4 4
ASH1(14hr_But) | MSS11(14hr_But) 41 9 7 4 9
Continued on next page
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TF1(treatment) TF2(treatment) #Regulated | Complex | 2 PSSMs| 1 PSSM | MEME
(%TP) (%TP) (%TP) | (%TP)
ASH1(14hr_But) | PHD1(14hr_But) 54 5 1 9 1
ASH1(14hr_But) | RLM1(14hr_But) 30 16 20 6 16
ASH1(14hr_ But) | SOK2(14hr_But) 98 1 2 1 2
ASH1(YPD) CIN5(YPD) 23 60 26 30 34
ASH1(YPD) NRG1(YPD) 24 54 33 12 45
ASH1(YPD) PHD1(YPD) 27 18 18 7 3
ASH1(YPD) SOK2(YPD) 21 61 52 47 33
ASH1(YPD) SWI4(Y PD) 28 21 10 25 3
ASH1(YPD) YAPG(YPD) 23 52 39 13 21
CIN5(YPD) CUPQ(YPD) 27 29 18 37 18
CIN5(YPD) HSF1(YPD) 21 19 14 14 23
CIN5(YPD) INOA(Y PD) 21 23 9 19 23
CIN5(YPD) NRG1(YPD) 44 18 2 4 4
CIN5(YPD) PHD1(YPD) 45 31 11 15 6
CIN5(YPD) RAP1(YPD) 28 21 14 14 17
CIN5(YPD) SKN7(YPD) 26 19 26 15 19
CIN5(YPD) SOK2(YPD) 37 27 13 5 18
CIN5(YPD) SWI4(YPD) 28 14 3 7 0
CIN5(YPD) YAPL(YPD) 25 24 12 12 8
CIN5(YPD) YAP6(YPD) 80 11 8 8 15
CUP9(Cu2) MAC1(Cu2) 62 32 19 24 33
CUP9(YPD) NRG1(YPD) 36 30 5 36 11
CUPY(YPD) ROX1(YPD) 31 12 12 9 0
CUP9(YPD) SOK2(YPD) 28 10 25 28 10
CUPY(YPD) YAPG(YPD) 40 17 5 10 12
DIG1(14hr_But) STE12(14hr_But) 125 11 8 9 0
DIG1(90min_But) | STE12(90min_But) 79 11 3 3 5
DIG1(Alpha) STE12(Alpha) 71 9 15 11 0
DIG1(YPD) STE12(YPD) 46 4 4 2 2
FHL1(YPD) GAL4(YPD) 30 30 40 30 26
FHL1(YPD) GAT3(YPD) 75 48 62 29 41
FHL1(YPD) PDR1(YPD) 39 43 43 46 35
FHL1(YPD) RAPL1(YPD) 91 47 39 36 7
FHL1(YPD) RGM1(YPD) 44 22 47 22 29
FHL1(YPD) SFP1(YPD) 34 70 20 64 35
FHL1(YPD) YAP5(YPD) 61 34 49 32 49
FKH1(YPD) FKH2(YPD) 46 32 21 17 13

Continued on next page




TF1(treatment) TF2(treatment) #Regulated | Complex | 2 PSSMs| 1 PSSM | MEME
(%TP) (%TP) (%TP) | (%TP)
FKH2(YPD) MBP1(YPD) 41 19 19 4 12
FKH2(YPD) MCM1(YPD) 37 10 21 21 21
FKH2(YPD) NDD1(YPD) 73 10 17 8 20
FKH2(YPD) RAP1(YPD) 30 33 16 23 30
FKH2(YPD) SKN7(YPD) 31 32 16 22 9
FKH2(YPD) SWI4(Y PD) 47 0 6 10 8
FKH2(YPD) SWI6(Y PD) 33 9 3 0 3
FZF1(YPD) GCR2(YPD) 28 17 14 10 7
FZF1(YPD) SRD1(YPD) 27 22 3 0 3
FZF1(YPD) STPL(YPD) 21 28 23 0 0
GAL4(Cu2) HAA1(Cu2) 25 48 20 28 24
GAL4(YPD) GAT3(YPD) 33 51 21 21 18
GALA4(YPD) PDR1(YPD) 23 47 21 17 39
GAL4(YPD) RAPL(YPD) 24 45 37 20 33
GALA4(YPD) RGM1(YPD) 24 20 25 33 33
GALA4(YPD) YAP5(YPD) 26 42 7 30 30
GAT3(YPD) PDR1(YPD) 53 33 35 32 28
GAT3(YPD) RAP1(YPD) 66 78 34 42 21
GAT3(YPD) RGM1(YPD) 79 32 11 17 25
GAT3(YPD) SFP1(YPD) 24 87 45 79 70
GAT3(YPD) SMP1(YPD) 21 47 14 38 38
GAT3(YPD) YAP5(YPD) 93 25 26 22 17
GCR2(YPD) NRG1(YPD) 21 19 14 19 23
GCR2(YPD) SRD1(YPD) 32 6 21 12 3
GRF10Pho2(Pi-) | PHOA4(Pi-) 28 10 10 7 7
HAPA(Y PD) PDR1(YPD) 21 57 42 61 52
HIR1(YPD) RCS1(YPD) 24 12 12 4 0
HSF1(YPD) RAPL(YPD) 25 32 48 24 4
HSF1(YPD) SWI4(YPD) 29 20 24 20 24
IME4(YPD) NRG1(Y PD) 21 57 14 38 28
IMEA4(YPD) PDR1(YPD) 21 28 9 33 19
INO2(YPD) INOA(Y PD) 46 8 2 13 2
MBPL(YPD) MCM1(YPD) 22 36 27 9 9
MBP1(YPD) NDD1(YPD) 42 19 4 7 21
MBPL(YPD) SKN7(YPD) 34 11 2 5 11
MBP1(YPD) STB1(YPD) 26 65 23 3 7
MBPL(YPD) SWI4(YPD) 79 18 8 5 2

Continued on next page




TF1(treatment) TF2(treatment) #Regulated | Complex | 2 PSSMs| 1 PSSM | MEME
(%TP) (%TP) (%TP) | (%TP)
MBP1(YPD) SWI5(YPD) 26 23 15 3 19
MBPL(YPD) SWI6(Y PD) 84 40 10 15 2
MCM1(Alpha) STE12(Alpha) 26 50 42 19 50
MCM1(YPD) NDD1(YPD) 41 17 24 17 41
MCM1(YPD) STE12(YPD) 23 39 26 0 8
MCM1(YPD) SWI4(YPD) 24 29 29 16 33
MCM1(YPD) SWI6(Y PD) 27 14 7 7 3
MSN2(Acid) MSN4(Acid) 50 10 10 4 8
MSN2(H202) MSN4(H202) 90 8 10 2 2
MSN2(H202) YAPL1(H202) 34 14 17 20 11
MSN4(H202) YAPL(H202) 50 4 12 20 0
MSS11(14hr_But) | SOK2(14hr_But) 29 10 10 0 10
MSS11(YPD) SIG1(YPD) 30 10 20 6 10
NDD1(YPD) SKN7(YPD) 45 17 11 8 24
NDD1(YPD) SWI4(YPD) 48 4 6 4 8
NDD1(YPD) SWI5(YPD) 28 14 7 21 14
NDD1(YPD) SWI6(Y PD) 24 33 12 20 4
NRG1(YPD) PHD1(YPD) 30 23 16 13 3
NRG1(YPD) ROX1(YPD) 31 16 25 12 16
NRG1(YPD) SKN7(YPD) 29 31 13 13 20
NRG1(YPD) SOK2(YPD) 42 26 26 16 19
NRG1(YPD) SWI4(YPD) 22 36 27 27 27
NRG1(YPD) YAP6G(YPD) 49 14 12 14 16
PDR1(YPD) RAP1(YPD) 37 54 37 45 35
PDR1(YPD) RGM1(YPD) 43 51 16 18 30
PDR1(YPD) SFP1(YPD) 29 51 17 10 13
PDR1(YPD) SMP1(YPD) 50 32 6 14 30
PDR1(YPD) SWI5(YPD) 23 4 17 13 43
PDR1(YPD) YAP5(YPD) 63 25 25 15 30
PHD1(14hr_But) | SOK2(14hr_But) 86 2 4 2 4
PHD1(YPD) ROX1(YPD) 23 34 17 0 17
PHD1(YPD) SKN7(YPD) 32 15 12 0 28
PHD1(YPD) SOK2(YPD) 31 22 29 19 6
PHD1(YPD) SWI4(Y PD) 42 9 14 14 4
PHD1(YPD) YAPG(YPD) 37 8 8 0 2
RAPL(YPD) RGM1(YPD) 48 35 35 37 39
RAP1(YPD) SMP1(YPD) 21 38 9 28 28

Continued on next page




TF1(treatment) TF2(treatment) #Regulated | Complex | 2 PSSMs| 1 PSSM | MEME
(%TP) (%TP) (%TP) | (%TP)

RAPL(YPD) YAP5(YPD) 58 55 39 37 25
RGM1(YPD) YAP5(YPD) 75 26 5 28 24
RLM1(14hr_But) | SOK2(14hr_But) 26 23 3 19 0
ROX1(YPD) SOK2(YPD) 26 15 15 38 15
ROX1(YPD) SWI4(YPD) 21 33 19 9 0
ROX1(YPD) YAPG(YPD) 44 6 4 4 9
RTG1(YPD) RTG3(YPD) 23 47 21 0 13
SKN7(YPD) SWI4(Y PD) 54 7 9 5 5
SKN7(YPD) SWI5(YPD) 27 25 18 22 18
SKN7(YPD) YAPG(YPD) 22 13 4 31 22
SKOL(YPD) SOK2(YPD) 24 25 16 12 0
SMP1(YPD) YAP5(YPD) 31 35 16 38 29
SOK2(14hr_But) | STE12(14hr_But) 22 31 22 22 9
SOK2(YPD) YAPG(YPD) 43 18 13 23 20
STB1(YPD) SWI4(YPD) 32 50 40 37 12
SWI4(Y PD) SWI5(YPD) 23 30 34 0 30
SWI4(YPD) SWI6(YPD) 74 18 4 21 4
SWI4(Y PD) YAPG(YPD) 23 21 17 0 4
SWI5(YPD) YAP5(YPD) 22 22 4 18 18
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