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Abstract

Decentralized Reputation Systems have recently
emerged as a prominent method of establishing
trust among self-interested agents in online envi-
ronments. A key issue is the efficient aggregation
of data in the system; several approaches have been
proposed, but they are plagued by major shortcom-
ings.

We put forward a novel, decentralized data man-
agement scheme grounded in gossip-based algo-
rithms. Rumor mongering is known to possess al-
gorithmic advantages, and indeed, our framework
inherits many of their salient features: scalabil-
ity, robustness, globality, and simplicity. We also
demonstrate that our scheme motivates agents to
maintain a sparkling clean reputation, and is inher-
ently impervious to certain kinds of attacks.

Introduction

the database soon becomes a bottleneck of the system. More-
over, this approach is not robust to failures. Previous work
ondecentralizedeputation schemes suffered from their own
major problems: agents have to maintain complex data struc-
tures, evaluation of trust is based only on local informatio

or there are restrictive assumptions on the trust mbdel.

We approach this hornets’ nest by designing a novel
method of trust aggregation (i.e., a reputation systemta da
management scheme). The method is demonstrated in this
paper for a simple trust model, but it can be extended to more
complex models.

The roots of ougossip-base@pproach can be traced to a
seminal paper by Frieze and Grimmgt®84: a rumor starts
with one agent; at each stage, each agent that knows the ru-
mor spreads it to another agent chosen uniformly at random.
The authors show that the rumor reaches all agents quickly
(a result that coincides with real life). We directly rely on
more recent results, surveyed in the next section. It has bee
shown that aggregate information, such as averages and sums
of agents’ inputs, can be calculated using similar methdds o
uniform gossip in a way that scales gracefully as the number

In open multiagent environments, self-interested agerets a Of agents increases. Furthermore, the approach is robust to
often tempted to employ deceit as they interact with othersfailures, and the results hold even when one cannot assume a
Fortunately, dishonest agents can expect their victimg1to r point-to-point connection between any two agents (as is the
taliate in future encounters. This “shadow of the future™mo case in peer-to-peer [P2P] networks).
tivates cooperation and trustworthiness. In our setting, each agent merely keeps its private evalua-
However, as the size of the system grows, agents have dipn of the trustworthiness of other agents, based on its own
increasingly small chance of dealing with another agent theinteractions: When an agent wishes to perform a transaction
already know; as a consequence, building trust in domainwith another, it obtains thaverageevaluation of the other’s
teeming with numerous agents becomes much harder. Repteputation from all agents in the system, using a gossipas
tation systems address this problem by collecting and dpreatechnique. Although the presented algorithms estimate the
ing reports among agents, so that agents may learn from otlaveragereputation, they can be easily adapted to estimating
ers’ experience. To put it differently, agents are intiméth ~ whether a certain agent has a high reputation in the eyes of
by the “shadow of the future” today, even though tomorrowthe majority of the agents, or certain other similar metrics.
they are most likely to meet total strangers. Thus, the framework we advocate for aggregating reputation
Reputation systems can be decomposed into two majdnformation accommodates more sophisticated trust models
components: 1) the trust model, which describes whether an Some advantages are immediately self-evident. Each agent
agent is trustworthy, and 2) the data management schemstores very little information, which can be simply and effi-
The latter component poses some interesting questiorm® sinciently organized, and evaluation of trust is based on globa
it is imperative to efficiently aggregate trust-relatecbimfia-  information. Additionally, this framework inherits theaah-
tion in the system. A simple solution is maintaining a centra
database that contains the feedback gathered from past tran
actions. Unfortunately, this solution is inappropriatedie-
tributed environments where scalability is a major congcasn

1The “or” is not exclusive.
>The question of how agents set this valuation is outside the
scope of this paper.



tages of gossip-based algorithms: scalability, robusthes 2. The size of all messages sent at tinfy PUSH-SUM is
failure, decentralization, and as a consequence, appitgab O(t + max; bits(x;)), where bitéx;) is the number of
in peer-to-peer networks. bits in the binary representation af.

We show that our scheme has two other major advantages. A major ad\/antage of gossip_based a|gorithms is their ro-

An important desideratum one would like a reputation systustness to failures: the aggregation persists in the face o
tem to satisfy is motivating agents to maintain an untaetsh fajled nodes, permanent communication failures, and other
reputation, i.e., to be absolutely trustworthy (as oppdsed unfortunate events. Further, no recovery action is require
say, being generally trustworthy but occasionally cheptin  The assumption is that nodes can detect whether their mes-
We show that our data management scheme, together with &age has reached its destinatiom;sR-Sum is modified so

extremely simple trust model, satisfies this property. V¥e al that if a node detects its target failed, it sends its message
demonstrate that our scheme is inherently resistant to somgself.

attacks (with no assumptions on the trust model). This is Fheorem 2 (IKempeet al, 2003). Let < 1 be an upper
positive side effect of the exponential convergence rafes %ound on the probability ’of message loss at each time step,

the algorithms we use. , e - i
In this paper we dawot address the problem of designing _?_rr]]grlstU be the diffusion speed of uniform gossip with faults.

a trust model. Rather, we suggest an approach for agents to ~ , 2
aggregate distributed trust information so as to decidé wit U'(n,d,¢€) = mU(n,& €).

whom to carry out transactions. In several types of decentralized networks, such as P2P net-

. . ) works, point-to-point communication may not be possibtfe. |
2 Gossip-Based Information Aggregation these networks, it is assumed that at each stage nodes send
In this section, we survey the relevant results of Kempe, Domessages to all their neighbof®ding. When the under-
bra and GehrkKempeet al, 2003. These algorithms allow lying graph is an expander, or at least expected to have good
us to estimate the average of values held at network nodes (gxpansion, results similar to the above can be obtainedu+or
our case, these values will be the reputation values concermately, it is known that several peer-to-peer topologiesiae
ing a particular agentfKempeet al, 2003 also shows how expander graph®andurangaet al., 2001.
to calculate other functions over these values, such asahe m In the rest of the paper, we have < 1, and in particular
jority function and sum. Thus our algorithms can be adapte@_; z: < n. Therefore, it is possible to redefiieto be an
for other, more sophisticated models of trust. upper bound on the number of turns required so that for all

We begin by describing a simple algorithmy$h-SuM, 10 ¢ > / and all nodes, theabsolute error| =2 — L 37, 7,

compute the average of values at nodes_m a networ K. Therig at moste with confidencel — 4, and it still holds that
aren nodes in the system, and each naddeolds an input Uln.s.e) = O oo L 4 1oal). Hereinafter. when
z; > 0. Attime ¢, each node maintains asums,; and a (n,8,¢) = O(logn + log 5 + log ¢). Hereinafter, whe

weightw; ;. The values are initialized as followsj ; = x;, we refer tol/ we have this def|n|t|on. in mind. )
wo,; = 1. Attime 0, each nodé sends the paisg ;, w.; 10 Remark 1. The protocol RsH-SuM is presented in terms of

itself; at every time > 0, the nodes follow the protocol given & synchronized starting point, but this assumption is not ne

as Algorithm 1. essary. A node that poses the query may use the underlying
communication mechanism to inform all other nodes of the

Algorithm 1 guery; convergence times are asymptotically identical.

L procedure PUSH-SUM . - 3 Our Framework

2: Let {(3;, ;) }; be all the pairs sent toat timet — 1

3: St S8 Let the set of agents b& = {1,...,n}. Each agent € N

4: Wi — >, W holds a ngmbef*f € [0,1] for each agenf € N (including

5: Choose a targef; (i) uniformly at random itself). Th|s_number represenfs reputation w_|th respect to

6: Send the pait3s;;, 1w ;) toi and tof; (i) i, or to put it differently, the degree to whichis willing to

7 sui g the estimate of the average at time trustj. As agents interact, these assessments are repeatedly

8: endwﬁfi()cedure updated. We do not in general concern ourselves with how

agents set these values.
When an agent is deliberating whether to deal with an-
LetU(n,d, ) (thediffusion speedf uniform gossip) be an  other agenj, i wishes to make an informed evaluation of the

upper bound on the number of turns$H-Sum requires so , . J_ e i
that for allt > U(n, &, ¢) and all nodes, other’s reputation. Let’ = =k pe the average ofs rep

utation with respect to all agents. Knowledgeiéfwould

1 s 1 giv_ei a good idea of how trustworthyis (this is, of course,
S on |w. n Y oak|<e a simple model of trust).
Bk b k We show that in this scenario, agents can use gossip-based

(the relative error is at mos} with probability at least — 5.~ @!gorithms to decide with whom to carry out transactions.
Also, in such a setting, agents are encouraged to keep a com-
Theorem 1([Kempeet al, 2003)

pletely untarnished reputation. Similar results can be ob-
1. U(n,6,€) = O(logn +log  +log 1). tained for more complex trust models.



Algorithm 2 good reputation, that only occasionally cheats, would arob
1: procedure EVAL -TRUST(, 7,6, ¢) &1 evaluates’ with bly be able to win the confidence of peers; there is seemingly

accuracyt, confidence — 4 no reason why an agent should not play false now and again.
2 forall k € N do Nevertheless, we consider in this section an extremelylsimp
3: T — 7“?; > Inputs to RISH-SUM are;'’s and general trust model, and show that with the data manage-
reputation w.r.t. agents ment spheme that_ we have p.resented,. there is a social benefit
4: end for to having a very high reputation: the higher the agent’s repu
5: run PUSH-SUM for U = U(n, §, ¢) stages tation, the shorter the time required to close deals.
6: return 2% We consider a model in which each ageritas a reputa-
7 end proceéﬁr’é tion thresholdr!"" (similar to[Xiong and Liu, 2008) and a

confidence leveb;: agenti is willing to deal with an agent
4 iff i knows thatj’s average reputation is at leagt”, with
A simple way to compute the average trust is viaconfidencel — §;. i evaluatesj’s reputation as above, us-
PuUsH-SuMm. ing EVAL -TRUsST. Recall that when the algorithm terminates,
The protocol EAL-TRUST is given as Algorithm 2. agent only has ar-close approximation of’. If ;’T is very
PU$H'SUM is executed fol/ = U(n, 4, ¢) stages. Attime close tor!"", i would have to increase the accuracy.
, it holds for allk € N, and in particular for agent that

L — 7‘3‘ < ¢, with probability1 — §. In other words, the

Remark 3. We still do not commit to the way the valueg

Wt are determined and updated, so the above trust model is quite
algorithm returns a very good approximation g average general.
reputation.

In practice, when two agenisandj interact,i; may eval-
uatej’s reputation (and vice versa) by calling/&. -TRUST.  Algorithm 3

The protocol quickly returns the approximationidf based 1: procedure DECIDE-TRUSTG, j) b ¢ decides if it wants

on the valuesJ at the timeEVAL -TRUST was called Each to deal with;

agenti keeps dlfferent values;; andw, ; for every differ- 2: €—1/2 > Initialization

ent query that was issued by some other agent in the systemyg. k0

and updates these values repeatedly according $s1F5um. 4: loop

Thus, at any stage every agent participates in many parallek. ks — Ul(n,b;,¢)

executions of BSH-SuM. _ 6 run EVAL -TRUST(j) for anotherk, — k; stages
A possible cause for concern is the amount of communi- A total of k, stages

cation each agent has to handle at every turn. However, the;. if s.i/we; < ri"" — ethen

quick convergence of ’BSH-SUM guarantees that the burden g. return false

will not be too great. Indeed, it is plausible to assume that g. else ifs; ; /we; > r" + e then

the number of new interactions at each turn is bounded by a. return true

constantc (or at worst is very small compared t9. Each . end if

such new interaction results in at most two new executions . Ey — ko

of EVAL -TRUST, but the execution lasts at mdstturns. To 3. € —¢€/2

conclude the point, each agent sends at mdst= O(logn)  14:  end loop

messages per turn. 15: end procedure

Remark 2. The size of messages depends on how {hare
calculated, and as mentioned above, this issue is outside th
scope of this paper. Nevertheless, there would usually be a
constant number of reputation levels (say, for mstamy&

The procedure BCIDE-TRUST, given as Algorithm 3, is

a straightforward method of determining whethér> r””“

. Agent; increases the accuracy of the evaluation by repeatedly

igh%t:;r?t'z ---»1}), so the message size would normally be halving ¢, until it is certain of the result. In this context, a
stage of VAL -TRUST corresponds to a stage o BH-SuM.

As the above method of aggregatmg an agent’'s average

reputation relies on the gossip-based algorithos®Sum, ~ Proposition 3. Leti,j € N, andA;; = [/ — r!"7|. With

it inherits all the latter's benefits, in particular robusss to ~ probability at leastl — ¢;, DECIDE-TRUST correctly decides

failure and applicability in peer-to-peer networks. whether ageny’s reputation is at least;"" after O(logn +
log 3- + log 5—) stages ofEVAL -TRUST.

4 The Benefit of an Unstained Reputation ’

It is very desirable (indeed, crucial) that a reputatiortexys A ) .

be able to induce truthfulness in agents. Naturally, an agerPro0f. Assume w.l.o.g. that"" < 7/, and that the algorithm
with a stained reputation would be shunned by its peersgwhilteached a stage wheree < A;;/2. At this stage, it holds
an agent with a good reputation would easily solicit deals

and transactions. A further step in this direction is mdtiva 3The probability is the chance that the algorithm will answer in-
ing agentmeverto cheat. Indeed, an agent withganerally  correctly; the bound on the number of stages is always true.



that\% — 7| < e (with probability 1 — §;), and therefore:

St,i > ¢

Wt,5
= ’I“,fhr + Aij — €
> it 4 e

Hence, the algorithm surely terminates when< A;;/2.
Now the proposition follows directly from the fact that
U(n,d;, Aij) = O(logn + log § + log A%) O

To conclude, Proposition 3 implies that there is a benefit fo
agentj in maintaining a high reputation: for any ageéntith
a reasonable thresholdy;; is significant, and this directly
affects the running time of ECIDE-TRUST.

Remark 4. The result is limited, though, when the number of
agentsy is large, as the time to evaluate an agent’s reputatio
is also proportional tdog n.

5 Resistance to Attacks

We have seen that information about an agent’s reputation
can be efficiently propagated, as long as all agents consis-

tently follow EvVAL-TRUST. However, with reputation sys-

tems we are usually dealing with self-interested agents. I

our context, a manipulative agent may artificially increase
decrease the overall evaluation of some agent’s reputhgion
deviating from the protocol.

In the framework we have presented, trust is evaluated on
the basis of global knowledge, i.e., the average of all repu-
Netr,={ie N: 2L >1—¢/4}, w(l}) =3
mﬁ . Wt i

olds that:

tation values in the system. Therefore, any small coalitio
cannot significantly change the average reputation of so
agentj by setting their own valuationd; to legal values in
[0, 1], and then following the protocol&L -TRUST.#

This is, of course, not the case when a manipulator is al-

lowed to set its reputation value arbitrarily. As a simple-mo

tivating example, consider a setting where agents propagat

agent;j’s average reputations{ = r; for all i), and a ma-
nipulator:™ wants to ensure that for &l ;‘f converges to
a high value as the timeincreases. At some stagg, the
manipulator updates,, ,~ to ben, but except for this harsh
deviation follows the protocol to the letter. In particyltre
manipulator might initially set?,. = x;» = n. We refer to
this strategy astrategy 1 Clearly, for alli, flft eventually
converges to a value that is at least 1. ’

Despite the apparent effectiveness of Strategy 1, it idyeasi
detected. Indeed, unless for a4 i™ it holds thats;, ; = 0
at the timet, when the manipulator deviated by assigning
Sty,5m = n, the expression% would eventually converge

to a value that is strictly greater than 1; this would clearly

unmask the deceit. It is of course possible to update- to
be less tham, but it is difficult to determinea priori which

strategyStrategy 2 For the firstl’ stages of the algorithm, the
manipulatori™ follows PUSH-SUM as usual, with the excep-
tion of the updates of, ;»: after updatingw; ;= = >,y
(as usual);™ updates:s; ;m = w;=. In other words, the
manipulator sets its personal evaluation of the avef%g@

wWeym

to be 1 at every stage=1,...,7. Fortimet > T, the ma-
nipulator abides by the protocol. Using this strategyvitels
holds that% < 1 for all 7. In addition, for allt, it still holds

that) ", wy ; = n. Therefore, without augmenting the system
with additional security measures, this manipulation fi-di
cult to detect. We shall presently demonstrate formally tha

the manipulation is effective in the long ruri?u.‘t*—f converges

to 1 for alls.
T—o00
—

Proposition 4. Under Strategy 2, forall € N, ;22—7; 1

in probability.

'broof. We first notice thad _, s; ; is monotonic increasing in

staget. Moreover, as noted above, it holds that at every stage,
Yo, w; =n,asforalli € N: % < 1, and thus:

E St < E Wy = M.
i

Lete,d > 0. We must show that it is possible to choose
large enough such that for all > 27 and alli € N,
Pr[;’—t’ >1—¢>1-06.

Assume that at timeit holds that:

2idti o )
n

icl, wmt . |t

n(l—e/2) > Z St

iEN

> Z St
i€l

> wii-(1-€/4)
i€l

= w(l;)(1 - €/4).

It follows that w(l;) < n - {=2%. The total weight of

agents inV \ I, is at least. — w(I;). There must be an agent
i € N\ I; with at least a /n-fraction of this weight:

n—w(l}) €
n = 4—¢ @

In order for the choice of; to be well-defined, assumeg is
the minimal index that satisfies Equation (2).
Now, lets; ;.. be the manipulator’s sum had it updated it

according to the protocol, i.es; ;.. = >, 5 for all messages

Wt i, >

value to set without pushing the average reputation above 1/ senttoi™. With probabilityl/» (and independently of other
We now consider a more subtle way to increase the valstages)f,(i;) = i"; if this happens, it holds that:

ues3ti g deceit that is indeed difficult to detect; we call this

we,; !

“In fact, this holds for every coalition that does not constitute a

sizable portion of the entire set of agents.

Spr1im < (Wepram — 1/2-we4,) +1/2 - 54,
S (wt+1,i7” — 1/2 . 'lUtﬂjt)
+1/2-wy,, - (1 —€/4).

©)



For all stagest it holds that)", s;p1, — >, st = is also true fort = 0), so it is enough to consider messages at
St41,im — Spi1,4m, @S the manipulator is the only agent thattimet from all i # ™.
might change) ", s;,. Therefore, in the conditions of Equa-  Therefore, for all stagess it holds that:

tion (3),
E S i Sti| = Pr 1) ="
S serni— 3 s0s = sestin — Shypn Z 1, Z ' ] ;( [fii) = ™)
i % 1 1
= Wt41,4m — St4+1,im : (*wt,i - *St,i))
¢ . 2 2
21/2.%‘““.1 = — (we,i — St,4)
9 2n “— ’ ’
€ iFEL™
“33_3 1
— O€
< — Wy 4
= A(w). = 2n ; "
So far, we have shown that for each stagehere Equa- < 1 Z wr -
tion (1) holds andf;(i;) = i, itis the case tha}", s;41,; — ~op L
‘ : 1—¢/2) iEN
> ;5 > A(w). This can happen at mogfﬁ(w) times 1
before Equation (1) no longer holds, or to put it differently =5
beforeZ=:®ti > 1 — ¢/2. ;
n__ = ; . ) The last equality follows from the fact that for al
Let X; be i.i.d. binary random variables, that are 1 iff S w i . a y |

f:(i;) = ™. It holds that for allt where Equation (1) is

. i =) 20450, i i i
true,E[X;] = 1/n. By Chernoff’s inequality, it holds that: As ) = ===, and from the linearity of expectation, we

obtain that
T
1 1 Ty CSp s _ =
Pl Y XS g s e Rl DO D ICEEES 3

= t=0 i i
It is possible to choos#; to be large enough such that this 1 Lt
expression is at most/2, and in addition}- - 7 > %. = STED s Y s

) t=0 [ i

Therefore, at timd, the averagez“zﬁ > 1—¢€/2 with 1 1
probabilityl — §/2. < 5T1 3

Recall that aftefl” stages (wheré™ deviated from the pro-
tocol), it still holds that) . wr; = n. Assume that indeed
Z% > 1 — ¢/2. By modifying the proof of Theorem In particular, sincé/(n, 8, ¢) = O(logn + log § + log 1),
3.1 from [Kempeet al, 2004, it is possible to show that PUSH-SUM is executedD(logn) stages, and thus the differ-

after anotherT, = Ty(n,J,¢) stages where all agents ob- ence in the average is at ma3{'°2" ), which is quite insub-
serve the protocol, it holds with probability— ¢/2 that for  stantial.

all §, |2TTes 2 ST”’ < ¢/2, and thus for alli and Remark 5. It is not guaranteed at tim&; that each>t:

WTy 4Ty i n Wi, q

O

t>T+ Ts, j; > 1 — e with probability 1 — 6. is close tor/, because the inputs were dynamically changed
The proof is completed by simply choosing =  during the execution of ®sH-Sum.
max{T1,T5}. O  Remark 6. The above discussion focused on a setting where

" T the manipulator attempts to increase the average repuoitaftio
Proposition 4 implies that Strategy 2 poses a provably acutg, agent. It is likewise possible for a manipulator to deseea

problem, when BSH-SUM is run a large number of turns. 5, ggent’s average reputation, or indeed set it eventually t
Fortunately, ®BsH-SuM converges exponentially fast, and any value it wants.

thus it is usually the case that the manipulator is not able to
significantly affect the average reputation, as the foliayvi 6 Related Work

proposition demonstrates. _ o
P2PRepl[Cornelli et al, 2004 and Xrep[Damianiet al,,
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