IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 32, NO. 1, JANUARY 2002 135

Evolutionary Patterns of Agent Organizations

Claudia V. Goldman and Jeffrey S. Rosenschein

Abstract—Problems approached by multiagent systems (MAS) tion is paramount. We formally characterize these domains as
are typically complex. It is usually difficult to know at system de- information oriented domains.
sign stage how many agents need to be in the system, what each |, yheqe domains, the information that the agents hold or are
agent’s role is, and how the agents should interact to get optimal . h . heir | . her th h Is th
performance out of the group. The aim of the testbed presented PUrSUING characterize their interaction, rather than the goals the
here is to investigate which kinds of multiagent systems could be agents are expected to achieve. Agents in these domains, in con-
developed to solve ranges of problems, avoiding the need to reor-trast to state oriented domains [1], do not have to deal with con-
ganize the agents from scratch for each task. flict. Information can be shared. Agents, for example, might

The agent organization process explored here is based on the, 4 oy the same server in parallel without preventing other
agents’ knowledge, and not on their tasks. This opens up a new

approach for Distributed Artificial Intelligence designers, to have @dents from working on the same knowledge.
their domain organized before the allocation of tasks among  Our first step was to partition the information domain, using
agents. These kinds of organizations should be more robust for an evolutionary algorithm and a similarity criterion. This parti-
Zglf‘i’ri]régin‘?gﬂ;ﬁ‘éﬂ%‘ﬂﬁ{g; Jgﬁﬁg;g(;gz)ig:ntﬁa':”%";"igge- We tioning step resulted in a group of agents, each with a particular
An evolutionary approach to the design of a multi%ggnt system area of “expertise,” assigned to handle the avallable-mforma-
is suggested. Our model is based on a cellular automaton whosetion. Because of the nature of the evolutionary algorithm, the
rules of dynamics induce the formation of an organization of number of final agents and their assignments arose naturally
agents. Patterns of organization obtained empirically are pre- from the information content of the environment, and were not
sented. Our knowledge-based organization approach is analyzed getermineca priori. This organization of agents, spanning the
both from theoretical and practical perspectives. . . . . .
information space, could then be exploited in problem solving
and information retrieval tasks. The partitioning of the informa-
tion space lead to greater efficiency at run time.
|. INTRODUCTION In general, these partitioned systems are appropriate for in-

HERE are several aporoaches that one can take to E{eration retrieval systems, or (more specifically) as an orga-
. eV pproaci ) f7ational structure for libraries of reusable plans [2] and as a
signing multiagent organizations. One approach is to foc

on the division of tasks and subtasks among agents, in Orderh:jns to organize different recipes [3] for plans in a given do-

Index Terms—Organization, expert agents, information domain.

balance_the load on each of the aggnts, avoid redundanF WOpossible emergent patterns within an organization of agents
af‘d ach|ev_e_ g_IopaIIy _accurate solutions. Much research in dclﬁ'e demonstrated, and the evolutionary algorithm itself is dis-
tributed artificial intelligence (DAI) has been focused on thes&ssed.
issues.

We are interested in a variation on this question of multiagent
organization, which focuses on first organizing the knowledge !l |NFORMATION ORIENTED DOMAINS AND NETLIFE

that exists in the agent domain. In principle, this would enable s provide a general definition of information oriented do-

the same agent organization to solve a range of different prohaing and consider the queries that might be submitted in such
lems in a given information space, and could also serve aggmains. In this paper, we focus on the agent organization that
preliminary step to the distribution of tasks among agents. S%n evolve in such scenarios. In a separate paper, we studied

ciability then evolves from the structure of the information doﬁow this organization can be approached by users and how it
main, and from the different patterns of agents’ organization%an solve queries [4]

Our approach is that in certain domains, knowing gtreic- An information oriented domain(IOD) is a tuple
ture of information contentould guide us in the design of an<IS

appropriate agent system. Multiagent systems often operate’in’ 5, A, {op}, ¢, v, w), where
PRIop g y ' g y P 1) IS is the information set, e.g., a set of documents;

2) S is the set of possible states of the world. In an 10D,
§ . § § . we define a state at timeas a pair@, PA,|, where®
Manuscript received November 10, 1999; revised revised December 3, 2001. ; ; ; .
This work was supported in part by the Israeli Ministry of Science and Tech- is the query a user submits, aiith, is the partial an

nology (Grant 032-8284) and the Israel Science Foundation (Grant 032-7517).  Swer derived at timé. In this case, a partial answer is
This work was performed as part of the first author's Ph.D. work at the Hebrew measured by the worth of the state, which represents to

University and was supported by the Eshkol Fellowship, Israeli Ministry of Sci- . . . .
ence. This paper was recommended by Associate Editor M. Embrechts. what degree the information derived is useful and related

C. V. Goldman is with the Department of Computer Science, University of to Q. The state is the agents’ state of information relative
Massachusetts, Amh'erst', MA 01003 USA (e-mail: clag@cs.umass.edg). . to a queryQ_ PAf iS a Vector Whose Components repre_
J. S. Rosenschein is with The School of Computer Science and Engineering, th h h t k t timeelative t
The Hebrew University, 91904 Jerusalem, Israel (e-mail: jeff@cs.huji.ac.il). sent how much each agent Knows at t ,eg ative O
Publisher Item Identifier S 1083-4427(02)02698-X. Q. There are local states that represent the information a

environments where access to, and manipulation of, informa-

1083-4427/02$17.00 © 2002 |IEEE



136 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 32, NO. 1, JANUARY 2002

single agent has relative to a given query. This local stat@ght be the software domain, consisting of programs such as
might also represent which part of the query the singfinger, ftp, etc. The aim of this research is to evolve an organiza-
agentis working on. There is a global state that is a vecttion of agents, such that each agent will be responsible for, and
of the local states. The global state refers to the whodwentually become an expert on, a subset of disjoint pieces of
query. It might also represent how the query has been dibis domain. Ultimately, the organization might be approached
tributed among the agents (e.g., all the agents work @y other agents and serve as a source of information (that could
the whole query, each agent works on a different sube further assisted by a system like Musag [6]), or it could itself
query, etc.). Agents move between local states, inducisglve problems, as a multiagent system (e.g., [4]).
the system to move between global states; Usually, memetic models (for an overview, see [7]) have con-
3) Ais the set of agent$A| = =; sidered the evolution of the information that could be transferred
4) {op} isthe set of operators agents can apply. If the ager@mong a fixed number of agents in a given system. Here, the in-
know different operators, then this set should be intefermation set is fixed. The agents’ population changes as long
preted as a vector of sets, such that the companemt- as they collect documents from a given site. Agents might die,
responds to the set of operators of agépmt or clone themselves, as described in the algorithm presented in
5) cisthe cost of answering a quefythat was submitted to Section IV-A. The knowledge of each agent is given by the doc-
A in the context of IS. The cost is defined as the cost taments it holds, i.e., the information in these documents.
get to the most useful state (not necessarily the one thafirst, the notion of a cellular automata as a basis for our model
completely solves)); is presented. We proceed by presenting our approach, and the
6) v is the value of an agent, or a group of agents, i.e., hachitecture of the testbed we have implemented, together with
much information the agents hold. It is a function thatesults from experiments that were carried out. The paper con-
quantifies the amount of information held by the agents;ludes by showing how our model fits the “six essentials” con-
7) w is the worth of a state in the context of IS, i.e., hovsidered by Calvin [8] to bootstrap a Darwinian process.
much information there is in the agents’ state with respect
to IS and the query. This function represents the use- . A CELLULAR AUTOMATA MODEL FOR
fulness of a state relative to a query posed to the agents. ORGANIZING INFORMATION
The approach in this work is to exploit domain knowledge
in system design; in information oriented domains, knowing;
the domain’s structure can guide us in the design of the aggﬁt?
system (i.e., the number of agents, their interactions, and rol
Different patterns of organization might influence the way il

hich Idi ith th [ .g. loiti
which we would interact with the agent society (e.g., exploitin Il'in the grid contains data (e.g., a string of bits). In addition,

specialist agents or an agent hierarchy), and the social inter \ .
tions among the agents. We designed and implemented amufﬁ?—et of rules needs to be defined on the data in the cells. These

. ) ... _rules determine to which state each cell moves in the next period
gent testbed to investigate the emergence of an organization

I . .
multiagent system, and its dynamics. In the implementation tétﬁme. The rules are unlf_orm (., the same Iav_vs apply t_o every
agents were homoaeneous. in the sense that thev had the Scellé and they are local (i.e., the laws are applied on neighbors

9 9 f y of the cells). The locality characteristic of the laws requires the

capap|lltles, and were capable Pf_carrymg_ out t_he same groffrinition of a measure of distance among the contents of the
of actions (although each agent’s information might differ); thg

: . ells.
agents did not havg selfish interests. . . Parallel platforms enable better performance of the CA for
The model’s design was along the lines of the game of L|f5

S s ; rge experiments that require the computation of many interac-
[5]. The main idea was to organize the agents according to s among all the cells in the grid (which can be very large).

information they use for achieving the tasks to which they hayg, gicated architectures were built as CA machines (e.g., the
been assigned. Work done on the topic of agent organizatigi\\ architecture [11]). An extensive overview of applications
in DAI has usually dealt with different ways of dividing tasksys c for studying physical systems appears in [11]. More ap-

among agents (see Section VII-A). The organization mighfications related to pattern recognition and vision can be found
change its structure depending on the performance of ﬁlﬂﬁ{lz]_

agents; in this sense, the organization itselbisk-dependent  complex behaviors that emerge from local interactions
In contrast, we are interested in dividing information amongmong simple units can be studied with CA. In our case, we
the agents and not in distributing tasks among them; tBgose to study the evolution of a population of software agents
structure of our organizations would lrgormation-dependent that became experts on a given set of information using a
In cases where the organization is task-dependent, new taghs A cell represents a single document at a given site on the
might require new organizations for the agent society. If thifeb. The rules of the system control the growth, death and
organization is driven by information, it can remain constagictions taken by the agents in the population. These rules take
across multiple tasks that use the same information. into consideration the relative number of documents relevant
The domain is considered to be given. For example, the infao- the agent, and the number of related documents held by
mation domain might be composed of a collection of files, a sitédher agents in the same population. The Game of Life is first
composed of documents on the Internet, etc. Another domaiescribed; it is one of the most popular CA, and our model and

Cellular automata (CA) are models for studying spatially dis-
uted dynamic systems. They were introduced by Von Neu-
nnin the 1940s [9], [10]. For additional historical notes about
ated concepts, see [10].

Time is considered discrete. The space of a CAis a grid. Each
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approach which are based on it are then presented. These twbDresderet al.. [14] developed a set of equations that enable an
models are compared, and results from experiments perfornzedlytical analysis of the growth, death and survival processes
in the information space are also presented. that take part irLife games. The degree of nonlinearity is di-
The Game of Life.In 1970, the game ofife, invented by rectly related to the number of interacting neighbors. They sug-
John Horton Conway, began to attract many enthusiasts wipested studying the interesting evolving patterns by using their
were interested in dynamic societies of living organisms. Thegjuations. They found that the formalism and the methods de-
game [5] takes place in a two-dimensional (2-D) grid (assumedloped for problems in nonequilibrium statistical mechanics
to be an infinite plane). Each cell in this board has eight neighre appropriate for an analytic description of thfe games.
boring cells. The game was designed as a one-person gamé&igen [15] referred also to the unpredictable patterns that may
where an initial configuration of the grid is submitted (i.e., spe@volve in the game ofife from the simple and deterministic
ifying which cells are empty and which cells are occupied byrales. He had, however, pointed out the lack of an environment
counter). From then on, the rules of the game control and charig¢he standard game, i.e., in real biological processes there are
the configurations of the grid leading to interesting patterns sfochastic elements that affect the evolution. In our work, we do

organization. take into consideration the domain of action of the agents, and
Conway'’s rules were as follows. observe the patterns of organization that might evolve.
« Survivals—Every organism with two or three neighboring Schulmaret al.[16] investigated the properties of a dynamic
organisms survives to the next generation. system with deterministic rules such as those defined for the

- Deaths—Each organism with four or more neighbors die§a@me ofLife to learn about the microdynamic_s of a nonequi-
(i.e., is removed) due to overpopulation. Every organisHb”“m system, about reproduction and evolution, aqd to Iegrn
with one neighbor or none dies from isolation. about different patterns that can evolve and their relation

« Births—Each empty cell adjacent to exactly three neigﬁg physice_ll and biological formalisms. Since the analytical
bors is a birth cell. An organism is placed on it at the ne&PProach is very complex to handle, they were more concerned
move. with understanding the parameters of thée system. These

Note that all births and deaths occur simultaneously. Thef@rameters include temperature (i.e., a finite probability for
are three known behaviors that could emerge in different cdflth or death of an organism independent of the number
figurations with the rules explained above. There are stable p&p-1tS ive neighbors), the average density of living entities
ulations, that achieve some structure and then do not chang&$.2 function of temperature, and entropy (a measure of the
There are configurations that fade away, i.e., the grid remaii§'®asing order in a system controlled by Conway'’s rules).
totally empty after a number of iterations of the game. An- S°me practical uses were found for the gameifef[5]. Life
other pattern of behavior involves periodic or oscillating popY2S aPplied to socioeconomic systems, to explain nebulae with
ulations. These populations are composed of subconfigura’ti&t’?éraI arms,.and tp identify edges n SOl_'d shapes.
that change among them in a definite cycle (larger or equal 1o/ descrlbed. n the foIIovymg sections, we developed a
one). model for organizing information that was based on a cellular

Another kind of interesting pattern was discovered later afytomaton. Our_grld Is the information space. The “cells Qf
lead to the proof thatife can be universalized, i.e., it can sim-thls gnd. are as;lgngd to software ggents, who are responsible
ulate a Turing machine. Gosper at MIT and Conway at Car{?-r the |nforn_1at|on n them. That is, the agents are able. o
bridge independently showed that the gliders pattern could ROCESS the |nforr?at||c>n,Tar]nswe|r qutT]rI?S, arld Iplt?]n SO'”“?”,S
used as pulses to simulate a Turing machine [13]. This new kiﬁl?ne or cooperatively. € rules that control the agents

. . wth, death, and behavior have been designed along the lines
of behavior created a pattern that keeps growing as long asgﬁ he rules of the Game of Life. In additiongthe envir?)nment
game is played. : '

These examples stress the unpredictability of the resultsoﬂ;\the agents in the definition of the rules, (i.e., the information
Life even though the rules of the game are very simple, aﬁace) has been considered.
seem predictable. Other characteristics of commonly evolved
patterns include patterns that tend to become symmetrical al- IV. NETLIFE MODEL
though they were not symmetric in the initial configuration. The We suggest finding a division of an information oriented do-
results of collisions among different forms were also analyzegain D based on a division criterion (i.e., a similarity measure
(e.g., the vanishing collision, and the kickback collision [13lhmong the pieces of information if?) and based on a bal-
[5]). William Gosper, in 1971, found kife form called the fish- anced number of agents. We are not dividing tasks among the
hook [13] capable oatingother patterns and returning to itsagents, but rather are dividing knowledge and expertise among
original form. the agents. The quality of a partition of a domain depends also
Many variants of the original game have been worked owoh the future performance of the experts responsible for these
including playing by other rules, and playing on different gepieces of expertise. This division depends on a similarity crite-
ometries and dimensions of grids (e.g., [5]). The original gami®n that induces a matrix of nearness values among the pieces of
remained the most interesting and exciting, in particular due éapertise in). Thelocal goodnessf an emergent organization
the unpredictability of its simple rules. Other attempts tried tdepends on the utility of the organization for a given taskin
invent competitive games for two or more players, but no sighe global goodnessf an organization depends on the utility
nificant results were reported. of the organization for a set of tasks in the same doniain
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The assumptions about the domain and agents follow. For a taskr in the domainD, expertE, organizatiorO, and
« The organization is composed of cooperative agents. domain D, EXpertlse(ETZ Op) = {djg — I € L(D). E;
« The domainD has a flat structure (ie.. all informationrefers to the expel and its knowledge about the taskA task

pieces are equally regarded). This is'in.’contrast to hierail%an information-based query posed to the agent. The task could
chies where agents might be barents of other agents. Threguest the agent to gather information, to apply a software tool,

is no information held by one agent that includes (or ite(})rretrieve pieces of information held by the agent, or it can also
. 1 0y 9 . be the execution of a program (that is, the implementation of a
about) other information held by another agent. Dea“n&an that achieves). If ~ is not indp thenl = null. If ~ is

. VTVEQ er;zrﬁ]h;sezrrﬁzams for future work. pgﬁrtial to{d} g thenl describes a cooperative solution among
» There is a measure of similarity defined among the pargév?/rheenr: iggﬁg given to such an organizatia each agent
of D _(|.e., the r?elghborho_od relatlon_). _ __in O can retrieve its cluster as the answer (this is closer to the
A doma_unD COOS'StS_ of afinite set of pieces ‘?f mformaﬂoqndexing approach), do some processing on the information in
d. Eachd is a basic unit of knowledge or expertise. An EXPCits cluster and retrieve a more focused answer, or cooperate with
can process eac_h unitto answera query. Aset of.these Is a SeRL, agents to retrieve an answer. For a given query, an agent
pieces of ex.pertlse apd will be de.noted{lag}. In particular{d} that addresses the organization can address a specific expert
can be of size one (i.e., ond, or it can be a cluster of relatedonce, or several times, each time with a more refined query, ad-

|r_1fo_rm§1t|on._ Theds In a specific CIUSte'{d}_ are relate_d by_a dress several experts, each one once, or address several experts
similarity criterion defined by a useb) consists of basic units several times

of expertise (e.g., a document, a file, a picture, a plan recipe, 3he cost of performing a taskr by approaching

partial global plan, a speech act, a manual, a software program expert £ is: Cost(r,E) = Sy Cost(r',E) +

[e.g., finger, search engines, ftp]). For a givexn there are a S F{A}Cost(.'r” E{A‘;) = rrer )
TeETANFE{ A ) A

number Of_ taslfs that can be solvedle ) o The first term considers all the refinements needed to achieve
A domainD is denoted astructuredif there is a criterion of by addressing onl¥. That is, as&’s cluster is bigger, then
division of D into s parts{d}, such that these parts are disjointhere js more chance that this term will be larger. The second
and their union iD. For example, a site on the Internet with 8am, considers tasks that cannot be performed by alone.
neighborhood relation such.as TFIDF (Term Frequency, Inverifﬁat is, E needs to cooperate with other agents (a group of
Document Frequency) [17] is structured. The Postman Domajgeniss 41 E{ A} represents all the possible groups of agents
[1] is not structured: therd) is the set of all possible letters thefo { A} with which E cooperates). The tasks to be performed

agents might be assigned, abdis not finite. If a finite set of by several agents are denotetl Thus, as®’s cluster is smaller
addresses is considered, then a division criterion might be th& e is more chance that this term will be larger.

nearness among the addresses, andthetuld be structured. The utility of an organizationO for performing a taskr,
Our approach models an organization of agents with thefarting with expert, is the inverse oflost(r, E); the values

knowledge as a Cellular Automaton. The grid in our case is thg|| be in the range [0, 1].

graph composed of documents taken from a given site on thegjyen that agent3 asks the organizatio, a taskr, the

Web. The edges among the nodes in this graph are given by fiility of the answeof O is the distance between the goal that

links that connect documents in this site. Each agent can hgidyanted to achieve and the resporisthe organization has

a set of documents, that is one agent is responsible for sevefigbn for taskr.

nodes in the graph. The neighborhood relation among the agentgyo organizations can also be compared by the utility they

is defined based on the similarity between the documents theg@ieved starting from expef, for taskr, and the quality of
agents hold. The neighborhood relation is defined among thgggir solution.

documents. The rules designed are local, since they refer to the
nearness relation defined on the documents that are held by the . )
agents (see Section IV-AL). A. The General Architecture and Algorithm

Formally, an organizationO is a tuple: O = The model presented above was implemented in two sepa-
(D, A, L(D), NeighborhoodRelation, Parameters, Division  rate modules (one in C, and one in Java). For a fixed informa-
of Dintodisjoint{d}s) where A is the group of agents tion set, a population of agents evolved. Our approach combines
comprising the organization over the domdih L(D) is the clustering, indexing and evolutionary ideas (see related work in
common language the agents can communicate with, and wiction VII). The testbed enabled us to experiment with the be-
which they can “understand” their knowledge. An expehavior that might emerge from interactions among agents. The
E(E = (a € A {d} C D,L(D))) is an agent responsiblesystem was composed of homogeneous agents that were added
for a set of pieces of expertise and knows the languagde). to the system and were dropped out of the system dynamically
Each expert's expertise is represented by a database describ#thg each experiment. This dynamic was controlled by a set
in L(D). For example, whetD is a site on the Internet, eachof rules, that regulated the size of the system based on available
agent might hold a set of words that characterize most thgsources. In particular, the domain in which the testbed was im-
documents it is holding. The agents can analyze this databgigmented consisted of a collection of documents.
to decide which expert they need to consylf}r induces a  Based on the rules of the game defined, and the domain of the
range of solutions (i.e., answers) that the exjdan achieve. system, the agents would develop into experts. Their expertise
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is given by the information existing in the set of expertjgg
(e.g., the documents) that each agent holds. The testbed enat
us to run simulations that show how the agents become exper
Each agent collects relatetls (e.g., documents) and decides
to keep collecting, or decides to returndfs to a general pool
(and die), or decides to split itss among its children, based on
a relative size defined by the number of agents already existir
with d’s that are neighbors of the agentl's.

The rules for the testbed were designed along the lines of tt
game ofLife. The main addition to the game is the consideratior
of the environment.

Two concepts need to be defined in the gamd.ifd: the
neighborhood relation and the rules of the game. Separate mc
ules in the testbed described each one of these.

A set of parameters could be set by the user to test differel
scenarios, initial conditions of the system, and different thresk
olds needed by the rules that will influence the behavior of the

For each agent A; in the current agents list:

1 Find NumDocs documents that are the closest
neighbors to the documents already in Cf[i]
2 Find out the size of AgentsOnDocs
3 .Compute PopulationDensity = é-"—;—,':f—;—ol—)'%—cﬁ
4 .If (MyDocs; < MinDocs) and
(PopulationDensity > HighPopDensity)
4.1. A; returns its documents in C[i] to Free
4.2. A, dies /*Population decreases by one*/
5 .If (MyDocs; > MaxDocs) and
(PopulationDensity < LowPopDensity)
5.1. A; spawns a new agent A’;
/*Population increases by one*/
5.2. A; divides C[i] into C[i'] and C[i"]
6 .If (MyDocs; < MaxDocs) and
(PopulationDensity < HighPopDensity)
6.1. A; adds to its current CJi],
the NumAdded closest documents from NumDocs
that are not owned by any other agent.
6.2. Free is updated accordingly

agents. These parameters include 7 .else do nothing

« C[i]—the set of documents currently owned by agent 8 Output A;’s current documents in Cli]

* ClusterSize,—the size ofC]i];

» Free—the set of documents not owned by any agent;

» PopulationDensity-the ratio between the number of
agents assigned to the documents that are neighba@®nts) changes too, since when an agentdies, it returns its doc-
of the documents4; was assigned (call it AgentsOn-uments to the free pool from which all agents pick their docu-
Docs), and the number of documents that are neighbdpentst
of the documents4; was assigned (i.e.NumDocs. In the second case of the algorithm, the size of the population
PopulationDensity = (AgentsOnDocs)/(NumDocs); might increase by one, when an agent spawns a child. Then,

« MyDocs,—the number of documents the agehtis cur-  the total knowledge of the population does not change but it is
rently holding; distributed among the agents in a different way. The agent that

« NumDocs—the number of neighbor documents the age@i€cided to spawn, passes part of its documents to its new child.
will collect at most at each iteration: In the third case, the agent collects additional documents re-

« NumAdded—This is the number of nearest documents thged to the ones it already holds, thus updating its knowledge.
agent might add to its current cluster (chosen fidom- The population size remains the same. The individual knowl-
Docs; edge of the agent, and therefore the total knowledge of the pop-

« HighPopDensity—determines when the population iglation, changes.
overcrowded:; A testbed was developed to empirically examine different

« MaxDocs—the maximum number of documents that ea@@tterns of organization with their respective distributions of
agent might hold in its cluster; knowledge. Based on the rules defined, we aspired to having

e MinDocs—the minimum number of documents that athe system achieve some reasonable balance between the do-
agent can have in a stable state; main information (contained in documents) and the number of

« thresholds for the splitting procedure; agents. . . . . .
« the rule set that comprises the evolutionary algorithm. 1) The Neighborhood RelatioriThe aim of this module is
The main algorithm for evolving an organization of experti Pulld a neighborhood matrix. In the original game, the neigh-
is presented in Fig. 1 borhood relation was defined as a geometric relation in the grid

Thi ﬁ i of the similari | of the game. In our case, the nearness among the documents in
IS program was run after a matrix of the similarity valueg, ¢ sat o which the simulation is run, is computed. Therefore,

among all the pairs of's was computed. This algorithm re""‘teseach time an agent needs to calculate its neighbors, it actually

to the specific implementati_on. In th_e g_eneral case, the_ docfHE)ks for the agents that are holding documents that are neigh-
ments should be changed with a basic piece of expeftishis 1< ¢ the documents it is holding.

algorithm was run on an 10D (e.g., a site on the Internet, files

from a d'reCtorY)' The rules of de_ath’ b'rt_h' and S_urv_“/al WET€ 1 the implementation, the set Free of documents not assigned to any agent,
defined based on the resources (i.e., the information in the detght remain nonempty. The agents collected documents that were neighbors
uments) that the agents held. of the documents the agents already held. The number of documents that were

) ) . . . collected depended on the maximal number of documents an agent can hold, and
During the evolutionary process, the population size mighie population density. Therefore, the most distant documents might remain in

decrease by one, when an agent decides to stop its process bigesgt Free. An interesting extension to our testbed consists in adding a new

. ent for a document in Free, after the actual population reached equilibrium.
on the rules of behavior (the rules of the game). The total knov‘?ﬁen, let the whole population continue until the next equilibrium is reached,

edge of the population (given by all the documents held by these! continue in the same way of adding a new agent, until Free gets empty.

Fig. 1. Main loop of the evolutionary engine.
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The matrix consists of the proximity values calculated for arthe value of the cell¢, j] was incremented by an amount
pair of documents found in the collection. Although the processcr[word, Doc;, Doc;] based on the TFIDF weighting for-
of downloading documents from a site, and building an invertedula. This formula assumes that the word’s importance is
index of them can be time consuming, it should be noted thatoportional to the occurrence frequency of each word in each
this process is done only once. Then, simulations can be miocument and inversely proportional to the total nhumber of
many times, by different users, using different parameters. Tecuments in which the word appears. To define the term
proximity value is a measure of how similar two documents arkicr[word, Doc;, Doc;], we need the following parameters:

The more similar two documents are, the larger their respective « 7—the total number of documents in the collection.
proximity value is. This measure should not be confused with a « p—the number of documents in the collection in which
mathematical distance. the word appears.

We deal with a site of HTML documents found on the Web. « yC—a Uniqueness Constant (usually its value is between
This is a finite set of documents that are connected by hypertext one and three). We chose it to be two based on empirical

links. The parameters set by the user are as follows. observations.
» HomeSite—all the documents that will be collected reside * Doc;, Doc;—any two documents in the collection.
in this site. * N[word, Doc;]—the number of appearances of word in
» Root—this is the root of the site to be scanned. Doc;.
« MaxPages—the maximal number of collected pages. » WordFactor = log(T) — UC x log(D) (notice that this
» MaxDepth—the maximum search depth. factor will be large for words that appear in only a few

* NeighborsThres—a pair of documents will be considered  documents).
neighbors if their proximity value is above this threshold. Then, the weight of a word in a document

» LowThreshold—only words that appear at leadDoc;, (weight(word,Doc;)), was given by
LowThreshold times will be considered. WordFactor * N[word, Doc;]. Now, Incr[word, Doc;, Doc,]

* StopFile—a file containing very common words that willwas the sum ofveight(word, Doc;) and weight(word, Doc;)
be ignored when a document is analyzed. if both weights were not zero, and zero otherwise. The

An inverted index of all the words that appeared in these dageighborhood matrix was stored in a file and used by the
uments is then built. For each word, the total number of timesolutionary engine of the testbed. The agents would check
the word appears in all the documents is stored together with thes matrix to choose documents that were neighbors of the
total number of documents in which the word appears, and fdocuments they are holding.
each document in which the word appears, the total number ofT he organization of software agents evolves together with the
appearances in that document is also kept. Afterwards, the proXermation. The society of agents is not fixed, nor given.
imity values among all the documents collected is computed,2) The Evolutionary EngineA system populated with
and the neighborhood matrix is built out of these values. agents that gather resources was simulated. Eventually, each

We implemented two relations to decide when two documerdgent thasurviveduntil the end of the simulation was expected
are considered neighbors. However, as opposed to the gamwdfold a cluster of documents that were similar to one another.
Life, the computed relations were not binary. In both cases, theAll the information the agents had about the documents in
neighborhood relation implied a gradual relation (in contrast the given collection was taken from the neighborhood matrix al-

a binary relation, in which we could only say whether two doaeady built by the other component of the system. In this testbed,
uments were neighbors or not). we dealt with homogeneous agents coming from a general class

One neighborhood relation considered the words that agf-agents. A set of rules was defined to regulate the birth, death,
peared in the documents, that is two documents were neighbansl survival of the agents in the system. This set was based on
when they werd&eyword similar The other relation consideredthe number of agents relative to the number of documents that
the links to which each document pointed. That means thedch one of them already held, and the number of documents
two documents would be considered neighbors if both of thetime other agents in the system held. In the design of these rules,
pointed to the same links.A square matrix with rows and we tried to keep as close as we could to the original rulésfef
columns equivalent to the number of documents collected wiaking into consideration the addition of the environment.
implemented. Each cell held a similarity measure betweenAny simulation starts with an initial number of agents set by
any two documents. Each cell was initialized with zero. In thiae user. The user also assigns an initial document to each agent.
implementation presented here, the words were weightedTihen, the agents collect more documents that are close enough
each document following the TFIDF (term frequency, inverge their seed document, based on the neighborhood matrix. The
document frequency) method described in [17]. This is omaimber of additional documents is set by the user. From then
example of a weighting function that can be used to compute, the agents are involved in a loop in which they might be
the similarity between documents. able to collect more documents from the given collection, they

For each word that appeared in the inverted index, amtight die when they have very few documents in relation to the
documentsDoc; and Doc; in which the word appeared, other agents, they might split into two agents if they have too

many documents in relation to the other agents, and they might
) , . , L __do nothing. In other words, this main loop (see Fig. 1) and the

All the experiments we present were carried out with the first kind of neigh;. . . .
borhood relation. Experiments with the second relation were performed seﬂéﬁefe”t actions that the agents follow influence the dynamics
rately. of the system.
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The population of agents changes based on rules the agéhits might increase the robustness of the system. For example,
follow, and the values of the parameters of the running systewhen D is a collection of documents distributed on different
The main loop of the algorithm presented ends after an iteratiservers, one of the servers might be down, busy or performing
in which all the agents do nothing, i.e., no changes are madevtay slowly. In that case, it is beneficial to have another agent
the sets of documents the agents held so far. The main algoritbmanother computer (with the same document) that is capable
consists of a loop, that each agent performs in turn; this algsf- working. If different agents can hold the same area of
rithm stops when no agent performs any action. At that poirgxpertise then we can achieve the same task when there is an
the agents have reached a stable pattern. Each surviving ageagisnt available on a faster server. This should be evaluated as a
holding a group of documents that are very close to one anotheideoff with the cycle of the pattern. If the cycle is very large
and quite distant from the other documents held by the othemight be very expensive to wait for the available agent to do
agents. We show in Section V a variety of interesting pattergife job.
of organizations that have evolved running simulations with this \yie experimented with different initial settings to see which
testbed. During the simulation, each agent is described by a pgfds of organizations we could arrive at given a set of infor-
sonal window in which the current addresses of the documetgition (e.g., in our case we chose a site on the Web). The sites
it was assigned are presented. At the end of the simulation, @horted included the Institute of Computer Science at The He-
the sets of documents held by each agent, together with thgig,; University (http:/mww.cs.huji.ac.il), the home page of Tel

characterizing words, are stored. Aviv University (http://www.tau.ac.il), and the Israel Museum
When agent4; has to reproduce and spawn a new agent, t tp:/Awww.imj.org.il).

same algorithm that was described is usedign database (i.e., When the agents were run on the Tel Aviv University site,

useC[:]].lglstead ofclj:'ree). Th(la.d:ffferr(]ence ?lerel'séh%i aﬂd Ictis stable organizations were gotten composed of two, three or four
hew child cannot die or multiply; they will only divide the OC'agents, being responsible for issues like admission, the science

uments inC'li] between them. An additional factor on which th(?ibrary, the faculty of medicine, and art studies. When testing the

qualit_y of the clusters depends .iS the agent multiplyi_ng/spl_itt_ir] rael Museum stable systems were gotten of two or three agents
algorithm. Here, the program first assigns each child an initi sponsible for the shrine, archaeology, and for the museum

seed document. This seed must have had enough ne|ghbogf p information. We tested the site of the Institute of Computer

documents on the one hand, and they must not be similardo; ) o :

one another, on the other hand. Then, each child proceed% fgence atthe Hebrew University in greater depth. A matrix of
, . . he neighborhood relation among 166 documents taken from the

cluster documents from the parent’s collection around its as- . . . . . :

signed seeds. omputer Science site at this un_l\{ersny was bunt_. o

Stable Patterns.The stop condition of our algorithm is trig-

gered by a state in which every agent has nothing to do, i.e.,

the conditions for dying, reproducing, or collecting more docu-

One of the points that is most attractiveliiie is the unpre- ments do not hold. Each agent holds a defined cluster of docu-
dictable behaviors that might emerge from very simple rulegents.
that determine the next state of the system very clearly. Multia-The system stabilized in a pattern of two agents for the fol-
gent systems are also very complex to predict; given a probléwing parameters: the number of documents added at each iter-
or range of problems it is very difficult to decide on the optimaition was three, there were two agents in the initial population,
division of tasks among the agents such that the load on th#m threshold for high population was 0.2, the maximal number
will be minimal. In the case of our algorithm, a set of simpl@f documents was 16 and the minimum number of documents
rules were defined, very similar to thoseldfe. Even though was set as ten. The same result was gotten for a different initial
these rules also determine the next state of each of the agentber of documents that each agent held (i.e., for two, five,
in the system, the general organization pattern of the agentsuigl eight initial documents).
unpredictable from the initial situation, or from an initial set of When the minimal number of documents was changed to five,
parameters. Therefore, we suggest running simulations with difstable pattern of three agents was gotten for an initial number
ferent parameter sets, understanding the possible patterns obbdocuments ranging from one to eight. These three agents in
ganization that might evolve, and after a multiagent system hatha system were responsible for three topics respectively: mate-
known organization of experts we are able to use this expertisa about writing in HTML, pages about a specific project de-
for further problem solving or as an information or assistanseloped in the Distributed Systems Laboratory, and pages about
source. the learning group.

The parameters that can be tuned by an agent’s designewhen the threshold for the high population was increased to
include HighPopulationDensity, MaxDocs, MinDocs, initialD.6, we got two different sets of stable patterns. One was reached
number of agents, what the seed documents are, and the numbtreight agents when the initial number of documents was one,
of documents added per iteration. Patterns of organization thab, four, five, orseven. A pattern of ten agents was reached for
were gotten along the lines of the gameldfe (i.e., stable, three or six initial documents. The eight agents were respon-
periodic, and vanishing) are presented. There were differesible for pages on HTML, the programming laboratory, the Data
kinds of possible stable patterns, given the initial parametBase group and information for students, the Distributed Sys-
values set in the simulation. In addition, there might emerdgems group, three agents for three different exercise materials in
oscillating organizations. In the case of multiagent systen@sgcourse about learning, material about the learning group and

V. EXPERIMENTS
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"data.1" — ‘datg.2" —-

number of agents in the organization
number of agents in the organization

2 L L L 2 L 1 ) L L L L .

4 5 6 o4 5
initial number of documents initial number of documents

Fig. 2. HighPopDensity = 0.2, MaxDocs = 16, MinDocs = 10,two  Fig. 3. HighPopDensity = 0.2, MaxDocs = 16,MinDocs = 5, two
agents in the initial population. agents in the initial population.

additional material about the Distributed Systems group, respt data s —
tively. 6 .

When the threshold for high population density remained
0.6 and the minimal number of documents was raised to te g
we got three different sets of stable patterns: seven agents c(£ 4t .
posed the final structure starting from one, four, or seven initi
documents, five agents were the result starting from two or fi <
initial documents, and six agents resulted when the initial tws 2} 1
agents started with three or six initial documents.

When the threshold for high population was set to 0.6, tr‘g
minimal number of documents in a cluster was ten, and tl 0 : .
number of initial documents was five, we got two sets of stab
patterns: in one the final structure was composed of six agel
(when the number of documents added at each iteration was c 2 : L ” . . '
five, 20 or 30), in the other stable organization there were eigi .. itial umber of documents
agents (at each iteration ten documents were added if possiile,  tighPopDensity = 0.6, MaxDocs = 16, MinDocs = 10, two
for each iteration). agents in the initial population.

When the threshold for high population density was 0.8, the
minimal number of documents was five, the initial number ¢
documents for each agent was three and the number of do
ments added at each step was also three, the system react °r 7
stable pattern of 11 agents (four agents for four different e
ercises, three agents for a project of the Distributed Syste
group, two agents for the Data Base group, one agent for |
programming laboratory course, and another agent held do
ments related to writing in HTML).

In Figs. 2-5, the number of agents in the organization is pr
sented as a function of the initial number of seed documel
given to each of the two agents in the initial population. We di
note a loop between agents by a value of z. For example,
in Fig. 2, when there were three documents given to each age¢
the organization arrived at a group of one agent and a loop | 20 . . . . p . . . s
tween two other agents. In Figs. 6 and 7, we present the numue: itial number of documents
of agents in the organization that evolved from an initial popyg 5. HighPopDensity = 0.6, MaxDocs = 16, MinDocs = 5, two
lation of two agents that were given five initial documents. agents in the initial population.

Ever-Growing Patterns. One of the results ihife is that the
population grows without limit. To find an analogous result imodel, this can happen if there are an infinite number of docu-
our implementation, it would mean that the agent populatianents, for which new agents should be cloned so that they will
would also grow without limit. Following our algorithm, andbecome responsible for them. Theoretically we might think of

atiol

the orgal

er of a

T
"data.4" —

number of agents in the organization
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e — tested. Agents could die, leaving other agents alive in the organ-
ization, when the appropriate condition is fulfilled.

For the following parameters: threshold for the high popula-
tion set as 0.2, maximal number of documents as 16, minimal
number of documents as 10, three documents added at each it-
af 41 eration, two agents in the initial population with 39 or 40 initial
documents, the agents vanished. The same result was achieved
for high population threshold set to 0.6 and minimal number of
documents set to five, and also for five as the minimal number
of documents and the threshold set to 0.2.

Oscillating Patterns (Blinkers). Oscillating patterns in mul-
tiagent systems are those patterns consisting of agents that pass
their documents from one agent to another continuously.

2 : - : s : s For example, when the number of documents added per iter-
0 5 10 15 20 25 30 35 . . .
documents added at each iteration ation was three, the threshold for high population was 0.2, the
Fig. 6. HighPopDensity = 0.6, MaxDocs = 16, MinDocs = 10, two maximal number of documents was 16 and the mlmmal numbgr
agents in the initial population, five initial documents for each agent. of documents was ten, and there were two agents in the initial
population, a blinker pattern was gotten for different initial num-
s . , . . . bers of documents (one, three, four, six, and seven). The system
data 6 — entered a loop of one agent holding documents related to the
of | learning group and another agent holding documents related to
a project in the Distributed Systems group. Every three itera-
sf {  tions of the simulation, the agent that survived held one of these
two clusters, and after three more iterations, the agent that re-
2} 1 mained alive held the other cluster.
Another case was when the threshold for the high population
tr 1 was 0.6, the minimal number of documents was ten, and the
initial number of documents was eight. The system evolved
° into five agents (responsible for the Data Base group and
information for the students, an exercise in a course about
r 1 learning, the programming laboratory course, the learning
group, the Distributed Systems group), and a loop between two
30 s other agents (one cluster included material about a specific
exercise in the learning course, and the other about tools for
Fig. 7. HighPopDensity = 0.2, MaxDocs = 16, MinDocs = 10, two the learning course).
agents in the initial population, five initial documents for each agent. Collisions. Other behaviors analyzed lrife [5], concerned
distinct kinds of collisions among different patterns. This

the set Free (of documents not assigned to any agent) as a s¥@&® also relevant in our scenario. There occurred a collision

which documents are added during the simulation. So it migp@tween clusters of documents (i.e., between the agents respon-

be the case that new agents would be needed for these new §#die for them) when one agent died, and its documents were

uments, and in this way the pattern would keep growing. In tkedistributed among the other agents, i.e., other agents took

simulation presented here, the site of documents was finite. control over these documents liké de pattern that ate another
There was a possibility in which, for example, one agent spRettern (see Section Ill), or when we got to oscillating behavior

into two agents, one of them died, and the remaining agent k€, agents passed their documents among themselves in a

peated this process of splitting into one agent that died, and fivele).

other agent split again and so forth, without stopping. The agent

that splititself (i.e., the father) and the agent that remained alive =~ VI. THE ORGANIZATION AS A MEMETIC MODEL

and would reproduce, exchanged the clusters of documents theyhe approach presented here differs from the classic memetic
held. In the implementation, each time an agent reproduced,d%roach_ The concept ofaemeanalogous to a gene was de-
two sons got two new names, but we could think of an agefieq py Richard Dawkins [18] as it of cultural transmis-
spawning itself into another agent, and the same agentremaiggeg, o 4 unit of imitatior We are concerned about software

alive with part of its original documents. This example would bgq o s and their pattern of organization. Moreover, we are also
presented as Blinker pattern. Therefore in the current imple-

. ; oo R concerned about the knowledge this organization has, and how
mentation with a finite site of documents, we could not reach ANs divided among the agents
ever-growing pattern of organization.

Fading Away Patterns.Following the analogy to the results

found inLife, settings for which the agents vanished were also3works on memetics are published in [19].

number of agents in the organization

number of agents in the organization

. .
0 5 10 15 20
documents added at each iteration
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Usually in evolutionary memetics, the set of agents is re- We consider these two processes together, the evolution of a
garded as a fixed set that is given. Then, the different approackesial structure together with the information distributed among
deal with how information evolves in this scenario. In our cas#)e experts in the evolved population.
itis both that are evolving, the set of agents and the informationThe forces that make children spawn or die, or remain un-
they hold. That is, we are evolving patterns of organization thefanged, are the rules of the game, developed along the lines of
differ in their social structure, and together with this, the inforthe rules of the game aifife. In our case, the main difference be-
mation known by each agent evolves. Our point is in showing@een our rules, ankife’s rules is that we also take into account
model of information transmission that is dynamic. Namely, th@e content of the cells in the grid. That is, the agents’ decision
organizational structure also evolves. to spawn or die depend also on the knowledge held by them, and

The population of the agents together with the informatiofeir neighbors (defined by the similarity of their documents).
they hold evolves. Each agent collects documents. The informayese rules move the world of the agents from one state to an-
tion contained in these documents comprises the agent’s knogther, where these states differ in the number of agents in the
edge. This knowledge varies along the time axis, as the agestiety and in the way the information held by current agents is
collects more documents, or passes part of them to its childgiktributed.
we look at the simulation along the time axis, then looking at the e forces that drive the agents reside in the will to balance
same agent, all the time, we will come across different stateshe number of agents in the society, and to have them evolve as

1) the agent vanishes, and then the population size decreaggserts, namely, that nobody will know too much nor too little.

by one. The total knowledge of the population (given byve look at an effective way to develop a society of experts, and
the set of all the documents held by the agents in the pag-the same time, we look at how to divide knowledge among
ulation) changes too, since when an agent dies, it retuth@m. Instead of doing this artificially, and off-line, we want

its documents to a pool (from where all the agents pial test how this process develops in an automatic way, e.g., by
their documents according to their similarity); evolution.

2) the agent spawns itself, and then a new agent is addeejs evolutionary process entails different patterns of organ-
to the population; the size of the population increases Ryation, when we look at these evolving agents as a society. We
one. At the time of the spawning, the total knowledge Gignt get stable, oscillating, and vanishing organizations.

tEe popula‘upn d%(.af? not changeTl:r)]ut Itis d'StL'bqued %mongA testbed was suggested to empirically test different patterns
the agents in a different way. The agent that decides fo organizations with their respective distributions of knowl-

Spawn, passes part of its documents to its new son; edge. Based on the rules defined, the system was expected to
3) the agentvariesits knowledge. It collects more documerbtglance the knowledge and the number of agents

related to the ones it is already holding. The population o -
size remains the same. The individual knowledge of theThe Organization of Agents as a Darwinian ProcessA

agent and therefore the total knowledge of the populati&s? mputational gpproaqh has t_)gen showr_1 for a po pulation t.hat
evolved dynamically, given a finite set of information. Here, it

varies. is shown that del also fits the si tial requirement
On the one hand, our algorithm evolves a population {ﬁs own that our modet aiso its the six essential requirements

agents. The agent organization changes as long as the ag@ﬁtg Darwinian bootstrapping of quality [8].
die, or spawn children that are added to this organization. 1) There mustbe a patterninvolvedlhe pattern in our case
Then, we could get different patterns of organizations starting is the structure of the agents’ society, e.g., which doc-
from different sets of initial parameters. At this point we have uments are assigned to which agents, how many agents
a structure that changes over time, given the agents that are there are in the group, which patterns of organization
dropped out of the society, the agents that remain, and the new evolve.
agents that are added. 2) The pattern must be copied someheftrom one iter-
On the other hand, we could also look at the information the  ation of the algorithm to the other, the organization is
agents have. These are the same agents that participate in the or- copied and it continues to evolve following the given
ganization. These are the agents that might die, spawn, or live. rules.
This information varies along the evolutionary process of the 3) Variant patterns must sometimes be produced by
organization. Each agent “knows more” as long as it collects  chance. Superpositions and recombinations will also
more documents. This is true assuming the agent’s knowledge suffice—Different patterns of organizations of agents can
is monotonic; new facts do not contradict knowledge that was  evolve by following the rules. The agents might die or
acquired previously. This knowledge decreases when it spawns might spawn a new agent (and divide their documents
a child and transmits to it part of its knowledge. The agents do  appropriately).
not mutate in the classical sense of genetics, but whenever a) The pattern and its variant must compete with one an-
agent reproduces by spawning one child (in our current imple-  other for occupation of a limited work spaedn our case
mentation), its knowledge varies. The new agent is born with  the space is an information space: e.g., a finite site of
part of its parent’'s knowledge (it inherits it from the agent that HTML documents on the Web. The agents compete over
created it). The knowledge of the father also changes since itis  owning the documents in the finite collection.
responsible for the part that remained (that is the original set of 5) The competition is biased by a multifaceted environ-
documents it holds without the documents it has passed to its ment-The rules implemented depend on the words in
child). the respective documents. The agents’ behaviors change
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based on different parameters such as the number of rible structure of a community by counting the number of neigh-
evant documents, and the relative number of neighborsors an individual has, weighted by how frequently they inter-
6) New variants always preferentially occur around thected. They studied the general evolution of such networks and
more successful of the current pattera$he agents found the conditions that allowed the community to achieve the
divide the documents according to the thresholds in tleptimal structure purely through adjustments. Huberman and
rules. The agents’ aim is to balance their number and thigg stated that as the system grew in size or in complexity,
number of clusters of related documents. the values of the parameters that brought the system to an equi-

With respect to the catalysts and stabilizers presented”?Nium caused the system to move from flat to a more clustered
Calvin’s paper, we found in our experiments that stable patterpf§ucture.
as well as oscillating patterns might occur. We limited our An interesting concept introduced by Glance and Huberman
algorithm to divide one agent into only one new agent (parcdR3] was the amount dluidity an organizational structure ex-
lation), and we also found vanishing (local as global) patterrfybits. This referred to the level of flexibility of the structure, to
As stated in [8]:When the six essentials are present, and ribe readiness of the agents to modify the structure by changing
obvious stability or relative-rate issue seems to be precluditige strength of their interaction with the other agents.
process,we are then entitled to predict that our candidate Nagendra Prasaelt al. [24] investigated the usefulness of
process is capable of repeatedly bootstrapping quality having heterogeneous agents learning their organizational role
in a multiagent parametric design system. The agents need to
find a set of values for the set of parameters of the problem. The
agents could initiate designs, extend them, or critique them, until
A. The Organization of Agents in DAI they got to a final design that was mutually accepted by all of

The organization and self-organization of agents operatingtr?wem' It was noted that the designer of the system cannot know

multiagent systems have been studied in the distributed artific £f|o rekhaEd thle gest etl)ss??hmentl 0:. rolgs :O_bth? ag_er;Ls, because
intelligence (DAI) community, in relation to the agents’ tasks. € lacks knowledge about the solution distribution Inthe space.

goodorganization will balance the load on the agents, and wi Ihe agents were trained to evaluate their possible roles at each

cause the agents to improve their performance. Different way, e of all possible states while searching for a solution to spe-
of dividing tasks among the agents can influence their perfq e p(;otkrjlle_ms. Tlhe?, the agents would select the role that max-
mance. Most work published on this topic considers the orga'ﬁllze er evaluation. o

n all the cases reviewed, the reorganization of a group of

ization of the agents as a means that enables the agents to é ; o
\)%ggnts was strictly related to a specific problem the agents were

form the tasks needed to solve a specific problem and achie fying to solve. The study presented in [24] was more general
shared goal. The system might reorganize dynamically as a re- ' . . L
sponse to a decrease in its performance while solving a specﬁrﬂéhe sense tha.‘t a still predefined number of agents Was_tramed
or all the possible states that could occur while searching for

problem. ) ) . )
Ishida [20] proposed a model in which a predetermine%somt'on to a multiparametric design. The changes produced
heir organizational structure were induced by a decrease in

number of agents organized themselves by decomposin . 0
g 9 y b g P rformance, or in the latter case [24], for maximizing an eval-

problem they had to solve. Agents, individually, created pla tion function. | th 1 hed f int |
and acted so that the whole group solved a given problem.uﬁl lon function. 'n summary, the agents searched for an interna
anization while achieving a shared goal, balancing the load

the system performance decreased, as a result of conflict{l osed on the o di ind thei fo o

actions, for a while, the agents were triggered to reorgani sedon i m.astha ar UP’I?n Impr(l)vtlné]t ﬂ': per rtm,a;n i'

themselves by changing their current goals, i.e., refining thei € organization In these works was refated to the agents tasks
d their distribution among the agents. In our work, we are in-

knowledge, or partitioning a goal into subgoals. Each age"f]\rl] . - : .
always evaluated its actions based on how each action Cg?‘d[gsted in organizing the space in which the agents act, e.g., the
rmation domain.

tributed to the agent’s goal, and on how each action contribut®
to the other agent’s goal.
Guichardet al.[21] introduced two primitives of reorganiza-B. Populations of Information Retrieval Agents
tion: composition (i.e., regrouping several agents into one), and
decomposition (i.e., the creation of several new agents). The auWith the growth of the Internet and the easy access to
thors only mentioned several examples based on the numbeg@istructured information that it provides, many approaches
tasks, the importance of tasks, or the required time for resolvigve been adopted for gathering information in an automated
the problem. The agent then must decide if delegation to anotfghion. This work focuses on evolutionary algorithms that
existing agent might take place, or if an agent had to be creagate populations of agents that inhabit and exploit the Web.
first. There are two known systems composed of evolving software
Huberman and Hogg [22] looked into communities of pra@gents that retrieve information for users. There are many other
tice, i.e.,informal networks that generate their own norms andingle agents applications for information retrieval. For a survey
interaction patternsThey considered a group of individuals thabn Web mining techniques for resource discovery, and infor-
were trying to solve a problem. Individuals could interact witlmation extraction see [25]. Here, we have concentrated on evo-
one another, and they might do so with an interaction strendtttionary approaches that are similar to ours. Even though our
proportional to the frequency with which they exchanged infowork is related to societies of information retrieval agents, our
mation with one another. The authors suggested characterizampproach is different.

VII. RELATED WORK
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The ARACHNID system [26] was aimed at searching for inture performance, i.e., whether a single expert could perform a
formation. The authors were not concerned with the organizask or answer a query, or whether a single expert needed to co-
tion of the information and how it could be distributed among aperate with other agents in the organization to achieve such a
society of agents. The search on the Web was performed for ¢mal.
cating information requested by a user. In contrast, we modeledOur concern was to combine the quality of the partition of
the information in a given site, for a given domain. Each agetite data together with the quality of the performance of agents
in ARACHNID was given an energy amount needed to surviwessigned to each cluster. Thus, the experts in our case were also
and move, that was updated when the agent got to a documarparameter of the clustering algorithm, and their organization
The energy was increased if the document was relevant, awblved together with the partitioning of their domain of action.
decreased otherwise. Our output was the organization pattekn,example in which the difference between these approaches is
that eventually might be used for performing multiagent taskslevant can be a case in which the clustering algorithm divides
such as information retrieval or planning. In the ARACHNIDa domain into two main clusters, based on a similarity criterion
system the answer was given finally by one agent; the ageatal some testing function. In one case, we might want to have
did not coordinate during the search process. In our system, gmealler clusters so that the corresponding experts will have a
answer might be distributed among the agents in the societysimaller load during their work. In another case, we might have a
ARACHNID, the search was for one user. For each new user,lonit on the number of agents that can run on our system, so even
new query, the whole evolutionary process started again. if the clustering procedure produced many clusters, we might

Amalthea [27] assisted a user in finding sites of interest t@ant to compose several clusters into a bigger one, to conserve
him. The system could be viewed as a single agent, and thetee number of processes the agents run.
fore the organizational pattern of its elements (in our case, theMoreover, the agents in our system were created and deleted
experts) was not the focal point. Amalthea was not concerngghnamically through the execution of the algorithm. Although
about the organization of the knowledge found nor the patterniis seems to be related to ideas from evolutionary program-
of the multiagent system. The knowledge was not stored for funing, e.g., genetic algorithms [29], we lack a general fithess
ther use. In our system, the answer might be distributed amdogction that could evaluate the performance of a population be-
all agents in the organization. In Amalthea, for each new usésre the organization of agents is actuallyed
or for each new request, the whole process started from the beKohonen features map is an unsupervised learning algorithm

ginning. for self-organization applied to artificial neural networks [30].
. . No reference was mentioned to the performance of tasks, given
C. NetlLife—Related Implementation Areas such a feature map. The number of nodes in the map depends

Our approach combines clustering, indexing, and an evolen the clusters found among the input vectors. We were inter-
tionary algorithm for developing a dynamic multiagent systested in tuning this number according to the number of agents
in a specific domain of action. that would need to use the information in the nodes. This is in

As a preparatory step to the organization-emerging algorithagdition to the clustering done based on the similarities among
we needed to build a similarity matrix between the basic piect¥ input vectors. An application of the Kohonen feature map
of information of which the domain consisted. In our applicaalgorithm was used to build a semantic map of 140 documents
tion, the documents from a site on the Internet were indexi#tlexed by the keywords Atrtificial Intelligence, for information
using the term frequency, inverse frequency indexing metheetrieval [31].

(TFIDF) [17]. These indexes then were used to measure the simOur idea was to evolve a multiagent system that would be-

ilarity among the documents in the given site. These similaritiave as a group of experts that could service other agents with
values induced a neighborhood relation that could induce difformation (e.g., help in achieving a goal) or as a system that

ferent partitioning of the given domain. was already preorganized and could achieve goals by itself.

Clustering procedures were suggested to learn without su-
pervision about a space of data (for a survey see [28], and for
file clustering, [17]). We do not know the number of agents we
would like to have in the organization, therefore we do not know Having an organization of expert agents can serve the agents
the number of clusters prior to the evolution of the organizatiothemselves, other applications or users in cases where specific
There are other clustering algorithms in which data is clustergformation is requested or when a task has to be solved. In other
without knowing beforehand the number of clusters [28]. In owvords, there are two main purposes or uses for an organization
case, we aimed at evolving the agents together with the divisiohexperts in a given domain: as a source of information, and
of information so that the number of agents will be balanced.as preparatory step toward achieving a goal in the given domain

Classical clustering algorithms and indexing methods alofiee., the agents involved in finding a solution to a given problem
do not take into account the domain of action, and in additiamill not need to start planning from scratch, but they will be
they do not consider the future use of the information comprisatteady organized in such a way that each of them has specific
in it for performing tasks. In our case, each cluster or set of eexpertise in order to suggest an initial [at least] plan).
pertise (e.g., set of textual documents) defined the range of in-An organization as a source of information.
formation an expert agent had. Therefore, we were interestednformation Retrieval Systems.We refer to a general class of
the information and characteristics of individual clusters. ThEoblems that can be stated in a domain of information. The
amount of information that each agent held would affect its fgeneral and typical query that might be asked is to retrieve all

VIIl. PRACTICAL ASPECTS
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documents that are related to a keyword X. In such cases, theafrerganization can be approached by agents willing to find pre-
ganization is approached to give an answer, given that the infpared solutions for situations similar to those in which they find
mation is already organized according to a similarity measuréhemselves.

In this case, we can use the accepted (standard) measures bf this case, a user that approaches the organization is acting
recall and precision when calculating the utility and quality dike a person thatapproaches alibrary of reusable plans that have
the organization [17]. been organized (i.e., catalogued).

If we do not know who the appropriate expert is, and Tools and Skills. An agent might not have an ability to run
there arek experts in the organization, then it will take@ Program or use a tool for achieving a goal to which it was
O(K) - O(ProcessingTime,) steps to find expet, and check assigned. Maybe it cannot access a specific program in its com-
whether it is the relevant one. If we address all the experfter at that time (e.g., the mail-server is down).
it will take K - O(1) = O(K), and if we addressV times The domain can consist of a set of software. For example, a
k experts,O(N = k). In addition, it is necessary to take intoSet of expertise can include programs for finding people (e.g.,
account the processing time of the expert or experts when tH&ger), search engines, access to DBs, news, ftp, etc.
work on the query. Without having the organization, it will take Anagentcan approach the organization with a quenk for
O(|D| = W) actions to go over all the documents i, and P€rson XThe expert that knows how to look for people suggests
process each one il time to find the answer to the query.  the use of one of its programs, or it chooses one according to the

Planning. Deckeret al. mentioned in [2], their intention to "€SOUrces available, and performs the associated action.
develop a library of reusable coordination mechanisms. We!fWe did not have the organization, the cost of performing the
might think of D as a domain of coordination mechanismd@Sk by an agent that does not have the appropriate skills would
Our algorithm divides this domain into groups of mechanisnit€ essentially |nf|n|te., since the qgent could not achle_ve its goal.
that are related according to some measure of similarity. 'AWe have the organization, it will tak®( k) steps to find the
corresponding organization of agents will be developed §8rresponding expert out of thé€ in the organization.
well. These agents’ expertise will be in the features of theseFr @ more efficient division of labor. The organization
mechanisms, and include the conditions under which they c2h€XPerts can also act as a multiagent system that achieves
be used. Other agents that need to coordinate their actidf@ 90als assigned to it. When the organization gets a goal,

could approach the expert organization and get help as to whi@Fh €xpert can suggest the best partial plan or recipe it has for
coordination mechanism they would be best off using. achieving the closest goal to the one they were assigned. The

Grosz and Kraus [3] used the term recif, to describe the best partial plan or recipe is cho;en (e.g., by a synchroniz_ation
actions that need to be done to achieve a godlhese actions procedure, or by known cooperative problem solving paradigms

might have to satisfy certain constraints, and might involve aggf coordination, such as voting [33], [34], negotiation [1], or

of agents that have to perform the actions at different times (i_g(_),mmumcatlon; for. an overview on goordlnatlon mechanisms
[35]). The partial plan or recipe includes what each agent

these are the variables of the recipe). The model they preserﬁgﬁd 0 d d hedule for doing it
included agents that held libraries of recipes, and the agerﬂg’e s lo do and a schedule for doing it. o

success in achieving their goals was also based on the integr Another (rela.ted). use of such an agent organization Is to con-
tion of different recipes from different agents. When an age fer the organization as a multiagent system that solves prob-

was aware of a partial individual plan, and needed to find §ms Eretshentedttof tIL Edach gg?ntshe_xr?.etr.tlse or knz_)t\;\llledgzte IS
recipe for an action in its plan, two options were proposed ven by the part ot the domain for which it1s responsible, arter

[3]: contract the execution of the action and do research, i. _eevolutionary algorithm has been run. Were the agents simply
ask an expert ' "approached as a source of information, they might retrieve a

. L lan, or advice as to how it is possible to solve the goal. Here,
In our model, we suggest evolving an organization of agerﬁ? . : .
ugh, the agents are also actively performing the plan instead

that would be responsible for recipes in a given domain. Inste&é}ust suggesting it
of having an agent facing a prOb'eF" and _sta_\rting to _plan from We have impleme.nted a multiagent planner based on the evo-
Scratch, _|t_m|ght approach an °rga”'.z"?‘F'°r? in its domain an_d a\ﬁiﬁon algorithm presented here [4]. This implementation, how-
for an initial solution. Another possibility is that agents m|ghé

approach the expert agents when they need a specific reC|pVee,r’ is beyond the scope of the current paper.

and might be able to evaluate similar recipes with regard to the
cost and efficiency of the different ways proposed by the expert
to achieve the agent’s goals. Therefore the query that an expern evolutionary approach was presented for creating agent
will be asked will be of the following formhow do | achieve organizations. This is a framework that can be used to test dif-
goal G? How do | get to state Sthen the utility and quality of ferent patterns of organization that might emerge given a set of
an organization could be computed in terms of the steps needigfdrmation. Since parameters such as the size of a multiagent
to perform the plan, and what is each agent’s cost, and how &#stem, and division of roles, are very difficult to determine be-
is the goal the system arrived at from the real goal (i.e., the oftgehand, a model was proposed to test different organizations,
they actually intended to achieve). and then enable a designer to choose the one that best matches
Another option is to have a domain consisting of cases [32fe structure of his domain for future actions. First, the approach
and corresponding solutions. During the organization evolutiserves as a tool to analyze emerging organizations of agents.
process, the agents will learn about the similarities between thecond, the same tool can serve to analyze the structure of in-
cases, and divide among them the existing experience. This kfndmation domains in which agents will eventually act.

IX. CONCLUSION
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