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What are Reliability Models?

Reliability Models are tools that Help Us:

• **Predict** software Reliability.
• **Control** software Reliability.
• **Assess** software Reliability.

This functions let an organization determine if the reliability goals it sets for its software has been met.
Evaluating Reliability Models

• We usually need to evaluate candidate reliability models and select the models that best match the software’s failure history.

• The US Space Shuttle is a case study on how a real project team did that.
The US Space Shuttle

The IBM Federal Services Company in Huston, selected the **Shneidewind model** to predict the reliability of the shuttle’s on-board system software for NASA, After evaluating many reliability models and tried to validate them for use on this project.

We will see how.
System Failure

“A failure is the inability of a system or system component to perform a required function within specified limits.” (IEE Standard Glossary of Software Engineering Terminology, New York, 1983)
אסטרונאוט
בתקע בחול

ה الشريف של מערקט רח
בנוסף התיירת אספראט
תקוע קרוב להציף שאף מחזור
למצבעת החול עם המשאבה
במסkal 363 ק"ג בירה.เลย
ב sık המים המשאבה מולה
תסית משקל. האספראט
ตน ב שיבח הארץ, עמי על מל
שפורמת קשת بكשת ורוד
 ורקטת בציר 17.7 מטרים.
המסкал המשועת
לאישת אספראט
באורות מחוץ לחולית.
ה העליון הוא ורוד התערבה
בר עזרה המשקפת על הרוח
הרוחנת שקית פחמן. לכל
סף הנתרשת העצירה, דאות
בשא את המשאבה אל מכוקית
ה줫ה מחוץ לחולית.
לא מתער הברך אלים בים
לצון בר ירייה ענואות, חוכמת
המשב אשתית מחקירות לזר
לא פשך הברך.
_eyeis Menahem יס"ט (אריה)."
Reliable Program

3 separate but related functions comprise an integrated reliability program:

• **Prediction** - Estimating the future failure rate, number of failures, time to next failure, mean time to failure. We use statistical modeling in order to predict reliability.

• **Control** - Comparing predictions with predefined goals and flagging software that fails to meet those goals.

• **Assessment** – What action to take when software fails to meet goals.

Assessment also includes formulating test strategies (talked later on)
Schneidewind model assumptions

- A system is modified only in immediate response to an observed failure.

- The process used to correct the code is constant.

- All code in a program is homogeneous from the standpoint of execution history.
Schneidewind model assumptions - con

These assumptions appear at first to represent significant incompatibilities for many systems.

To apply your data to a reliability model, consider breaking your system and processes into smaller elements that can more accurately satisfy assumptions.
Shuttle’s Primary Avionics Software Sub System (PASS)

The Shuttle’s Primary Avionics Software Sub System is modified frequently using a constantly improving process to add or change capabilities.

More then 15 version of PASS have been released to NASA since 1980, each an upgrade of the preceding version.
Satisfying Assumptions

The IBM team used the “breaking your system” approach we discussed, to deal with the Schneidwind model’s assumption.

Let’s look on how they did it on PASS (next slide).
Figure 1. Depiction of a sequentially upgraded system. The first release is the original version, labeled version A. All the code in version A is new, so subset a is the entire system. The white arrows show when each new-code subset begins operation. When the system is updated and rereleased as version B, only the lines of code that were modified or added are included in new-code subset b. All of version B is carried over to version C, unless it is modified, in which case it becomes part of new-code subset c. This process applies to each successive system release.
Validation

• The IBM team selected several models for evaluation, on a history of 100 failures.
• The team used the failure data of six dates between 1986 and 1989 to obtain six PASS reliability predictions.
• The Scheidwind model’s reliability predictions were about 15 percent less than the actual average time between failures, and it appears to provide the most accurate fit to the 12 years of failure data.
Reliability and Testing

• If you don’t have a testing strategy, test costs are likely to get out of control.

• You must treat modules unequally. Allocate more test time, funds and effort to modules with the highest predicted number of failures.
Reliability and Testing – con.

• You can use reliability model to predict failures, \( F(t_1, t_2) \), during the interval \( t_1, t_2 \) where \( t \) could be execution time or tester labor time for a single module (in this case, \( t \) means execution time).

• The article’s recommendation is to allocate test time to modules in proportion to \( F(t_1, t_2) \).
Reliability and Testing – con.

$X_{0,t1}$ is the actual number of fails during $(0,t1)$.

**Figure 2.** Reliability-prediction time scale. We predict $F(t_1,t_2)$, at $t_1$ during the time interval $t_1,t_2$, based on the model and $X_{0,t1}$. On the time scale, $t_m$ is total available test time for a single module.
Equations

\[ F(t) = \left( \frac{\alpha}{\beta} \right) [1 - \exp(-\beta t)] \]  \hspace{1cm} (1)

\[ F(t_1, t_2) = \left( \frac{\alpha}{\beta} \right) [1 - \exp(-\beta t_2)] - X_{0,t_1} \]  \hspace{1cm} (2)

\[ F(\infty) = \frac{\alpha}{\beta} \]  \hspace{1cm} (3)

\[ R(t) = \left( \frac{\alpha}{\beta} \right) - X_{0,t} \]  \hspace{1cm} (4)

\[ T_i = \frac{F_i(t_1, t_2) * (n) [t_2 - t_1]}{\sum_{i=1}^{n} F_i(t_1, t_2)} \]  \hspace{1cm} (5)
Example

• The team used the interval 0,20 to estimate \( \alpha \) and \( \beta \) for each module and the interval 20,30 to make predictions for each module.

• They calculated \( T_i \) for each module, which is dependent on prediction results.

• Units are days.
### TABLE 1
**OBSERVED FAILURES AND PARAMETERS FOR 0,20 INTERVAL**

<table>
<thead>
<tr>
<th></th>
<th>Failures</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Module 1</td>
<td></td>
<td>1.6915</td>
<td>.1306</td>
</tr>
<tr>
<td>Module 2</td>
<td>11</td>
<td>1.7642</td>
<td>.1411</td>
</tr>
<tr>
<td>Module 3</td>
<td>10</td>
<td>1.7464</td>
<td>.1615</td>
</tr>
</tbody>
</table>

### TABLE 2
**TEST-RESOURCE ALLOCATION**

<table>
<thead>
<tr>
<th></th>
<th>$F(\infty)$ failures</th>
<th>$F(20,30)$ failures</th>
<th>$R(20)$ failures</th>
<th>$T$ periods</th>
<th>$X(20,20+T)$ failures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Module 1</td>
<td>predicted</td>
<td>actual</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12.95</td>
<td>.695</td>
<td>.952</td>
<td>7.6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Module 2</td>
<td>predicted</td>
<td>actual</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12.50</td>
<td>1.322</td>
<td>1.503</td>
<td>14.4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Module 3</td>
<td>predicted</td>
<td>actual</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.81</td>
<td>.729</td>
<td>.814</td>
<td>8.0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
When to stop testing?

The actual $F(\infty)$
Is known only after all testing is complete.

• You need additional procedures in for deciding how long to test to reach a given number of remaining failures.
The writers recommended approach to deciding when to stop testing uses reliability prediction to estimate the minimum testing time $t_{2}$ (or the interval $(0, t_{2})$ needed to reduce the predicted maximum number of remaining failures $R(t_{2})$. 
$R(t_2)$ can be established from

$$R(t_2) = (\rho)(\alpha/\beta)$$

where $\rho$ is the desired fraction of remaining failures at $t_2$.

$$t_2 = \frac{\ln \left(\frac{1}{\rho}\right)}{\beta}$$
### Table 3

**Time Needed to Reach “Zero” Remaining Failures**

(\(p = .001\))

<table>
<thead>
<tr>
<th></th>
<th>Total test time (in periods)</th>
<th>Additional test time (in periods)</th>
<th>Time to find last failure (in periods)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Module 1</td>
<td>52.9</td>
<td>45.3</td>
<td>64</td>
</tr>
<tr>
<td>Module 2</td>
<td>49.0</td>
<td>34.6</td>
<td>44</td>
</tr>
</tbody>
</table>
Figure 3. Execution time needed to reach the desired fraction of remaining failures.