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Abstract

In order to determine a success criterion for open-source
software projects, we analyzed 122,205 projects in the
SourceForge database. There were 80,597 projects with no
downloads at all. We restricted our analysis to the 41,608
projects that together were downloaded 704,897,520 times.
Contrary to what we had expected, the distribution of the
number of downloads of each project is not Zipf-like; only a
portion of the log-log plot of the number of downloads and
their rank appears to be a straight line. We performed least-
squares analysis (utilizing the Bayesian information crite-
rion) to divide the plot into three segments. On the basis of
the shapes of the corresponding curves and the locations
of their boundary points, we categorized the projects as
follows: 85 superprojects (highly successful projects with
more than 1.1 million downloads); just over 10,000 suc-
cessful projects (with more than 1680 downloads each);
and struggling projects (with 1680 downloads or fewer). In
terms of our criterion, only a quarter of the projects that
have one or more downloads can be deemed to be success-
ful.

Keywords: open-source software; distribution of down-
loads; Zipf-like distribution; SourceForge repository; suc-
cess criterion.

“A certain number ... must I select from all”

William Shakespeare,
The Tragedy of Coriolanus, Act I, Scene VI.

∗Corresponding author

1 Introduction

We are currently investigating the factors that lead to a
successful open-source project. The first step is to deter-
mine a criterion for a successful open-source project that is
directly derived from empirical data. That criterion is the
subject of this paper.

The obvious measure of success is the number of times
that a project is downloaded. That is, if the number of down-
loads exceeds some threshold value to be determined, the
project is deemed to be a successful one. Our contribution
is to use a discontinuity in the distribution of the number of
downloads to determine the threshold value.

The SourceForge web site provides storage and support
for open-source1 projects. Open-source software can be de-
veloped at and downloaded from other sites, such as Fresh-
Meat, but SourceForge is by far the largest site of this kind.
At the time that we collected our data (May 2005), 122,205
projects were listed there. Of these, 41,608 were down-
loaded at least once. In addition, the number of members
exceeded one million. However, one does not have to be a
member to download software from SourceForge, so the ac-
tual number of users is surely much greater than this figure.
The large number of projects and high volume of activity at
the SourceForge web site provide us with sufficient data to
make observations regarding the distribution of projects.

The remainder of this paper is organized as follows: In
Section 2, we describe the SourceForge data. Criteria for

1In this paper, we use the term “open source” to denote both open-
source software [www.opensource.org/docs/definition.php] and free
software [www.gnu.org/philosophy/free-sw.html]
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successful open-source projects are outlined in Section 3.
Zipf’s Law is the subject of Section 4. Our results regard-
ing the distribution of downloads appear in Section 5. In
Section 6, we consider successful projects. Our conclusions
appear in Section 7.

2 SourceForge Data

We analyzed a snapshot of the SourceForge database as
of May 2005 [9]. At that time, a total of 122,205 projects
had been registered with SourceForge.

Anyone can register a project atsourceforge.net. In
fact, we have even seen courses on software production
where course projects were done on SourceForge (e.g.,
projectsmusearchengine, group5, and loanarranger).
In some cases, such projects later seem to have become
“real” projects (e.g. projecttravelsearcheng). In addition,
many of the projects stored on SourceForge are placehold-
ers for projects that have yet to get off the ground. Ac-
cordingly, it is not surprising that the database reflected that
80,597 of the 122,205 projects (66 percent) have never been
downloaded.

Most of these 80,597 projects with no downloads have
only one developer. However, there are a number of these
projects with more than one developer. We conjecture that
at least some of these projects use SourceForge for coordi-
nation and to list the developers, but use some other channel
for downloads.

We decided to err on the side of safety. Accordingly,
in this paper we have ignored the 80,597 projects with no
downloads, concentrating instead on the 41,608 projects
that together were downloaded a total of 704,897,520 times.

3 What Constitutes a Successful Open-
Source Project?

Some of the most successful software products of all
time are open-source projects, including Linux (operating
system), Apache (Web server), MySQL (database manage-
ment system), PHP (scripting language), and Firefox (Web
browser). Millions of copies of each of these products have
been downloaded. Conversely, as stated above, numerous
open-source projects have failed.

An obvious question is: What constitutes a successful
open-source project? One important criterion is commer-
cial acceptance, that is, widespread use as mission-critical
software by a large number of companies [12]. The prob-
lem with this criterion is that the data needed to determine
whether this criterion is satisfied are generally not available;
few companies are willing to divulge information about
their mission-critical software.

Instead, we need to be able to decide whether a project
is successful in terms of measurable quantities. One such

quantity that is available on the SourceForge database is the
number of downloads.

There is no question that a project that has been down-
loaded hundreds of thousands of times is successful. But
what about a project that has been downloaded only 75
times? At first sight, what is needed is a criterion such as
the following:

“A project is successful if it has been downloaded
over 250 times”

There is a major problem with criteria of this type: The
parameter (250 here) is totally arbitrary; other researchers
can come up with a different parameter that appears to
be equally reasonable. Instead, what is needed is an
empirically-based criterion, that is, a way of characterizing
a successful open-source project based on data such as the
SourceForge database.

4 Zipf’s Law

Success is related to popularity. We therefore start with
measures of popularity in other areas.

In a large corpus of text, there will be a few words such
as “the” and “and” (or their equivalent in a natural language
other than English) that occur frequently, but many words
that occur rarely. George Kingsley Zipf (1902-1950), a Har-
vard linguistics professor, studied the frequencies of theuse
of words in English text. He tabulated the number of times
n that each word appeared in a specific text. He then sorted
the words in rank order, with the most popular first. He
found that the number of occurrencesn is related to the rank
r according to [13]

n ∝
1

r
(1)

That is,Zipf’s Law states that the frequency of use of the
rth-most-frequently-used word in any natural language is
approximately inversely proportional tor.

TheZipf distribution, namely,n ∝ r−1, has been gener-
alized; aZipf-like distribution2 is one for which

n ∝ r−a (2)

(For the Zipf distribution, the value ofa is equal to 1.) A
simple way to visualize this power law is to take the loga-
rithm of both sides of Equation (2), yielding the equation

log n ∝ −a log r (3)

Accordingly, we plotlog n againstlog r. If the points lie on
a straight line then we conclude that the data are distributed
according to the Zipf-like distribution. In addition, if the
value of the slopea is 1, then we have a Zipf distribution.

2 Adamic has shown that the Zipf-like distribution is equivalent to the
Pareto distribution [1].
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Figure 1. Log-log distribution of the frequencies of
the words in Shakespeare’s canon.

For example, consider the frequencies of the 915,511
words that make up the canon of Shakespeare’s plays
[ise.uvic.ca/Annex/Stats/FreqAscending.html]. Figure
1 shows that the log-log plot of the frequencies and ranks
of the 23,321 distinct words in this corpus is approximately
a straight line3.

Zipf and Zipf-like distributions are encountered in many
other fields. For example, city sizes follow a Zipf distribu-
tion. These distributions also occur all over the Internet.For
example, Adamic and Huberman [2] found that the number
of pages in a website, the number of visitors to a website,
the number of links to other sites, and the number of links
from other sites are all distributed according to the Zipf-
like distribution4. They also found that the connectivity of
the internet backbone at the autonomous system level fits
the Zipf-like distribution. They even found that the number
of unique AOL visitors to websites on December 1, 1997
obeys Zipf’s Law. Other researchers have found other in-
stances of the Zipf-like distribution on the Internet. For ex-
ample, Fall found that packets in a user’s telnet session and

3In Figures 1 and 2, multiple instances have been ignored whencom-
puting a straight-line fit. For example, in Figure 1, the point that denotes
the 8,641 words that occur only once (like “mop” or “honorificabilitudini-
tatibus”) is given the same weight as the point that denotes the 33 words
(like “number”) that occur 59 times and the point denoting the single word
(“the”) that occurs 27,921 times in the Shakespearean canon. Otherwise,
the thousands of words that occur only once would overwhelm the handful
of common words that occur tens of thousands of times.

4The authors of the papers cited in this and the following paragraph
used the term “Pareto distribution” rather than “Zipf-likedistribution.” As
explained in Footnote 2, the two terms are synonymous.
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Figure 2. Log-log plot of number of downloads.

bytes in ftp data are distributed according to the Zipf-like
distribution [5]. The size of files on a Calgary University
web server also has this distribution [4], as does the number
of distinct local university hosts to which different remote
KaZaA hosts are connected [11]. Hunt and Johnson showed
that the distribution of downloads from SourceForge over a
30-day period is approximately Zipf-like [8]. In short, the
Zipf-like distribution (and its special case, the Zipf distribu-
tion) permeates the Internet.

Huberman and Adamic [7] have given a theoretical ex-
planation as to why the Zipf-like distribution is so prevalent
on the Internet. Their generative growth model is outlined
in Section 6.

5 Distribution of Downloads

At the SourceForge site, the projects are ranked accord-
ing to the number of downloads. In fact, the number of
downloads is quite widely regarded as the most direct mea-
sure of popularity and, hence, success. It is therefore natu-
ral to expect the distribution of downloads to be Zipf-like.
Accordingly, we determined the number of downloads for
each SourceForge project, and ranked these numbers. We
plotted the logarithm of the number of downloads against
the logarithm of the project rank on the basis of the number
of downloads. Surprisingly, as shown in Figure 2, only the
points in the center of the plot appear to lie on a straight
line.

In more detail, the data points in Figure 2 appear to fall
into three groups:
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1. The projects on the left side of the diagram are outliers.
We term them superprojects. After all, there can be no
doubt that projects with over a million downloads are
successful.

2. The central part of the diagram appears to be a straight
line. That is, this portion of the plot has a Zipf-like
distribution.

3. The right part of the diagram, corresponding to the
vast majority of the 41,608 projects with at least one
download, curves sharply downward. That is, there
are fewer projects that have a small number of down-
loads than would be expected if all the downloads were
Zipf-like.

In order to determine the boundaries of the central (straight-
line) portion of the curve of Figure 2, we specified the fol-
lowing mathematical model for the log-log relationship:

ŷi =











α1 + β1xi + γ1x
2

i
+ δ1x

3

i
xi < c1

α2 + β2xi c1 ≤ xi ≤ c2

α3 + β3xi + γ3x
2

i
+ δ3x

3

i
xi > c2

whereyi = log(downloads) andxi = log(rank) of the ith
project, and̂yi is the model estimate ofyi. To choose the
optimal values of the boundariesc1 and c2, we used the
least-squares criterion, that is, we chose those values ofc1

andc2 and the parametersα1, . . . , δ3 that minimized

SSE = SSE1 + SSE2 + SSE3

where

SSEk=

nk
∑

i=1

[

yi −
(

αk + βkxi + γkx2

i
+ δkx3

i

)]2

k = 1, 3

SSE2=

n2
∑

i=1

[yi − (α2 + β2xi)]
2

andnk is the number of observations (projects) falling into
segmentk, k = 1, 2, 3. (The observations in segmentk

have been renumbered as1, . . . , nk.)
We needed, however, to refine this least-squares crite-

rion because, as it stands, the optimal solution will always
be c1 = c2, that is, with no linear middle segment. This
happens because a model with more parameters (such as
the cubic models in segments 1 and 3) will always produce
a better fit, and therefore a lower sum of squares, than a
model with fewer parameters (such as the linear segment).
We therefore need to apply a penalty to observations falling
in the outer segments. We used the Bayesian information
criterion (BIC), which is used to trade off goodness of fit
and parameter precision in statistical model selection [10].
The termpk log(nk) is added to eachSSEk, wherepk is the
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Figure 3. Demonstration of mass-count disparity in
downloads.

number of parameters in segmentk, that is,p1 = p3 = 4
andp2 = 2. This penalizes segments 1 and 3 more heavily
than segment 2. The criterion which we minimized is then

3
∑

k=1

(SSEk + pk log(nk))

The optimal solution is given byc1 = 4.45 and c2 =
9.25, translating to a linear segment between 86 and 10,358
projects5.

Next, we analyzed the 41,608 projects with at least one
download each from the viewpoint of mass-count disparity
[6], a measure of the disparity between the distribution of
mass (in our case, downloads) and the distribution of count
(in our case, projects) in a heavy-tailed distribution. The
results are shown as reflected in Figure 3.

The top line shown in this figure is the distribution of
projects with different numbers of downloads. The bottom
line is the “mass distribution” [3]:

Fm(x) =

∫

x

−∞
xf(x)dx

∫

∞

−∞
xf(x)dx

wheref(x) is the pdf of the projects distribution. This rep-
resents the probability that a download belongs to a project
with fewer thanx downloads. The disparity between the
two lines indicates that a few very popular projects are the
targets of most downloads, whereas most projects receive
only a few downloads — reminiscent of Pareto’s Law6.

5Mathematically, the cutoff should be at 10,353 projects. However, the
projects with ranks 10,353 through 10,358 all have 1,681 downloads. In
view of the fact that these six projects are all represented by the same point
in Figure 2 (see Footnote 3), the cutoff is actually at rank 10,358.

6Vilfredo Pareto (1848-1923) was a great Italian economist and sociol-

4



Range of ranks Percentage Percentage
on the basis of of projects Range of number of all

the number with at least of downloads downloads
of downloads one download

Super 1 to 85 0.2% 85,463,102 down to 1,111,396 59.4%
Successful 86 to 10,358 24.7% 1,079,981 down to 1,681 39.1%
Struggling 10,359 to 41,608 75.1% 1,680 down to 1 1.5%

Table 1. Categorization of projects with at least one download.

6 Success and the Distribution of Downloads

We now return to Figure 2. As previously indicated, the
point at which the line representing the number of down-
loads starts to curve is at rank of 10,359, corresponding to
1,680 downloads. This is a major deviation from a Zipf-like
distribution. Coupled with the data in Figure 3, this indi-
cates that the downloads fall into three groups: the handful
of superprojects (the first 0.2 percent of projects, but ac-
counting for nearly 60 percent of the downloads), the next
24.7 percent of the projects (acounting for about 39 percent
of the downloads), and the remaining 75.1 percent of the
projects (that receive only 1.5 percent of the downloads).
Our interpretation of these results is that the top 24.9 per-
cent of the 41,608 projects (that is, the superprojects to-
gether with those lying on the straight line) may be deemed
successful. One reason for this claim is that, as previously
stated, the number of downloads is widely accepted as a
measure of success, that is, Figure 2 may be interpreted as
a graph of success (or lack thereof). A second reason is the
results reflected in Figure 3. The dichotomy between the
first 24.9 percent and the rest of the projects can therefore,
in our opinion, be used as a way to distinguish between suc-
cessful projects and those we can classify as “struggling.”A
third reason is now given.

Huberman and Adamic [7] have published a generative
growth model that explains the prevalence of the Zipf dis-
tribution on the Internet. The basic assumption underlying
their model isproportional growth (or preferential attach-
ment). For example, the number of pages added to or re-
moved from a site is proportional to the number of pages
already present. Huberman and Adamic showed that the as-
sumption of proportional growth leads to a log-normal dis-
tribution of the number of pages at a site. In addition, during
the first ten years of the existence of the World Wide Web,
new sites appeared at an exponential rate. An exponentially-
weighted mixture of log-normals then yields the Zipf-like
distribution [7]. Similar arguments lead to the same result
for the number of downloads of open-source projects.

ogist. He found that 80 percent of the land in Italy, at that time, was owned
by only 20 percent of the population. He later discovered so many other
instances of 80-20 that the ratio was later named “Pareto’s Law.”

In other words, the prevalence of Zipf’s Law on the In-
ternet is a consequence of generative growth dynamics in
which the successful gain more. Conversely, deviation from
the straight line of a log-log distribution indicates a lackof
success. That is, the projects on the right-hand side of Fig-
ure 2 are those that have not yet succeeded in obtaining the
critical mass7 of downloads needed to generate a following
that will lead to additional downloads at a self-sustaining
rate. That is why we feel that we are justified in referred
to them as “struggling,” even if some of them have been
downloaded over 1,600 times.

We note that similar observations were made by Hunt
and Johnson [8] in examining the number of downloads of
projects from SourceForge over two consecutive 30-day pe-
riods in 2002. They also observed a Zipf-like distribution,
but with “fewer than expected projects with a low number
of downloads.”

7 Results, Conclusions, and Future Work

We have examined data relating to the 122,205 open-
source projects in the SourceForge database as of May
2005, focusing on the 41,608 projects that had been down-
loaded one or more times. The distribution of the number
of downloads from each project does not appear to be Zipf-
like; only the central portion of the log-log plot of the num-
ber of downloads (Figure 2) appears to be a straight line.
By applying least-squares optimization to a mathematical
model that incorporates the Bayesian information criterion
[10], we were able to divide the projects into three cate-
gories:

Category 1: Superprojects. These 85 outlier projects on
the left side of the plot were downloaded more than
1.1 million times each. The most popular project,
emule, a peer-to-peer file-sharing client, was down-
loaded 85,463,102 times, and the project ranked 85th,
gnu-darwin, was downloaded 1,111,396 times. (The
gnu-darwin site offers a variety of free software, in-
cluding the Darwin and GNU operating systems.)

7We have used the terms “mass-count disparity” and “criticalmass”
consistently in this paper. This is, the word “mass” refers to the number of
downloads in both cases.
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Category 2: Successful projects. The projects with ranks
from 86 to 10,358 lie approximately on a straight line
in the center of the log-log plot of the number of
downloads. The number of downloads varied from
1,079,981 down to 1,681.

Category 3: Struggling projects. There are 41,608
projects in the SourceForge database that have been
downloaded at least once. The vast majority of them
(over 75 percent) have been downloaded too few
times to be considered successful. These are the
projects lying on the downward-sloping right side
of the plot. In the light of the generative growth
model of Huberman and Adamic [7], we feel that it is
appropriate to consider these projects as “struggling”.

Our results are summarized in Table 1.
We turn now to future work. The data we have analyzed

are cumulative. That is, they reflect all downloads of each
project, from its inception until the end of May 2005. Ac-
cordingly, in order to be able to test our approach on new
data, we will have to wait until (say) May 2006 for a suf-
ficient number of new data points to have accumulated. In
particular, we are interested in the movement of projects be-
tween categories, and whether this correlates with what we
would intuitively call “success.”
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