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Abstract

Context: Motivation is known to improve performance. In software devel-
opment, in particular, there has been considerable interest in the motivation
of contributors to open-source.

Objective: We would like to predict motivation, in various settings. We
identify 11 motivators from the literature (enjoying programming, owner-
ship of code, learning, self-use, etc.), and evaluate their relative effect on
motivation using supervised learning.

Method: We conducted a survey with 66 questions on motivation which was
completed by 521 developers. Most of the questions used an 11-point scale.
We also conducted a follow-up survey, enabling investigation of motivation
improvement given improvement in motivators.

Results: Predictive analysis—investigating how diverse motivators influence
the probability of high motivation—provided valuable insights. The correla-
tions between the different motivators are low, implying their independence.
High values in all 11 motivators predict an increased probability of high mo-
tivation. In addition, improvement analysis shows that an increase in most
motivators predicts an increase in general motivation.

Conclusions: All 11 motivators indeed support motivation, but only mod-
erately. No single motivator suffices to predict high motivation or motivation
improvement, and each motivator sheds light on a different aspect of motiva-
tion. Models based on multiple motivators predict motivation improvement
with up to 94% accuracy, better than any single motivator.
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1. Introduction

Motivation has a high impact on human performance in many fields [}, 2]
3]. In the context of software development it is especially interesting [4], ],
due to the phenomenon of open-source development [6], where many of the
developers are volunteers [7].

We conducted a large-scale survey asking developers about their motiva-
tion. Our survey contained questions related to eleven factors that may affect
motivation, taken from prior work. Some of these motivators relate to the
culture of open-source, such as adhering to its ideology [8] and developing
software for self-use [6]. Other motivators are related to internal reasons,
such as enjoyment from developing code [9, [10], learning from it [4, 9], the
feeling of overcoming a challenge [11], 2], or gaining ownership of a project
[3, 13]. Additional motivators extend this to a wider context: being part of
a community [I4], [15], receiving recognition for one’s work [9, 4] — or,
in unpleasant situations, suffering from hostility [16, [I7]. Finally, there are
project-based motivators like a sense of importance [I§], as well as receiv-
ing payment for participating in a project [19, 20]. The survey contained
66 questions, covering the 11 motivators. We obtained answers from 1,724
developers, and 521 of them completed the entire survey. A year later we
conducted a follow-up survey, answered by 124 of the original participants.

Unlike prior work, we wanted to investigate motivation in the framework
of supervised learning, enabling us to predict motivation in many settings.
Our research questions are:

e Research question # 1 For each of the motivators, what is the predic-
tive power of a high reported motivator with respect to high reported
motivation?

e Research question # 2 For each of the motivators, what is the predic-
tive power of reported improvement in the motivator with respect to
reported motivation improvement?

Our main goal was to obtain answers to motivation questions by develop-
ers whose real activity is public on GitHub. This matching allows to validate
labeling functions, heuristics that predict motivation better than a guess. A



first example of the use of our data is given in Amit and Feitelson [21], which
validated labeling functions like long commit messages and working diverse
hours. The labeling functions that were validated on our data predicted well
the retention of 151,775 developers in their real natural activity at GitHub.

Then we moved to predict motivation using the motivators. In prior work
it was common to focus on hit rate, how common is a motivator [22, 23] 24] 9].
We wanted to extend this analysis and investigate questions like necessary
and sufficient conditions for motivation.

The follow-up survey allowed us to further advance from mere motivation
prediction to change prediction, a method we are the first to use in motiva-
tion. If a motivator increased from the original survey to the follow-up, it
improved. We modeled and investigated the predictive power of motivator
improvement on motivation improvement.

Taken together, a motivator that is influential in these separate ways is
likely to have a true impact. In general, all the motivators were found to
contribute to motivation in the predictive sense (knowing of a high motiva-
tor means a higher probability of motivation). All motivators have a positive
precision lift, hence developers reporting the motivator are more likely than
excepted to report motivation too. Other than challenge, ideology, and hos-
tility, an improvement in the follow-up answers of the motivator also increases
the probability of motivation improvement. The precision lift of the other
motivators is higher than 50% and even higher than 100% in some cases,
indicating high predictability. On the other hand, none of the motivators
is sufficient for high motivation—the highest precision is 67% for commu-
nity. Also, no motivator is necessary—the highest recall of a motivator was
86% for enjoyment. Yet, when used together in a predictive model, one can
predict well both high motivation and motivation improvement.

This study makes three main contributions:

e We conducted a large-scale survey on software developers’ motivation,
covering 11 motivators.

e We make several methodological innovations:

— We asked participants for their GitHub profiles, which enabled
comparing survey answers and actual behavior.

— This allowed the validation of labeling functions for motivation
[21]. The labeling functions introduce a new methodology for mo-



tivation research. They facilitate quantified, reproducible, long-
term investigation, based on large-scale data from real projects.

— We conducted a follow-up survey, asking the same people the same
questions again after more than a year. This allowed us to measure
the answers’ stability and the impact of changes in motivators on
changes in motivation.

— We framed the analysis as a supervised learning problem. We ini-
tially considered each single motivator as a classifier for high moti-
vation, moved to full models, and then applied the same methods
for motivation improvement.

— The large scale of the study allowed us to compare the answers of
different people in the same project, estimating subjectivity.

— We used several types of analyses in tandem to investigate the
relations between motivators and motivation. Most relations were
consistent in most or all the methods, testifying to their validity.

e We analyze the results using a machine-learning framework and reach
several conclusions regarding motivators and their influence:

— We corroborate previous work showing that in general motivators
from prior work are indeed correlated with motivation.

— At the same time we find that none of them alone is enough to
guarantee motivation, so developers usually need several reasons
to have high motivation. Also, predictive performance is improved
by taking multiple motivators into account.

— We found that although hostility is rare, when it exists it has a
negative influence on motivation. Yet, it tends to be unobserved
by others in the same project.

2. Related Work

2.1. Motivation

Motivation, in general and in a work context, has been extensively in-
vestigated due to its importance. Many theories were suggested. Skinner
suggested operant conditioning, learning behavior due to reward and pun-
ishments [25]. Maslow’s hierarchy of needs sees self-actualization as the top



need [26]. McClelland argues that motivation comes from a mixture of affili-
ation (society based), authority (opportunities to gain it), and achievements
(overcoming challenges) [I1]. The equity theory claims that motivation might
be hurt due to relative comparison and the feeling of not being fairly treated
[17].

In the context of work, the Goal Setting Theory claims that challenging
yet achievable goals benefit the motivation [I2]. Close in spirit is Vroom’s
Expectancy Theory [27] which claims that one estimates the outcome, the
outcome value, and the probability of the value. Given these, the motivation
is determined, and one will have more motivation in tasks where an outcome
that is valued is likely to be achieved.

Herzbereg et al. suggested the Motivation-Hygiene Theory [28]. Accord-
ing to it, positive motivation is usually due to intrinsic motivators. However,
external hygiene factors might lead to the loss of motivation. Hackman and
Oldman suggested the Job Characteristics Theory [I8]. They claim that the
motivation might come from the job itself, due to the significance, autonomy,
skill, identity, and feedback related to the job.

These theories are classical and were introduced long ago, and use differ-
ent approaches (see comparison [29]). Though they were criticized, they are
still beneficial [30].

Demarco and Lister [31], and also Frangos [I], claim that the important
software problems are human and not technological. So, many have investi-
gated motivation in software engineering [32] 4 [33, [34].

Open-source development is the collaborative development of software
that is free to use and further modify. The best-known non-technical equiv-
alent is Wikipedia. A seminal description of the phenomenon is given in
Raymond’s “The Cathedral and the Bazaar” [6]. Payment is probably the
most common way to motivate people to perform a task, though it is extrinsic
motivation and therefore its influence is more complex [19] 20]. However, it is
common to perform open-source software development as a volunteer, which
means that salary is not the motivation, making it startling from an econom-
ical point of view at first sight [35]. Therefore, the motivation of open-source
developers was investigated as a specific domain, to uncover other motivators
[15], 36, 37, 38, 39].

Empirical research also supports the benefit of motivation. Task signifi-
cance, a motivation cause, was shown to increase productivity [40]. Campbell
et al. see performance as a function of motivation but also of knowledge and

skill [41].



2.2. Motiwators

The research literature has not produced a canonical agreed list of factors
that influence motivation. Mayer et al. reviewed 75 years of motivation
measures [42]. This showed that many different factors have an effect, but
the agreement between them is limited. We therefore needed to select which
ones to include in our study.

We based our list of motivators mainly on Beecham et al.’s review of mo-
tivation in software engineering [4] and Gerosa et al.’s [9] work on motivation
in open-source development. Our default was to include motivators in order
to cover more aspects of motivation. The motivators that we chose have a
long history going back to Herzberg’s Motivation-Hygiene Theory [28], and
therefore were thoroughly investigated over the years (e.g., in general [24]
and in software development [23]). Note that we excluded some of the moti-
vators that are less relevant to open-source development, like “Job security”
and “Company policies”. Conversely, we did include “hostility”, which is a
demotivator (it is common to refer to factors of positive influence as moti-
vators and those of negative influence as demotivators) [I7]. Since we have
only a single demotivator, we use the term “motivator” to refer to both it
and the positive motivators.

Attracting developers is important to project sustainability [43]. This
includes retaining existing developers and having newcomers. Although we
do not identify newcomers, we ask about self-use, enjoyment, learning, and
community, indicating common newcomer motivations [44) [45] [46].

In Section we list and discuss the 11 motivators used in our study.

3. The Survey Instrument

3.1. Design

Our design aimed to serve some goals. This led to the construction of a
relatively long survey with 66 questions (See replication package [47]). The
first goal was to obtain labels about quality and productivity in development.
The first section of the survey was “Questions regarding yourself” (18 ques-
tions). This part included general questions about motivation and verifiable
questions about conduct (e.g., the writing of detailed commit messages). We
also asked questions about self-rating of skill. After collecting the answers
we found out that developers tend to have a very good opinion about their
performance so we ended up using these questions only to investigate an-
swer validity problems (See replication package [47]). A few of the questions
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(e.g., “I enjoy software development very much”) were used to indicate the
existence of a motivator, later analyzed for influence on general motivation.

The second goal was to obtain information about motivators. This served
us for predictive analysis of answers, co-change analysis of motivation im-
provement, and labeling functions based on behavioural cues in real software
development [21]. Due to that we aimed to represent many motivators and
use several questions for the main ones. The questions were in the second sec-
tion “Questions regarding activity in a repository” (28 questions), in which
we asked about a specific project and its related behavior. This included our
motivation ground truth question: “I regularly have a high level of motivation
to contribute to the repository” (based on [48]).

We planned to validate our results with respect to the popular Job Sat-
isfaction Scale questionnaire [49] (10 questions) which was included as is.
Analysis and direct feedback indicated confusion, so we ended up using it
just for validity. Hence, it served as a source of attention-check items [50].
In questions about the community, we asked people in a single-person project
to skip, also serving as attention checking (See replication package for de-
tails [47]). Since the mistakes were due to misunderstanding, as some of the
participants directly commented, we included participants who answered so
and just measured how common these mistakes were.

We also added a “Demography” section (8 questions). Last, we ask an
open question requesting comments whose goal is to ensure that we did not
miss a significant factor in the structured questions.

By using questions from prior work, we benefit from a previous validation.
In the discussion below we note prior work on each motivator (Section ,
and in the replication package we identify the specific source of each survey
question [47].

An important goal of the survey was to enable us to compare answers re-
garding motivation and actual behavior (as used in [21]). Therefore, we asked
the participants to choose a specific project and provide its name, preferably
a public GitHub project. We asked for their GitHub profile to investigate the
developer behavior. We also asked for the email from participants who were
interested in the research results. Emails and GitHub profiles are personally
identifying information, which is usually not collected. We needed them to
match the answers to other data related to the same person, but did not
include them with the other experimental materials. This was approved by
our IRB (study 09032020).

The survey was designed to take about 10 minutes. Most questions used a
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Likert scale [51], 52]. Values ranged from 1 to 11, providing closest-to-normal
distribution [53]. All participants saw the sections in the same order, yet the
order of the questions within the sections was randomized.

3.2. Ezecution

The target population in software engineering is hard to define in many
cases [54]. The GitHub developer population was essential to match answers
about motivation and actual behavior in GitHub. However, this population is
small compared to all developers. We therefore also reached out to developers
in social media, which led to 80% of the participants. We used machine
learning to try to distinguish between the populations and did not find a
large difference (see supplementary materials).

The survey was conducted using the Qualtrics platform from December
2019 to March 2021. We obtained 1,724 participants, 521 of them completed
the survey.

We conducted a pilot until February 2020, including 16 people from our
social circles. We received feedback on the focus of the survey and redundant
questions, which were deliberate decisions. Few participants alerted us about
the principal position of GitHub, feedback we failed to use at this stage. We
received wording suggestions that we applied. We checked that the long
survey could be completed in 15 minutes, which was OK. After the entire
survey was conducted, we found out that 84% of those who finished it did
it in this duration. Since the content of the questions was not changed, we
included the pilot participants in the survey.

GitHub is a platform for source control and code development used by
millions of users [55]. We initially focused on 1,530 active public GitHub
projects with 5004 commits during 2018, having 832k developers, described
in [56, 57, 58]. About 40,000 developers contributed to these projects that
year, of which 9,000 contributed more than 12 commits. We extracted de-
velopers’ email addresses using the GitHub public email API, fetching the
emails of the developers who chose to share them publicly. We sent emails to
3,255 developers with a public email that had enough commits. We also had
a gift card lottery, offering $50 to three of the participants. This channel led
to 339 participants, which is 20% of the total.

We also recruited participants in social networks by convenience sampling
[59, 60], which led to the remaining 80% of participants. We used Reddit,
an online discussion site, as an important source of participants. Reddit has
numerous subreddits, channels dedicated to discussions on specific topics. It
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has many channels relevant to programmers such as programming languages,
operating-systems, tools, etc. We posted in 46 different subreddits on differ-
ent dates and hours, to get familiar with the community, as posting at a high
rate might be considered as spamming. Each subreddit has different formal
and informal rules that should be respected. We found that people showed
interest in the survey, which led to 70 comments and discussions (e.g., open-
source, software quality) and 212 upvotes. This in turn led to more attention
to the survey. We used machine learning to try to distinguish between the
GitHub and social-media populations and did not find a large difference (see
supplementary materials).

As noted above, we asked participants for the name of their project and
their GitHub profile. They provided the names of 484 projects and 303 per-
sonal GitHub profiles. After posting the survey on social media, we noted
that many participants stop in the “Questions regarding activity in a repos-
itory” section since they do not contribute to a GitHub repository. This was
also accompanied by direct feedback saying that. Since we were interested in
answers about motivation in general and needed the GitHub profile only to
link to actual behavior, we changed the questions about “GitHub repository”
to “any project”, avoiding this drop.

The original survey ended in March 2021. A year after the last response,
in April 2022, we sent a follow-up survey to the 341 participants who provided
their emails in the original survey. We sent them the name of the project on
which they initially answered, and asked them to answer on the same project
in case they are still active there and on a different project otherwise. The
questionnaire was the same as the first one, with the additional validation
question “Is it the same project on which you answered last time?”. In the
follow-up survey, 124 out of the 341 participants we reached out to answered

(36.3%).

3.8. Answers Treatment and Validation

Our emails to GitHub developers had 4.4% response rate, close to the 5%
reported by [61]. Due to a mistake, we sent multiple emails to developers
who worked on multiple suitable projects, and we apologize for that. This
was both annoying and mis-estimated the number of developers. After fixing
the mistake the response rate was 8.1%, close to the 9% reported by Feitelson
which used a similar dataset [62]. We believe that the response rate benefited
from the use of the GitHub public email API. Email is used by GitHub in the
development, and therefore they are usually updated (our bounce rate was
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1%). The API returns the emails of developers that choose to share them
publicly, hence more agreeing to cold communication. We believe that many
people found the topic, motivation in software development, exciting. We
anecdotally noticed it in up-votes and comments on social media, responses
to the open questions in the survey, and the 19.8% of the participants that
left email wanting to learn the research results.

We checked if participants answered all questions with the same answer
(e.g., due to maliciousness or boredom). There was a single such participant,
who answered a few ” Questions about yourself” and dropped, not included in
the analysis anyway. 91% of the participants that did not finish the survey,
abandoned in less than 5 minutes. Only 7% answered the full survey in less
than 5 minutes, a quick yet possible duration.

Some participants do not answer all questions. In these cases, we used
the relevant answers and did not attempt to fill in the missing ones.

Answers have validity problems. The internal coherence, correlation be-
tween questions belonging to the same motivator, is moderate. The original
survey and the follow-up survey can be treated as a longitudinal study. The
surveys agreement is better than independent. We analyzed all the above
in-depth and presented them in the replication package [47], showing that
despite the noise a signal is found.

However, the strongest validation comes from the ability to predict the be-
haviour of 151,775 developers in 18,958 GitHub projects. Amit and Feitelson
used our dataset to define labeling functions [63, [64] [65] for motivation [21].
The labeling functions are weak classifiers, validated heuristics that predict
motivation better than a guess, which are based on behavioural cues. For
example, working in more diverse hours and writing longer commit messages
are labeling functions. These labeling functions predicted the high answers
of our survey participants. When used on the entire GitHub datasets, they
predicted retention, and higher activity and output of 151,775 developers.
Hence the answers agree with the labeling functions, which agree with the
behaviour of a mass of new unseen developers.

All data and code are in the supplementary materials. Personal identifiers
were hashed to preserve anonymity yet allow matching.

4. Analysis

Supervised learning is a powerful framework, suitable to our needs. In
supervised learning, we try to predict a concept (e.g., high motivation) us-
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ing a classifier (e.g., decision tree) based on features (e.g., motivators). The
versatility of supervised learning allows us to investigate a single motivator,
all of them, or temporal changes. One can apply supervised learning to a
single motivator for direct evaluation or to all of them, leverage their com-
bined power. Supervised learning also allows to build models, identifying the
behavior of the predicted concept.

The concept, which we try to predict, is high motivation. The classifiers,
which provide us with predictions, are the motivators (e.g., high ownership).
We evaluate how well motivators predict high motivation, using metrics that
compare the prediction to the actual motivation. Interesting metrics are the
fraction of those with, say, high ownership who indeed are highly motivated
(precision), the improvement over just the prevalence in the population (pre-
cision lift), and what fraction of the highly motivated have high ownership
(recall).

The analysis of each individual motivator with respect to general moti-
vation provides simple basic results yet ignores more complex relations like
confounders. We therefore also performed additional, more complex analy-
ses. We analyzed the relationship between motivators to see that this risk
is small. We used the follow-up survey to analyze the motivation improve-
ment of each motivator alone. Last, we built combined models utilizing all
motivators to avoid the risk of confounding and leverage the power of all
motivators.

5. Results

5.1. Demographics

It is difficult to define ‘developer’ (e.g., by education, profession, mini-
mal activity) and, therefore, to define a representative developer population.
However, a possible comparison is provided by the ‘Stack Overflow’ (SO)
annual developer survey. SO is a leading questions-and-answers website for
programming, with more than 100 million monthly visitors. The 2021 survey,
overlapping our survey period, was answered by over 80 thousand developers
[66]. As far as we know, this is the largest survey of developers and therefore
an interesting comparison.

Our survey participants come from 74 countries, compared to 180 coun-
tries in SO. In our survey, the leading countries are the United States, Ger-
many, Great Britain, India, and France. These are the same leading countries
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as in SO, but in SO India is in second place and the Western countries have
a somewhat lower representation.

4.2% of our participants identified as females, 95.1% as males, and the
rest identify as others. This is close to the ratio of participants not identifying
as males in the 2021 SO survey, which was 5.3%. It is also close to ratios of
4.8% [67] and 11.2% [68] in other sources.

Figure [1| presents the age distribution. The distributions are rather close
with slightly higher ages in our survey.

B Survey
B StackOverflow

Percentage

1.0 0.5
S
Under 18 18-24 25-34 35-44 45-54 55-64 Over 64

Figure 1: Age Distribution

80.7% of the participants in our survey work as professional programmers,
compared to 69.7% in SO. The average years of programming experience
in our survey (professional or not) is 11.1, representing very experienced
developers. Figure[2shows that in both surveys about half of the participants
have at least 10 years of experience.

Our survey had more participants with high degrees than SO, as shown
in Figure 3] The academic domains in our survey were: computer science
46.3%, technology 32.0%, science 9%, business 3.4%, math 2.5%, arts 2.1%,
and the rest from other domains.

To conclude, the demographics in our survey are close but not the same
as those in Stack Overflow. For example, more people identify as profes-
sional developers in our survey. However, it seems that the threat of not
representing the developers community is low.
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5.2. General Motivation

Motivation might derive from many motivators, from payment to enjoy-
ment. The concept that we would like to investigate is high motivation to
contribute to a project, and its relations to these various factors.

We measure general motivation using the question “I regularly have a
high level of motivation to contribute to the repository” (pattern is based
on [48]). The results show that developers are generally motivated (Figure
4). High motivation (at least 9 = ‘somewhat agree’ on a scale of 1 to 11) was
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reported by 52.4% of the participants.

I regularly have a high level of motivation to contribute to the repository

148
74
60
58
40
37 38
20 22 22 21
:
o —
1 2 3 4 5 6 7 B ) 10 11

Answers to question 3.1

Developers

Figure 4: Distribution of answers to general motivation question.

We identified paid people by their answer to a specific question about it
(question 3.c). 41% of the participants who answered this question said that
they are paid (284 participants). 24% of the participants (377) were identified
as contributing to GitHub (by finding a reference to GitHub in the project
name). Note that being paid and using GitHub are not mutually exclusive.
38% of participants of GitHub projects that answered the payment question,
said that they are paid.

It is generally accepted that motivated workers work longer hours [69].
Showing that our measurement of general motivation exhibits the same rela-
tion provides supporting evidence for its validity. And indeed, participants
reporting high motivation (at least 9) reported an average of working 19.3
hours a week on the project, compared to 3.4 hours for those reporting low
motivation (below 9). This result may be tainted by mixing data about
paid developers with data about volunteers, who are common in open-source
projects. We checked this by looking at paid workers separately, out of the
participants that reported payment, and the influence of payment is indeed
large. For unpaid workers the reported average working hours were 10.8 (high
motivation) and 4.5 (low), while for paid workers they were 27.9 (high) and
25.8 (low). Thus, both paid and unpaid participants work more hours when
motivated yet the average of unmotivated paid developers is higher than that
of motivated unpaid developers and therefore we do not mix them.

We planned to also validate the measurement with a similar question
from the Job Satisfaction Survey: “Taking everything into consideration,
how do you feel about your work?” [49]. However, some of the participants
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were confused and answered most survey questions on an open-source project
to which they contribute, yet answered the Job Satisfaction Survey on their
regular job. Despite this confusion, the Pearson correlation between the ques-
tions is 0.32. When focusing on paid developers, for which the probability of
confusion is lower, the correlation is 0.36.

5.8. Motivators

This section answers Research question # 1: For each of the motivators,
what is the predictive power of high reported motivator with respect to high
reported motivation?

Table [I] summarizes the predictive performance of all the motivators. We
discuss each of the motivators in the following subsections. Note that in each
row we analyzed participants that answered the motivation question and at
least one question about the motivator, so populations are not necessarily
identical.

We use common metrics used in machine learning and information re-
trieval. The concept that we want to predict is high general motivation.
This was operationalized by the answer to the question “I regularly have a
high level of motivation to contribute to the repository” being 9 ‘somewhat
agree’ or above.

Usually in machine learning a classification algorithm (e.g., decision tree)
is used to create a model, which is a specific rule providing predictions. In
our case the models are just the motivators (e.g., ownership, challenge), also
binarized into high and low using 9 as the threshold. Note that in this part
the models are pre-defined, and not learned by a classification algorithm, and
we only evaluate their predictive performance.

The cases in which the concept is true are called ‘positives’ and the pos-
itive rate is denoted P(positive) (in our case this is 0.52 as noted above).
Cases in which the model is true are called ‘hits’ and the hit rate is P(hit).
For example, a high hit rate for ownership means that many participants
report ownership, and we want to see whether they are also generally moti-
vated.

Ideally, hits correspond to positives, but usually some of them differ.
Precision, defined as P(positive|hit), measures a model’s tendency to avoid
false positives (FP). But precision might be high simply since the positive
rate is high. Precision lift, defined as P?(T ccision__ 1 — Plp Osmvdh”) Plpositive)

positiv P(positive
copes with this difficulty and measures the acidztwnal probability of) havmg
a true positive relative to the base positive rate. Thus, a useless random
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model will have precision equal to the positive rate, but a precision lift of 0.
Recall, defined as P(hit|positive), measures how many of the positives are
also hits; in our case, this is how many of the highly motivated participants
also report high ownership.

Table 1: High Motivation Predictability by Motivator

Motivator Hit rate Performance as predictor of motivation
(Fraction > 9) | Accuracy | Precision | Prec. lift | Recall
Enjoyment 0.74 0.64 0.62 0.18 0.86
Ownership 0.73 0.59 0.57 0.10 0.81
Learning 0.72 0.59 0.58 0.10 0.80
Importance 0.63 0.61 0.61 0.16 0.73
Challenge 0.62 0.63 0.62 0.20 0.74
Self-use 0.56 0.60 0.61 0.17 0.65
Ideology 0.53 0.57 0.59 0.13 0.60
Recognition 0.48 0.58 0.60 0.18 0.56
Payment 0.45 0.55 0.58 0.10 0.49
Community 0.41 0.63 0.67 0.35 0.53
Hostility 0.07 0.52 0.65 0.30 0.08

We now present our analysis of each individual motivator, from the most
to the least prevalent. We show how common high answers (9 and above)
are to each motivator, in general, for paid developers, and for open-source
developers.

5.3.1. Enjoyment
We measure enjoyment [9, [I0] by the following questions (numbered by
their location in the survey):

2.9 I enjoy software development very much
2.15 I enjoy trying to solve complex problems
3.8 My work on the repository is creative

3.10 I derive satisfaction from working on this repository

An example of the results is shown in Figure [5]
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We calculated the average answer to all these questions per participant,
and then the average of these averages. This led to an overall average of 9.07.
74% of the participants reported high enjoyment (at least 9 - ‘somewhat
agree’), more than all other motivators.

76% of the GitHub participants reported high enjoyment and 75% of the
paid participants. The correlation of enjoyment with motivation is 0.51, the
highest of all motivators.

I enjoy software development very much

222
150 169
100
97
50 5 53
1 3 4 5 6 7 8 9 10

Answers to question 2.9

418

Developers

Figure 5: Answers distribution of enjoyment question.

The recall of enjoyment is 0.83, making it very common among people
of high motivation, more than both the hit rate and the positive rate. The
precision is 0.62 and the precision lift is 0.18, which is positive and significant
yet not very high.

Note that the hit rate of 74% for enjoyment is significantly higher than
the positive rate of 52%. This has a large influence on the predictive metrics.
True positives are the intersection of the hits and the positives, so they are
bounded by both. But once the hit rate is higher than the positive rate,
the precision is bounded from above. In our case, the model hit rate is 74%
and the positive rate is 52%, so the model precision can be at most % =
70%. The actual precision of 62% appears to be not high, yet it is 89% of
the bound created from the positive rate and the hit rate.

5.8.2. Ownership
We measure ownership [4, 9, [3, [13] by the following questions:

3.2 - I have complete autonomy in contributing to the repository
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3.3 - I have significant influence on the repository
3.4 - 1 feel responsible to the repository success
3.16 - I am a core member of the repository

The average answer for ownership was 9.02. 73% of the participants
reported high ownership (9 or above, second highest of all motivators). This
was also the percentage for paid participants; with GitHub participants it
was 75%. The correlation of ownership with motivation is 0.24. The recall
when predicting high motivation based on high ownership was 0.81, higher
than the hit rate. However, the precision is 0.57 and the precision lift is only
0.10, partly because ownership is so common.

5.3.3. Learning
Learning [4, 0] is based on the question:

3.17 - I learn from my contributions

The average of the answers was 9.15, the highest among all motivators.
72% of the participants reported high levels of learning, 70% of the GitHub
participants and 77% of the paid ones. The correlation of learning with
motivation is 0.23. Learning has a recall of 0.80, indicating that it is another
very common characteristic of people with high motivation. Its precision is
0.58 and its precision lift is 0.10, which is relatively low.

5.83.4. Importance
Importance [4] 18], [40] is based on the question:

3.11 - The repository is important

The average was 8.62. The correlation of importance with motivation
is 0.35. 63% of the participants reported high feelings of importance. The
same occurred among GitHub participants, compared to 74% among paid
participants. This is rather surprising since we assume that one will have
more considerations and constraints in the context of a paid job than in
volunteering for open-source projects. So, we would assume that one would
have higher freedom to choose by importance when volunteering, leading to
a higher rate among GitHub participants, but the data shows the opposite.
Importance has a precision of 0.61 and a precision lift of 0.16. It has a recall
of 0.73, which is high in absolute terms and relative to its hit rate.
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5.3.5. Challenge
Challenge [4, 111, 12l 5] is based on the question:

3.9 - Working on this repository is challenging

The average of challenge answers was 8.41. 62% of participants reported
a high sense of challenge, 60% of the GitHub participants and 66% of paid
ones. The correlation of challenge with motivation is 0.30. Challenge has
precision of 0.62 and precision lift of 0.20. Its recall is 0.74, which is high in
absolute terms and relative to its hit rate.

5.8.6. Self-use
Self-use [9] [6] is based on the question:

3.5 - I'm interested in the repository for my own needs

The average of self-use answers was 7.86. 56% of the participants reported
high self-use motivation, 61% of GitHub participants, and 43% of paid ones.
Note that while usually the probabilities in the entire population, in GitHub,
and among paid participants are rather similar, in this case the probabilities
are quite different. ‘Scratching your own itch’ is a well-known motivation
in open-source [6] so one would expect a higher probability in GitHub. On
the other hand, many companies produce organizational software that does
not have personal uses, so 43% of paid participants who self-use may sound
rather high. The correlation of self-use with motivation is 0.16. Self-use has
a recall of almost two-thirds, 0.65. This seems to be a unique attribute of
open-source, enabling people to develop the software that they need. The
precision is 0.61 and the precision lift is 0.17. This might be because people
see satisfying their needs as a task to complete and not an enjoyable activity.
Indeed, self-use and enjoyment have a Pearson correlation of just 0.16.

5.3.7. Ideology
Ideology [9, 8] is based on the question:

2.18 - I contribute to open source due to ideology

53% of the participants reported high ideology-based motivation, rising to
61% of GitHub participants, aligned with the ideological roots of open-source
development [§]. 49% of paid participants also gave high answers regarding
contribution due to ideology. That can be either due to many people being
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paid to contribute to open-source, or a common habit of paid developers to
contribute to open-source in their free time. Regardless of the reason, the
popularity is surprisingly high. But we note that in the answers to the open
question participants said that different ideologies (e.g., ‘Software should be
free’ [70], ‘Social good’) can lead to contribution to open-source software,
and that a finer distinction is needed. The average of ideology answers was
7.34. The correlation of ideology with motivation is 0.14, the lowest other
than for hostility. The precision of ideology is 0.59, the precision list is 0.13,
and the recall 0.60.

5.3.8. Recognition
We measure recognition [4l, @, 20, [6] by the following questions:

2.13 I contribute to open source in order to have an online portfolio
2.14 T try to write high quality code because others will see it
3.15 I get recognition due to my contribution to the repository

3.24 In the past year, members of my GitHub community asked questions
that show their understanding of my contributions (based on [71])

3.25 In the past year, members of my GitHub community expressed interest
in my contributions (based on [71])

The average of all the questions was 7.33, lower than all other positive
motivators. 48% of the participants reported high recognition-based moti-
vation, 49% of the GitHub ones, and 52% of paid ones. The correlation
of recognition with motivation is 0.27. The precision is 0.60 and the preci-
sion lift 0.18, indicating a boost to motivation. The recall is 0.56 while the
recognition hit rate is 0.48.

5.3.9. Payment
Payment [4], [0, 19, 20] is based on the yes/no question:

3.c - I'm being paid for my work in this repository

We note that remuneration in open-source projects may have many facets.
Developers may accrue income from donations or lectures. Their work on
the project may help them secure future positions or gain access to future
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consulting contracts. When writing the question we thought of being paid a
salary.

41% of the participants that answered the payment question said that
they are paid. 38% of participants of GitHub projects that answered the
payment question said that they are paid.

Payment has precision of 0.58 and precision lift of 0.10, making it one of
the weakest motivators in general and the weakest for its hit rate. Payment
is also the only motivator that had a negative precision lift when we run the
same analysis on the follow-up survey.

Its recall is 0.49, less than the positive rate of high motivation which is
0.52. The correlation of payment with motivation is 0.15, lowest than all but
ideology and hostility.

5.3.10. Community
We measure community [4, O, 1T, 14] by the following questions (which
we asked to answer only if you are not the only developer in the project):

3.13 Belonging to the community is motivating my work on the repository
3.14 The community is very professional

3.20 The repository’s community of developers is more motivated than that
of other repositories

3.24 In the past year, members of my GitHub community asked questions
that show their understanding of my contributions (based on [71])

3.25 In the past year, members of my GitHub community expressed interest
in my contributions (based on [71])

Note the questions 3.24 and 3.25 are about recognition from the commu-
nity and therefore appear in both motivators.

The average of community answers was 7.36. 40% of the participants re-
ported high community-based motivation, lower than all positive motivators.
This is based on 40% of the GitHub participants and 44% of the paid ones.
The correlation of community with motivation is 0.42, the second highest.
The precision is 0.67 and the precision lift is 0.35, higher than all other mo-
tivators. Hence, though the community motivator is not common, when it
exists, the probability of high motivation is higher. The recall is 53%, not
very high yet 29% higher than the hit rate.
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5.3.11. Hostility

Hostility can be viewed as a community with negative influence. Hostility
hurts motivation hence it is a demotivator and not a positive motivator. We
measure hostility [16, 17, 28] [72] by the following questions (which we asked

to answer only if you are not the only developer in the project):

3.6 We have many heated arguments in the community
3.7 1 wish that certain developers in the repository will leave

3.22 In the past year, members of my GitHub community put me down or
were condescending to me (based on [72])

3.23 In the past year, members of my GitHub community made demeaning
or derogatory remarks about me (based on [72], Figure [f)

The average of hostility answers was 2.80. Only 7% of the participants
reported high hostility, 4% of the GitHub participants and 7% of the paid
ones. The recall is just 8%, yet it is higher than the hit rate. The correlation
of hostility with motivation is 0.01. This is the lowest correlation, close to
zero yet not the large negative correlation which is expected.

In the past year, members of my GitHub community made demeaning or derogatory remarks about me

295

Developers
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Answers to question 3.23
Figure 6: Answers distribution of a hostility question.
Surprisingly, hostility also has a relatively high precision of 0.65 and a

high precision lift of 0.30. One would expect that knowing that someone
suffers from hostility will reduce the probability of high motivation, instead
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of the increase that we see. But the participants who reported high hostility
also reported higher averages for all motivators besides payment. A possible
explanation is that those participants kept contributing to the project due
to the other motivators; those who suffered from hostility and did not have
other reasons to stay probably left. Note, however, that we had only 9 people
that reported both high hostility and high motivation, so the analysis is not
robust.

We identified 10 pairs of developers which contribute to the same project.
This allowed us to evaluate their agreement on hostility. When a person re-
ports heated arguments (question 3.6), the probability that the other partic-
ipant will agree is just 50%. For the rest of the hostility questions, the other
participants never claimed high hostility too. For comparison, in importance
and challenge, which also describe aspects of the project, if one participant
provided a high half answer (6 or above), the other always agreed. This
provides an important indication that hostility might go unnoticed.

5.4. Motivation Improvement Analysis

This section answers Research question # 2: For each of the motivators,
what is the predictive power of reported improvement in motivator with
respect to reported motivation improvement?

An important goal in many data analyses is to uncover causal relations.
But causality is hard to define rigorously because it is hard to ascertain that
motivator A caused outcome B. The usual approach is to look at correlations
between motivators and outcomes in a given dataset, as we did in Section
[5.3] We now extend this to look at the dynamics across time: the possible
correlation between a change in a motivator and a change in the outcome.
For example, we want to see whether an increase in the sense of ownership
of a project predicts an increase in motivation.

Such “co-change” analysis [57] is important for the following reason. If
causality exists, meaning that in certain contexts motivator A causes outcome
B, then a change in A will cause a change in B. But co-change of two
motivators does not necessarily imply causality. By identifying instances of
co-change, where a change in A correlates with a change in B, we therefore
identify cases where causality may be at work.

Note, however, that the actual relationship between motivators and gen-
eral motivation may be conditioned on other motivators. In this subsection
we look at the co-change of motivators and general motivation alone, re-
gardless of context. In the next subsection we consider all the motivators
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together, to handle cases where the effect of A on B is conditioned on an-
other motivator C.

The change data comes from comparing the original survey and the follow-
up survey. In the original survey 341 developers provided their emails. A
year after the last response, we reached out and asked them to answer the
survey again. We asked them to answer on the same project if they are still
active in it. This allowed us to compare the answers of the same person over
time. We had 124 follow-up participants in total. 60 of them continued in
the same project, and these are the ones we analyze here. For each of them,
we look at increases in the motivators and general motivation from one year
to the next. Note that if a person reported 3 for ownership in the first survey,
and 4 in the follow-up, this is an increase regardless of the values being low.

Table 2: Motivation Improvement Over Time Predictability by Motivator

Motivator Improvement Prediction of improved motivation
rate Accuracy | Precision | Prec. lift | Recall

Challenge 0.33 0.53 0.10 -0.50 0.17
Ideology 0.30 0.60 0.17 -0.17 0.25
Importance 0.30 0.70 0.33 0.67 0.50
Learning 0.30 0.70 0.33 0.67 0.50
Enjoyment 0.28 0.71 0.34 0.71 0.48
Recognition 0.27 0.72 0.39 0.95 0.47
Self-use 0.22 0.78 0.46 1.31 0.50
Ownership 0.17 0.77 0.45 1.27 0.35
Hostility 0.16 0.70 0.20 -0.01 0.15
Community 0.16 0.75 0.39 0.93 0.28

The probability of improvement in general motivation, i.e. the positive
rate, was 20%. Since we included only developers that stayed in the same
project for at least a year, there is probably survivorship bias, and the prob-
ability in the whole population is probably even lower.

The probability of improvement in the different motivators is at most 33%
(Table . When the precision lift is positive, it tends to be very high. We
could not find out why the lift is negative for challenge and ideology. One
could expect a larger negative lift for hostility, which did not materialize.
This may be explained by developers having other motivators that offset

hostility as explained in Section |5.3.11
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The recall is up to 50% for many motivators and higher than their im-
provement rate (hit rate). This shows that improvement in importance,
learning, enjoyment, recognition, and self-use are common when motivation
improves.

Only a single person that was not originally paid received a payment in
the follow-up, therefore we did not apply co-change analysis to this motivator.

Co-change analysis can be performed in the downward direction too:
given a decrease in a motivator, how common is a decrease in general mo-
tivation. Results are quite similar to the upward direction and given in the
supplementary materials.

The follow-up survey can also be considered a replication of the original
survey. We used all 124 participants that answered the follow-up survey to
run the analysis of predicting motivation (as in Table . We found a positive
precision lift for all motivators besides payment. The agreement supports the
results in general. The disagreement in payment indicates that the result is
not robust.

5.5. A Combined Motivation Model

This section answers both research question # 1 and # 2, yet by using
all motivators together and not one by one.

All the motivators have a positive precision lift of at least 10% (Table .
This is aligned with the prior work claiming their positive influence. However,
the highest precision lift is just 35%, with 67% precision, for the ‘Community’
motivator. This means that none of the motivators is a sufficient condition
for high motivation or close to it. We analyzed the Pearson correlation
between motivators (in supplementary materials) and noted that none of the
correlations is very high. Hence, each motivator describes a different aspect,
and a combination of motivators might help to reach high motivation.

Machine learning allows us to build predictive models for motivation and
evaluate their performance. The steps that we followed are describing each
case with features, splitting the dataset into train and test, building a model
on the train dataset and evaluate it on the test dataset.

The inputs of machine learning models are named “features”. So far, we
investigated each motivator as a single feature, ignoring all other motivators.
This type of analysis suffers from the threat of confounding variables on one
hand and does not leverage the full power of the data on the other hand.
We therefore built combined models to predict motivation, based on all the
motivators as features.
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Since exact values tend to change (see replication package [47]) and we are
indifferent to the level of low motivation, we prefer classification framework
over regression. The predicted concept was high motivation, operationalized
as before by answers of 9 (‘somewhat agree’) or above to “I regularly have
a high level of motivation to contribute to the repository”. We had 345
participants that answered this question. The positive rate is 52%.

We used the scikit-learn package for classification algorithms [73]. We
used low-capacity small models such as decision trees and logistic regression
in order to obtain simple interpretable models which are also rather robust to
overfitting [74]. We also used models of medium capacity - random forests,
k-nearest neighbors, AdaBoost, gradient boosting, support vector machines,
stochastic gradient descent, and neural networks to build models of better
representation ability and performance.

In order to obtain a reliable performance estimation of models, it is com-
mon to train them on one subset of the samples and measure on a different
test subset. When splitting samples into train and test, we would like to
have enough samples for reliable estimation in the test, and use the rest for
train since models perform better with more data. The number of samples
we have is very low. Repeating with 10 different seeds we noted that the
standard deviation on both the accuracy and the positive rate (which is not
influenced from learning) is 0.03. We therefore used 30% for reasonable test
estimation and used the rest for training models that are suitable for small
datasets.

The performance of all the models was rather close, with accuracy ranging
from 62% to 77%. Amusingly, the highest accuracy on the test set (77%) was
reached by a single node tree, checking high enjoyment. As Table [I| showed,
the accuracy when using enjoyment on the whole dataset is just 64%, so
this result is accidental. The model with the second highest accuracy (76%)
was a neural network [75], whose capacity is relatively high. The simple
model of highest accuracy was a logistic regression model [76] which reached
accuracy of 72%. Its intercept was -2.04, indicating a general tendency for
low motivation. Hostility had a strong negative coefficient of -0.46. All the
other motivators had positive coefficients. The highest were enjoyment with
1.13, self-use with 0.61, and importance with 0.59.

Note that models can assign different weights to false positives and false
negatives, and trade off precision and recall. Using this, we could build a
precision-favoring decision tree model [77] with precision of 81% and recall of
41%. Conversely, a recall-favoring stochastic gradient descent (SGD) model
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[78] reached recall of 96% with precision of 62%.

We also modeled the co-change dataset of Section [5.4], to predict a change
in the motivation based on changes in the motivators as features. Such a
model is of interest since assuming that motivation is a function, a co-change
model can predict the result of a change.

Two properties of such modeling deserve special attention: accuracy and
minimality. We first discuss accuracy. A co-change model allows us to pre-
dict the motivation change given any motivator’s change. Perfect accuracy
assures us that there are no other external causal variables influencing the
samples in our dataset. Assume by contradiction such a variable ¢, other
than the model variables. Hence there is a behavior function g and an as-
signment of values such that g(cy, v, ...v,) # g(c2,v1, ...v,) Where vy, ...v, are
the values of the model variables. However, since we have perfect prediction
given the model variables, it should be that g(ci, vy, ...v,) = m(vy,...v,) =
g(co, vy, ...v,) — a contradiction. Hence such a variable cannot exist. Per-
fect accuracy is rare, and mostly indicates a problem in the analysis and not
capturing all causal variables. However, the accuracy bounds the influence
of such external variables.

As for minimality, consider decision trees [77] as models. For each leaf,
variables that do not appear in the path to this leaf do not influence the
prediction. On the other hand, each variable along the path is necessary,
and a change in its value will change the prediction. In this sense, the
model is minimal and every variable along the path is required. All the
variables that we use here are mutable (can change, in contrast for example
to the project creation year). With both perfect accuracy and minimality,
the r iable
will -

| Recognition increase |

Yes No

\ |
! '

Challenge increase | Motivation increase
Yes No Prob. 0% ( 0 out of 15)
| |
|
| |
Motivation increase Motivation increase
Prob. 20% (2 out of 10) Prob. 41% (7 out of 17)

Figure 7: A decision tree predicting motivation improvement
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When aiming for high accuracy, we built models based on AdaBoost [79)
and Neural Networks [75] which reached accuracy of 94%. Aiming for either
precision or recall, 100% were reached. The size of these models is high and
far from minimality, which is the price for achieving the high accuracy. Alter-
natively, we found a small model, presented in Figure [7, whose “recognition
increase and challenge decrease” leaf reaches 78% recall with 41% precision.
Note, however, that the dataset is a very small dataset with a high VC dimen-
sion [80), B1] (due to having many questions and wide scale), and therefore
the threat of noise is very high. Also, the dataset probably does not fully
represent motivation complexity. A larger dataset will probably better rep-
resent human motivation behavior but will require a larger model and have
lower performance.

6. Implications

Many people are interested in improving motivation. They include man-
agers, colleagues, open-source project owners, and people interested in in-
creasing their own motivation. Table [I] shows that the community motivator
has the highest precision of just 67% . This indicates that none of the mo-
tivators alone is enough to predict high motivation. However, in Section [5.5
we show that a model using all motivators achieves a precision of 81%. This
indicates the additional predictive power provided by a broader perspective.
To increase the motivation of a specific person, one should get familiar with
and understand the motivators that the specific person values.

Recognition seems to be a powerful motivator, whose improvement pre-
dicts motivation improvement. The single question “In the past year, mem-
bers of my GitHub community expressed interest in my contributions.” has
20% precision lift and even 48% precision lift of motivation improvement.
Unfortunately, the recall of the question is only 67%, meaning that a third of
the developers report that none of their colleagues expressed interest in their
work in the last year. Recognition is a powerful universal motivator that is
likely to work for many populations in many contexts. This lack of interest
and recognition can be easily filled and will probably lead to a beneficial
impact.

An implication for motivation researchers is to demonstrate the complex-
ity of motivation, due to the need to use more than a single motivator to
predict it. Our ability to predict the improvement of motivation with an ac-
curacy of 94% indicates that the influence of unconsidered factors is limited.
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Other implications are due to our methodological contributions, provid-
ing new tools for investigation in motivation and other domains. Any survey
will obtain answers that can be aggregated, correlated, and analyzed. No
matter how wrong the survey is, one will get some numbers. External evi-
dence provides a simple yet powerful way to validate the survey. We asked
the participants for their GitHub profiles, which enable matching their an-
swers with their activity. Amit and Feitelson used our data and this link
and showed that the self-report of high motivation predicts retention and
more diverse working hours [2I]. This provided external validation on 150
thousand developers, which is more than is feasible in any survey.

The extension of co-change analysis [57] into change modeling is an im-
portant step from predictive analysis to causality analysis. Co-change is
based on observational temporal data, which in many domains is available in
much higher volume than intervention data. It is useful in initial exploratory
analysis, identifying influential factors and the context in which they are rel-
evant. In Section [5.5], we showed how accuracy and minimality of the model
imply causality conclusions.

7. Threats to Validity

Usually, threats to construct validity are due to the measurement method.
In the case of motivation, and motivators, there is a problem since the concept
themselves are not well defined [42, 82] or over-defined, with 102 definitions
[83]. Therefore, it is hard to measure them or evaluate how well a measure-
ment method performs. We cope with this threat using several methods like
using questions from prior work, which were already considered to be useful.

The selection of motivators and questions has subjective aspects, and oth-
ers could be chosen. We based our selection on motivators with massive prior
work in motivation in general, in software development, and open-source. We
also compared our taxonomy to an automated objective taxonomy, derived
from the answers. We found that the taxonomy was, in retrospect, supported
by the data.

However, our strongest calming evidence for both construct and exter-
nal validity, comes from the use of our data to validate motivation labeling
functions [21]. Our data agrees with the labeling functions, which agree with
the retention of 151 thousands developers working on 18,958 real projects.
Hence, the answers agree with the retention of a large number of developers
in their natural real work.
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Investigating internal validity, some questions have systematic problems.
The job satisfaction questions were answered by many participants on their
day job. In self-assessment questions developers have a very high percep-
tion of themselves, not aligned with their actual performance. We therefore
avoided using these answers for motivation analysis.

In order to further reduce the influence of individual questions, we grouped
questions by motivators. While we still do the analysis at the question level
too (available in the supplementary materials), the aggregation reduces the
weight of a specific answer and makes the concepts more robust. However,
answers to different questions on the same concepts are only moderately
correlated (Section , so one can argue that our grouping is not correct.
Indeed, we grouped questions by subjective judgment of their contents, and
in principle a different taxonomy could be used. We compared our content
based grouping to the one inferred from correlation (Section . The match
is only partial hence our grouping is supported yet there are also different
justifiable groupings.

Surveys are answered by people. Answers of the same person change over
time and therefore analysis based on the original survey might not agree
with the same analysis on the follow-up survey. Concerning the concept of
hostility, different people provided widely different answers about the same
project (Section . In this case this does not represent a data-quality
problem, since the answers actually represent different experiences, and the
difference itself is an important result.

We measured the relations between motivators and motivation in multiple
ways: correlation, predictive performance, and co-change. A similar result
in all methods (e.g., community increases motivation by 20%) would have
been very reliable. However, there are many quantitative and even several
qualitative differences in the results. For example, Table [1| shows that all
motivators have positive precision lift in high motivation prediction, hence
knowing of a positive motivator increases the probability of high motivation.
On the other hand, in the follow-up analysis presented in Table[2] three of the
eleven motivators have negative precision lift, hence knowing of their increase
from the original survey indicates higher probability of motivation reduction.
While negative lift is expected for hostility, the results for challenge and
ideology disagree with the high motivation prediction.

Reliability was evaluated over time, using the follow-up survey, and with
respect to other questions. We also investigated the validity of questions
using simple mistakes, biases, and comparison to actual behavior.
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Throughout this research we obtained many results. While our number
of participants is very high for a survey, we analyzed the answers in many
ways. In some scenarios (e.g., developers in the same project, developers
answering the follow-up), the numbers are quite small. Statistical learning
theory [80] 8] tells us that in such cases several of the empirical results will
probably be different from the actual ones. This is an inherited threat from
the dataset size and analysis type, which should be resolved by replication
studies obtaining more data and supporting the results in different analyses.

Our survey population came from two sources - GitHub developers ac-
cessed by email and developers accessed using social media. We used ma-
chine learning to see how different these populations are and could not find
a model differing them better than the positive rate. This means that there
is no obvious big difference between the populations. Similarity between
the participants group and the desired population increases the probability
of generalization. We provide demographics analysis and a comparison to
the Stack Overflow survey (Section . Though our participants resemble
the Stack Overflow survey participants (while being somewhat more profes-
sional), it is not clear what the general developers group is (details in the
supplementary materials).

8. Discussion and Conclusions

We conducted a large survey of software developers regarding motiva-
tion. We grouped the questions by motivators and analyzed their relation to
motivation.

Our supervised-learning-based analysis of motivators ranged from using
each motivator as a classifier for motivation, through using motivator im-
provement as a classifier for motivation improvement, to constructing models
that use the combined power of multiple motivators for improved prediction.
We confirmed that previously suggested motivators do indeed contribute to
motivation. At the same time, the influence of each individual motivator is
limited, as also noted in prior work [24], 23].

Apparently, the motivation of different developers, working in different
contexts, may be influenced by different motivators. No single motivator
by itself is sufficient for inducing high motivation. At the same time, none
of the motivators is strictly necessary. An analysis of the relations between
them indicated that motivators tend to have low correlation. This indicates
that one should not look at motivators from the prism of which is the “most
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important” one; a better description is that each one of them captures a
different aspect of motivation [42], and multiple aspects should be satisfied
in order to have high motivation.

It is also interesting to notice the relative position of payment. Trying to
predict high motivation based on a single motivator, payment has precision
lift of 10%, the lowest value of all positive motivators, and the only negative
lift on the follow-up survey. Since payment is the common way to promote
motivation in businesses, it is important to note that other motivators might
lead to a larger effect.

Different people in the same project disagree on hostility, implying that it
is not noticed by others. Hence, not noticing hostility is not enough to assure
lack of hostility in a project, and therefore actively looking for it might be
needed.

Our survey also provided another motivation to investigate motivation.
73% of the participants answered that motivation has more influence on
their productivity (answers higher than neutral), and only 9% answered that
their skill is more influential. This agrees with prior work on the benefit of
motivation for productivity [84].

Participants who reported an improvement in the interest expressed in
them had a large tendency for improvement in motivation. Recognition,
and specifically expressing interest, is free, applicable in all situations, and
influential. Considerate behavior and looking for practical benefits coincide
here. Be kind and give recognition, it is likely to pay off.

Data Availability

All experimental materials (except for identifying data such as emails and
GitHub profiles) is available at [47].
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