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## 1. INTRODUCTION

Branching programs for the computation of Boolean functions were first studied in the Master's thesis of Masek. ${ }^{7}$ In a rather straightforward manner they generalize the concept of a decision tree to a decision graph. Formally, they can be defined as acyclic labelled diagraphs with the following properties.
(i) There is exactly one source.
(ii) Every node has outdegree at most 2.
(iii) For every node $v$ with outdegree 2 , one of the edges leaving $v$ is labelled by a Boolean variable $\mathrm{x}_{\mathrm{i}}$ and the other edge is labelled by its complement $\overline{\bar{x}}_{\mathrm{i}}$.
(iv) Every sink is labelled by 0 or 1 .

Let $P$ be a branching program with edges labelled by the Boolean variables, $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}$ and their complements. Given an input $a=\left(a_{1}, \ldots, a_{n}\right) \in\{0,1\}^{n}$, program $P$ computes a function value $\mathrm{f}_{\mathrm{p}}(\mathrm{a})$ in the following way. The computation starts at the source. If the computation has reached a node $v$ and if only one edge leaves $v$, then the computation proceeds via that edge. If 2 edges, with labels $x_{i}$ and $\bar{x}_{i}$, leave $v$, then the computation proceeds via the edge labelled $x_{i}$ if $a_{i}=1$, and via the edge labelled $\bar{x}_{i}$ otherwise. Once the computation reaches a sink, the computation ends and $f_{p}(a)$ is defined to be the label of that sink.

The nodes of $\mathbf{P}$ play the role of states or configurations. In particular, sinks play the role of final states or stopping configurations. We call sinks accepting if they are labelled 1 and rejecting otherwise.

The length of program $P$ is the length of the longest path in P. Following Cobham, ${ }^{2}$ capacity of the program is defined to be the logarithm to the base 2 of the number of nodes in $P$. Length and capacity are lower bounds on time and space requirements for any reasonable model of sequential computation. Clearly, any $n$-variable Boolean function can be computed by a branching program of length n if the capacity is not constrained (e.g., consider a complete binary tree with $2^{\mathrm{n}}$ leaves, one for each input).

[^0]Since space lower bounds in excess of $\log \mathrm{n}$ remain a fundamental challenge, we consider restricted branching programs in the hope of gaining insight into this problem and the closely related problem of time-space trade-offs.

We call a diagraph levelled if its nodes can be partitioned into levels $\mathrm{L}_{0}, \mathrm{~L}_{1} \ldots$ such that, for all i , an edge leaving a node in level $L_{i}$ ends at a node in level $L_{i+1}$. The width of such a graph is the maximum number of nodes at any level. Every branching program can easily be transformed into a levelled program that computes the same function, has the same length, and has at most twice the capacity of the original program. ${ }^{1}$ Therefore, if we are interested in asymptotic bounds on length and capacity, then, without loss of generality, we can assume branching programs to be levelled. In this way, the level of a node represents the time needed to reach the node starting from the source.

For any node $\mathbf{v}$ in a branching program $P$, let $I_{p}(v)$ be the set of inputs a such that the computation of $P$ given a reaches $\mathbf{v}$. If $\mathbf{P}$ is levelled, then, for each $i$, the system of sets $\left\{I_{p}(v): v \in L_{i}\right\}$ is a partition of the input that mirrors the knowledge (or lack of knowledge) about the input at the level $\mathrm{L}_{\mathrm{i}}$.

The notation \#S is used to denote the cardinality of the set $S$. For $a \in\{0,1\}^{n}$, let $S(a) \subseteq\{1, \ldots, n\}$ be the set of indices i such that $a_{i}=1$. The weight $w(a)$ of $a$ is $\# S(a)$. The n -ary functions $\mathrm{E}_{\mathrm{h}, \mathrm{k}}^{\mathrm{n}}$ are defined by

$$
E_{h, k}^{n}(a)=1 \text { iff } h \leq w(a) \leq k .
$$

We write $E_{k}^{n}$ for $E_{k, k}^{n}$ and drop the superscript $n$ if the number of arguments is clear from the context. $\mathbf{E}_{\lceil n / 2\rceil, n}^{n}$ is called the majority function and $\mathrm{E}_{\lceil\mathrm{n} / 2\rceil}$ is called the exactly-half function. Masek ${ }^{7}$ made two observations concerning the latter function.
(i) If the computation only looks at each input variable once, then, for $i \leq n / 2$, level $L_{i}$ must contain $i+1$ nodes. Hence, a branching program of minimum length, $n$, must have capacity at least $2 \log _{2} n+a$ constant. This lower bound can be achieved by a branching program which counts the number of input variables that have value 1 .
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(ii) By modular counting, the capacity requirement could be reduced at the expense of increased time.

In fact, both the exactly-half function and the majority function posses algorithms which simultaneously achieve capacity $0(\log n)$ and length $0(n)$. However, if we severely restrict the width of the programs, we begin to observe some potentially strange behavior. This we hope gives insight into how computations become confused (and hence prolonged) if we do not allow enough states.

Independently, Furst, Saxe and Sipser ${ }^{6}$ were led to the study of such programs in trying to establish the relativized NP-hierarchy. It is observed that Boolean ( $\wedge, \vee, \neg$ )-circuits with unbounded fan-in of depth $d$ and size $s$ can be simulated by branching programs of width $\mathrm{d}+1$ and length $s^{\mathrm{d}}$. Furst, Saxe and Sipser establish a very nontrivial lower bound: constant depth circuits computing a parity function of $n$ variables must be of size nonpolynomial in $n$. A parity function is a function of the form $x_{1} \oplus \ldots \oplus x_{n}$ or $\neg\left(\mathrm{x}_{1} \oplus \ldots \oplus \mathrm{x}_{\mathrm{n}}\right)$ where $\mathrm{n} \geq 1$ and $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}$ are distinct Boolean variables. A Boolean function is a parity function if and only if it changes value when one of its arguments changes value. Similar lower bounds are established for other functions (including the majority function) based on suitable reductions of parity function to these functions.

Clearly a parity function can be computed by branching programs of width 2 and length n . But what about the majority function? It has recently been shown by Chandra, Furst and Lipton ${ }^{3}$ that the majority function cannot be computed in bounded width and linear length. We would like to show that this function or the closely related exactly-half function cannot be computed in bounded width and polynomial length. In fact, we conjecture that, in these cases, bounded width implies exponential length. Thus far we have only been able to establish much weaker results, dealing with programs of width 2 . Even so, we found that width 2 branching programs offer some surprises and challenges. This is unlike the situation for depth 2 circuits which are characterized by disjunctive normal form (DNF) and conjunctive normal form (CNF).

The formula size of a Boolean function is the minimum number of occurrences of literals in any Boolean formula (over the basis of all binary operations) which describes the function. Although most Boolean functions of n variables have formula size $\Omega\left(2^{\mathrm{n}} / \log \mathrm{n}\right)$, the best lower bound for specific examples is $\Omega\left(\mathrm{n}^{2} / \log \mathrm{n}\right)$ due to Neciporuk. ${ }^{8}$ Fischer, Meyer and Paterson ${ }^{5}$ have shown that most symmetric Boolean functions, including $\mathrm{E}_{\mathrm{k}, \mathrm{n}}$ for $\mathbf{k}$, $n-k=\Omega(n / \log n)$ ) have formula size $\Omega(n \log n)$.

We will show that lower bounds for formula size directly translate into lower bounds for the length of width 2 branching programs. Precisely because width 2 branching programs constitute a more restrictive model, there is hope that better lower bounds can be more easily achieved.

## 2. STRICT BRANCHING PROGRAMS OF WIDTH 2 AND THEIR CHARACTERIZATION

In order to understand branching programs of width 2 ( $W_{2}$-programs), it is useful to study even more restrictive
models of computation. Specifically, we must indicate whether or not we allow accepting or rejecting nodes during the computation.

We call a width 2 branching program monotone if it has exactly one rejecting node. A strict width 2 branching program has exactly one accepting node and exactly one rejecting node.

In monotone programs no intermediate rejecting nodes are allowed. In strict programs neither intermediate accepting nodes nor intermediate rejecting nodes are allowed. Any $W_{2}$-program with $t$ sinks can be decomposed into $\mathbf{t}-1$ strict $\mathbf{W}_{2}$-programs in an obvious way.

By considering DNF, it is clear that every Boolean function is computable by a monotone $\mathbf{W}_{2}$-program. The usual counting argument establishes the existence of functions whose branching programs have length exponential in $\mathbf{n}$ if the width is bounded by a polynomial in n. However, we are looking for lower bounds for effectively defined functions. (A sequence of n -ary Boolean functions $f_{n}, n=1,2, \ldots$ is effectively defined if $\mathrm{U}_{\mathrm{n}} \mathrm{f}_{\mathrm{n}}^{-1}(1) \in \mathrm{NP}$.)

It is not a priori clear, whether strict $\mathbf{W}_{2}$-programs are powerful enough to compute every Boolean function. Let $\mathbf{S W}_{2}$ denote the class of functions computable by strict $\mathbf{W}_{2}$-programs. In this section we give a characterization of $\mathrm{SW}_{2}$ and use it to show that some simple functions are not in $\mathrm{SW}_{2}$. For instance $\mathrm{E}_{1}^{4}$ is not in $\mathrm{SW}_{2}$. It is somewhat surprising that $E_{1}^{3}$ and $E_{2}^{4}$ are in $\mathrm{SW}_{2}$. The lower bounds which we derive later are based on the results and techniques developed here. Our characterization reveals some of the subtleties and the power of strict $\mathrm{W}_{2}$-programs. It is not surprising that parity should play a prominent role here. We will occasionally abuse notation and identify Boolean formulas and the Boolean functions defined by the formulas.

Theorem 1. $\mathrm{SW}_{2}$ is the smallest class $\mathscr{\&}$ of Boolean functions containing the constant functions 0 and 1 , and the projections $\mathrm{g}_{\mathrm{i}}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}\right)=\mathrm{x}_{\mathrm{i}}$, for all i and n , and which has the following closure properties: if $f \in \mathscr{B}$ and $a, b$ are literals then

R1) $f \oplus a \in \mathscr{C}$
R2) $f \wedge a \in \mathscr{E}$

R3) $f \wedge(a \oplus b) \in \mathscr{C}$

Proof: The constant functions and projections are obviously in $\mathrm{SW}_{2}$. Let f be computed by a strict $\mathrm{W}_{2}$-program P with accepting node u and rejecting node v . In order to compute $f \oplus a, f \wedge a$, and $f \wedge(a \oplus b)$ extend $P$ by the program segments shown in Figures 1(i), 1(ii), and 1(iii), respectively. Thus $\mathrm{SW}_{2}$ has the desired closure properties.

It remains to show $\mathrm{SW}_{2} \subseteq \mathbb{\&}$. Clearly $\mathscr{C}$ contains all functions that can be computed by a strict $\mathrm{W}_{2}$-program of length 1. Now suppose $\mathscr{C}$ contains all functions that can be computed by a strict $\mathrm{W}_{2}$-program of length n . Consider any function $g$ computed by a strict $W_{2}$-program $P$ of length
$n+1$. The last two levels (i.e., levels $n$ and $n+1$ ) of $P$ are illustrated in Figure 2, with a and b denoting (not necessarily distinct) literals or constants.

For convenience, we also allow the edges leaving a node of outdegree 2 to have the labels 0 and 1 . The intended interpretation is that the node has outdegree 1 , the edge labelled 0 is absent, and the edge labelled 1 is present (and unlabelled).

Let f be the function computed by the program obtained from $P$ by deleting level $n+1$, making $u$ accepting and $v$ rejecting. Then $g=[f \wedge(a \oplus b)] \oplus \bar{b}$.

The proof of Theorem 1 gives a constructive procedure for obtaining a formula for the Boolean function computed by a strict $W_{2}$-program, given the program. This enables us to relate the two complexity measures, formula size and program length.

Theorem 2: Any Boolean function that can be computed by a $W_{2}$-program of length $L$ has formula size at most $3 L$.

Proof: Any $W_{2}$-program $P$ can be uniquely decomposed into strict $W_{2}$-programs $Q_{1}, \ldots, Q_{t}$. The proof proceeds by induction on $t$.

If $t=1$ then $P$ is strict and the result is given directly from the second part of the proof of Theorem 1. Now suppose $t>1$.

Let $v$ be the sink of $Q_{1}$ which is also a sink of $P$ and let $u$ be the other node of $P$ at the same level. Consider the $W_{2}$-program $P^{\prime}$ obtained from $P$ by deleting the nodes, except for $u$, and edges belonging to $Q_{1}$. Let $f^{\prime}$ be the function computed by $P^{\prime}$. Also let $f_{1}$ be the function computed by $\mathrm{Q}_{1}$.

If $v_{1}$ is labelled by 0 , let $f=f_{1} \wedge f^{\prime}$ and if $v_{1}$ is labelled by 1 , let $f=f_{1} \vee f^{\prime}$. Clearly, $f$ is the function computed by P. By the induction hypothesis, $f_{1}$ and $f^{\prime}$ have formula size at most three times the length of $Q_{1}$ and $P^{\prime}$, respectively. Therefore the formula size of $f$ is at most three times the length of $P$.

Theorem 1, the fact that $\bar{f}=f \oplus \mathbf{a} \oplus \overline{\mathbf{a}}$, and deMorgan's laws enable us to find more closure properties of $\mathrm{SW}_{2}$. Specifically, if $f \in S W_{2}$ and $a, b$ are literals, then $\bar{f}, f \vee a$, and $f \vee(a \oplus b)$ are in $S W_{2}$.

Notice that

$$
\begin{aligned}
& E_{1}^{3}\left(x_{1}, x_{2}, x_{3}\right)= {\left[\left(x_{1} \wedge x_{3}\right) \vee\left(x_{1} \oplus x_{2}\right)\right] \oplus x_{3} } \\
& E_{0,1}^{3}\left(x_{1}, x_{2}, x_{3}\right)= {\left[\left(x_{1} \oplus x_{3}\right) \vee\left(x_{1} \oplus x_{2}\right)\right] \oplus x_{3} } \\
& E_{2}^{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)= {\left[\left[\left(\left(x_{1} \oplus x_{3}\right) \wedge\left(x_{1} \oplus x_{4}\right)\right) \oplus x_{3} \oplus x_{4}\right]\right.} \\
&\left.\wedge\left(x_{1} \oplus \bar{x}_{2}\right)\right] \oplus x_{1} \oplus x_{3} \\
& E_{0}^{n}\left(x_{1}, \ldots, x_{n}\right)= \bar{x}_{1} \wedge \bar{x}_{2} \wedge \ldots \wedge \bar{x}_{n}
\end{aligned}
$$

$$
\begin{aligned}
& E_{n}^{n}\left(x_{1}, \ldots, x_{n}\right)=x_{1} \wedge x_{2} \wedge \ldots \wedge x_{n} \text { and } \\
& E_{1, n-1}^{n}\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1} \oplus x_{2}\right) \vee\left(x_{1} \oplus x_{3}\right) \vee \ldots \vee\left(x_{1} \oplus x_{n}\right.
\end{aligned}
$$

Thus all these functions are in $\mathrm{SW}_{2}$.
Now consider any function $g \in S W_{2}$. The Theorem 1 , g is either a constant function or a projection or can be obtained from one of these by repeated applications of rules R1 through R3. Notice that if only rule R1 is applied, then the resulting functions are constant or parity functions. Recall that a parity function has the form $\mathrm{X}_{\mathrm{i}_{1}} \oplus \ldots \oplus \mathrm{X}_{\mathrm{i}_{4}}$ where $\mathbf{x}_{i_{1}}, \ldots, \mathbf{x}_{\mathbf{i}_{t}}$ are Boolean literals.

Therefore, if $g$ is not a constant or parity function, then either

$$
\begin{aligned}
& g=(f \wedge a) \oplus \stackrel{m}{\oplus} \stackrel{m}{\oplus} c_{i} \text { or } \\
& g=(f \wedge(a \oplus b)) \oplus \underset{i=1}{m} c_{i}
\end{aligned}
$$

where $m \geq 0, f \in S W_{2}$, and $a, b$ and $c_{i}$, for $1 \leq i \leq m$, are literals.
In the first case, substituting 0 for a turns $g$ into a constant or parity function, namely $\underset{i=1}{\oplus} c_{i}$, while in the $i=1$
second case, identifying $a$ and $b$ turns $g$ into a constant or parity function. This observation yields the following result.

Lemma 3: Let $\mathrm{g} \epsilon \mathrm{SW}_{2}$. Then one of the following conditions holds:
(i) g is a constant or parity function.
(ii) There is a literal a such that substituting 0 for a turns $g$ into a constant or parity function.
(iii) There are two literals a and b such that identifying a and b turns g into a constant parity function.

We are also able to show that all functions of $\mathrm{SW}_{2}$ can be computed by short strict $\mathrm{W}_{2}$-programs.

Lemma 4. If $\mathrm{g} \in \mathrm{SW}_{2}$ is a Boolean function of n variables, then there is a strict $W_{2}$-program of length $O\left(n^{2}\right)$ that computes g.

Proof: By induction on n .
All Boolean functions of 1 variable can be computed by strict $\mathrm{W}_{2}$-programs of length 1 . If $g$ is a constant or parity function, then g can be computed by a strict $\mathrm{W}_{2}$-program of length 0 or n , respectively. Therefore we may assume that $n \geq 2$ and either

$$
\begin{aligned}
& g=(f \wedge a) \oplus \underset{i=1}{m} c_{i} \text { or } \\
& g=(f \wedge(a \oplus b)) \oplus \underset{i=1}{m} c_{i}
\end{aligned}
$$

where $m \geq 0, f \in S W_{2}$, and $a, b$ and $c_{i}$, for $1 \leq i \leq m$, are literals.
Consider the function $\underset{i=1}{\underset{~}{\oplus}} c_{i}$. If it is the constant 0 function (which is the case when $m=0$ ), then
$g=f \wedge a$ or $g=f \wedge(a \oplus b)$. When $\underset{i=1}{m} c_{i}$ is the constant 1
function, a program to compute $g$ can be obtained from a program to compute $f \wedge a$ or $f \wedge(a \oplus b)$ by interchanging the labels of the two sinks. Now suppose $\underset{i=1}{\oplus} c_{i}$ is not constant. $i=1$
Since $\mathbf{c} \oplus \mathbf{c}=0$ and $\mathbf{c} \oplus \overline{\mathbf{c}}=1$, it is unnecessary to have $c_{i}=c_{j}$ or $c_{i}=\bar{c}_{j}$ for $1 \leq i \neq j \leq m$. In particular, this implies $\mathrm{m} \leq \mathrm{n}$. Therefore the length of the shortest strict $\mathrm{W}_{2}$-program that computes g exceeds the length of the shortest strict $\mathrm{W}_{2}$-program that computes f by at most $\mathrm{n}+2$.

Finally, we may assume, without loss of generality that neither a nor $\bar{a}$ appear in $f$. Otherwise, in the first case, by replacing all occurrences of a and $\bar{a}$ by 1 and 0 , respectively, we could obtain a new function $f^{\prime}$ containing neither a nor $\bar{a}$ such that $f^{\prime} \wedge a=f \wedge a$. Similarly, in the second case, all occurrences of a and $\bar{a}$ can be replaced by $\bar{b}$ and $\mathbf{b}$, respectively.

Since f contains at most $\mathrm{n}-1$ variables, it follows that there is a strict $W_{2}$-program of length $O\left(n^{2}\right)$ that computes g.

Lemma 3 is useful for showing that certain functions are not in $\mathrm{SW}_{2}$. Consider the following example. The function $E_{1}^{4}$ is not a constant or parity function. Let $f=E_{1}^{4} I_{x_{1}=0}$. Since $f(0,0,1)=1$ and $f(0,1,1)=0, f$ is not constant. Also, notice that $f(1,1,1)=0$ and, hence, $f$ is not a parity function. Similarly, let $g=\left.E_{1}^{4}\right|_{\mathrm{x}_{1}=1}$. Then $\mathrm{g}(0,0,0)=1$ and $\mathrm{g}(0,0,1)=\mathrm{g}(0,1,1)=0$. If $\mathrm{h}\left(\mathrm{x}_{1}, \mathrm{x}_{3}, \mathrm{x}_{4}\right)=$ $\left.\mathrm{E}_{1}^{4}\right|_{\mathrm{x}_{1}=\mathrm{x}_{2}}$, then $\mathrm{h}(0,0,0)=\mathrm{h}(1,0,0)=0$ and $\mathrm{h}(0,1,0)=1$. Finally, let $k\left(x_{1}, x_{3}, x_{4}\right)=\left.E_{1}^{4}\right|_{x_{1}=\bar{x}}$. Then $k(1,0,0)=1$ and $k(1,1,0)=k(1,1,1)=0$. Thus $g, h$ and $k$ are all neither constant nor parity functions. Since $\mathrm{E}_{1}^{4}$ is a symmetric function, it follows from Lemma 3 that $E_{1}^{4} \& S W_{2}$.

Together with similar arguments one can show that $\mathrm{E}_{\mathrm{h}, \mathrm{k}}^{\mathrm{n}} \in \mathrm{SW}_{2}$ if and only if one of the following conditions is true.
(i) $\mathrm{n} \leq 3$
(ii) $\mathrm{n}=4$ and $\mathrm{h}=\mathrm{k}=2$
(iii) $\mathrm{h}=\mathrm{k}=0$
(iv) $\mathrm{h}=\mathrm{k}=\mathrm{n}$
(v) $\mathrm{h} \leq 1$ and $\mathrm{k} \geq \mathrm{n}-1$.

Our next result shows that, in a geometric sense, the functions computed by strict $W_{2}$-programs are not too complicated. We have to introduce some notation.

A cube is a subset of $\{0,1\}^{\mathrm{n}}$ of the form

$$
\left\{x \mid x_{i_{1}}=a_{1}, \ldots, x_{i_{r}}=a_{r}\right\} \quad a_{1}, \ldots, a_{r} \in\{0,1\}
$$

where $0 \leq r \leq n$. The dimension of the cube is defined to be $\mathrm{n}-\mathrm{r}$. A striped cube is a subset of $\{0,1\}^{\mathrm{n}}$ of the form $\left\{x \mid x_{i_{1}}=a_{1}, \ldots, x_{i_{r}} \doteq a_{r}\right.$ and $\left.x_{j_{1}} \oplus \ldots \oplus x_{j_{t}}=b\right\}$ where $0 \leq r, t \leq n$ and $a_{1}, \ldots, a_{r}, b \varepsilon\{0,1\}$. As above, $n-r$ is called the dimension of the striped cube. Let $\mathrm{Z}_{\mathrm{n}}$ be the smallest number such that, for all $n$-ary functions $f \in S W_{2}$, the set of accepted inputs $f^{-1}(1)$, can be represented as a disjoint union of $\mathrm{Z}_{\mathrm{n}}$ striped cubes.

Lemma 5: $Z_{n} \leq 4 \times 2^{n / 2}-2$.

Proof: By induction on $n$. The theorem is clearly true for $\mathrm{n}=1$. Consider any n -ary Boolean function $\mathrm{f} \epsilon \mathrm{SW}_{2}$ and let Z be the smallest number such that $\mathrm{f}^{-1}(1)$ can be represented as a disjoint union of $\mathbf{Z}$ striped cubes. One of the cases of Lemma 3 applies.

If f is a constant or parity function, then $\mathrm{Z} \leq 1$.
If there is a literal a such that substituting 1 for a turns $f$ into a constant or parity function $f_{1}$, then $f=\left(a \wedge f_{1}\right) \vee\left(a \wedge f_{2}\right)$ where $f_{2}$ is a function of $n-1$ variables. In this case $\mathrm{Z} \leq 1+\mathrm{Z}_{\mathrm{n}-1}$.

Finally suppose there are two literals, $a$ and $b$ which, when identified, turn $f$ into a constant or parity function. Then $f=\left(a \wedge b \wedge f_{1}\right) \vee\left(\bar{a} \wedge \bar{b} \wedge f_{2}\right) \vee\left(a \wedge \bar{b} \wedge f_{3}\right) \vee\left(\bar{a} \wedge b \wedge f_{4}\right)$ where $f_{1}$ and $f_{2}$ are constant or parity functions and $f_{3}$ and $f_{4}$ depend on at most $n-2$ variables. In this case $\mathrm{Z} \leq 2+2 \mathrm{Z}_{\mathrm{n}-2}$

Since $f$ was arbitrary, we have
$Z_{n} \leq \max \left\{1,1+Z_{n-1}, 2+2 Z_{n-2}\right\}$.
Now consider the Boolean function

$$
f\left(x_{1}, \ldots x_{n}\right)=\left(x_{1} \oplus x_{2}\right) \wedge\left(x_{3} \oplus x_{4}\right) \wedge \ldots \wedge\left(x_{n-1} \oplus x_{n}\right) .
$$

From Theorem 1 it is easy to see that $f \in \mathrm{SW}_{2}$. Each accepted input contains exactly $n / 2$ variables with value 1 . Therefore if $S \subseteq f^{-1}(1)$ is a striped cube, then $\# S \leq 2$. In particular, this implies that $Z_{n} \geq 2^{n / 2-1}$.

## 3. LOWER BOUNDS FOR MONOTONE $W_{2}$-PROGRAMS

Lemma 5 can be used to obtain lower bounds on the length of $W_{2}$-programs and monotone $W_{2}$-programs.

Let $\mathscr{S}$ be a system of subsets of $\{0,1\}^{\mathrm{n}}$. For example, $\mathscr{P}$ might be the system of cubes or the system of striped cubes. An $\mathscr{P}$-program is a sequence

$$
\left(S_{1}, a_{1}\right)\left(S_{2}, a_{2}\right), \ldots,\left(S_{m}, a_{m}\right)
$$

where $S_{i} \epsilon \mathscr{P}$ and $a_{i} \in\{0,1\}$ for all $i$. The length of the program is m . This program computes an n -ary function f in the following way: Let $b \in\{0,1\}^{n}$. If $b \notin \cup S_{i}$ then $f(b)=0$. If $b \in S_{i} \backslash \bigcup_{j \leq i} S_{j}$, then $f(b)=a_{i}$. For any Booleàn function $f$, the $\mathscr{F}$-complexity $\mathrm{C}_{\mathscr{S}}(\mathrm{f})$ of f is defined to be the length of the shortest $\mathscr{\mathscr { S }}$-program that computes f .

By Lemma 8, for any function g computable by a strict $\mathrm{W}_{2}$-program, $\mathrm{g}^{-1}$ (1) can be represented as a disjoint union of at most $4 \times 2^{n / 2}-2$ striped cubes. Therefore, if $\mathscr{D}$ is the system of all striped cubes, then $\mathrm{C}_{\mathscr{S}}(\mathrm{f}) /\left(4 \times 2^{\mathrm{n} / 2}-2\right)$ is a lower bound for the number of strict $W_{2}$-programs comprising any $\mathrm{W}_{2}$-program that computes f and, hence, the length of any $W_{2}$-program that computes $f$.

If $\mathscr{P}$ is the system of all cubes, then $2(3 / 2)^{n-1} \leq C_{\mathscr{P}}\left(\mathrm{x}_{1} \oplus \cdots \oplus \mathrm{x}_{\mathrm{n}}\right) \leq 5^{\mathrm{n} / 3}$ [0].

We call an $\mathscr{P}$-program ( $\mathrm{S}_{1}, \mathrm{a}_{1}$ ),,$\left(\mathrm{S}_{\mathrm{m}}, \mathrm{a}_{\mathrm{m}}\right)$ monotone if $a_{i}=1$ for all $i$. For any Boolean function $f$, the monotone $\mathscr{\mathscr { P }}$-complexity $\mathbf{M C}_{\mathscr{P}}(\mathbf{f})$ is defined as the length of the
shortest monotone $\mathscr{\mathscr { S }}$-program that computes f. By Lemma $5, \mathrm{MC} \mathscr{S}(\mathrm{f}) /\left(4 \times 2^{\mathrm{n} / 2}-2\right)$ is a lower bound for the length of any monotone $W_{2}$-program that computes $f$.

Theorem 6: Every monotone $\mathbf{W}_{2}$-program that computes $\bar{E}_{k, n}^{n}$ has length at least $\binom{n}{k} /\left(\left(4 \times 2^{n / 2}-2\right) n\right)$.

Proof: Let $S=\left\{x \mid x_{i_{1}}=a_{1}, \cdots, x_{i_{r}}=a_{r}\right.$, and $x_{j_{1}} \oplus \cdots \oplus$ $\left.\overline{x_{j_{1}}}=b\right\}$ be any striped cube occurring in a monotone $\mathscr{S}_{\mathfrak{F}}$-program for $\mathrm{E}_{\mathbf{k}, \mathrm{n}}^{\mathrm{n}}$. It is easily seen that at least $\mathrm{k}-1$ of the $\mathrm{a}_{\mathrm{i}}$ 's are 1. Otherwise the $\mathscr{T}$-program would accept an input in which fewer than $k$ variables have value 1 . Hence the number of inputs $x$, such that $\mathbf{x} \in S$ and $w(x)=k$ is at most $n-r \leq n$. Thus $M C_{\mathscr{G}}\left(E_{k, n}^{n}\right) \geq\binom{ n}{k} / n$.

Let $\mathscr{D}=\left\{\mathrm{S}_{1}, \ldots, \mathrm{~S}_{\mathrm{m}}\right\}$ be a system of sets. $\mathscr{D}$ is called a $\Delta$-system if $\mathrm{S}_{\mathrm{i}} \cap \mathrm{S}_{\mathrm{i}}=\mathrm{n}_{\mathrm{h}=1} \mathrm{~S}_{\mathrm{h}}$ for all $\mathrm{i} \neq \mathrm{j}$. Stated alternatively, any element in $\bigcup_{h=1} S_{h}$ is either contained in every set or is contained in exactly one set.

Erdös and Rado ${ }^{3}$ showed that for all natural numbers p and k ; if $\mathbb{\&}$ is a system of more than $\mathrm{F}(\mathrm{k}, \mathrm{p})=\mathrm{k}+\mathrm{k}^{\mathrm{k}}(\mathrm{p}-1)^{\mathrm{k}+1}$ sets each of cardinality at most k , then $\&$ contains a subsystem of $p$ sets which is a $\Delta$-system. We will use this fact in order to derive lower bounds for the length of monotone $W_{2}$-programs that compute the functions $\mathrm{E}_{\mathbf{k}}^{\mathrm{n}}$.

Theorem 7: Let $P$ be a monotone $W_{2}$-program that computes $E_{k}^{n}$. Then length of $P$ is at least $n\binom{n}{k} / F(k, 4)$.

Proof: Suppose that the input $a \in\{0,1\}^{n}$ is accepted by $P$ at some accepting node v. Among the strict $\mathrm{W}_{2}$-programs comprising $\mathbf{P}$, let $\mathbf{Q}$ be the one which contains v . Recall that any $W_{2}$-program can be uniquely decomposed into strict $\mathrm{W}_{2}$-programs.

If the length of $Q$ is less than $n$, then some variable $x_{i}$ would, not be tested during the computation of $Q$ on input a. Let a be the input obtained from a by changing the value of its ith component. Then $a \in I_{Q}(v)$. Recall that $\mathrm{I}_{\mathrm{Q}}(\mathrm{v})$ is the set of inputs which cause, the computation of $Q$ to reach vertex $v$. Also note that $w\left(a^{\prime}\right) \neq k$ and, therefore $a$ is not accepted by $\mathbf{P}$. Since $\mathbf{P}$ is monotone, the computation of $\mathbf{P}$ on input a must reach the source of, $Q$. It will continue from there to v , thereby accepting $\mathrm{a}^{\prime}$. Hence the length of Q is at least $\mathbf{n}$.

Next we show that $\# I_{P}(v) \leq F(k, 4)$. Suppose, to the contrary, that $\# I_{P}(v)>F(k, 4)$. Let $\mathscr{E}=\left\{S(a) \mid a \in I_{p}(v)\right\}$. Then $\&$ contains a $\Delta_{4}$-system $\mathscr{D}=\left\{D_{1}, D_{2}, D_{3}, D_{4}\right\}$. Let $G=\cap_{i=1} D_{i}$ and $H=\bigcup_{i=1} D_{i}$.

A new strict $W_{2}$-program $Q^{\prime}$ can be obtained from $Q$ by the following modifcations. For all $\mathrm{j} \in \mathrm{G}$, delete all edges labelled $\bar{x}_{\mathrm{j}}$ and delete all occurrences of the label $\mathrm{x}_{\mathrm{j}}$. This corresponds to fixing the value of the variable $x_{j}$ to be 1 . For all $\mathrm{j} \nless \mathrm{H}$, delete all edges labelled $\mathrm{x}_{\mathrm{j}}$ and delete all occurrences of the label $\overline{\mathrm{x}}_{\mathrm{j}}$. This corresponds to fixing the value of the variable $x_{j}$ to be 0 . For $i=1,2,3,4$, choose a new variable $y_{i}$. Then, for each $j \notin D_{i} \backslash G$, replace the labels $\mathbf{x}_{j}$ and $\bar{x}_{j}$ by $y_{i}$ and $\bar{y}_{i}$, respectively.

- Let $b=\left(b_{1}, \ldots, b_{4}\right) \in\{0,1\}^{4}$. Then $f_{Q^{\prime}}(b)=f_{Q^{\prime}}(c)$ where $c_{j}=1$ if $j \in G, c_{j}=0$ if $j \ell H$, and $c_{j}=b_{i}$ if $j \in D_{i} \backslash G$. Notice that $w(c)=|G|+\sum_{i=1} b_{i}\left(\left|D_{i}\right|-|G|\right)$. Since
$\left|D_{1}\right|=\left|D_{2}\right|=\left|D_{3}\right|=\left|D_{4}\right|=k>|G|$, it follows that $w(c)=k$ if and only if $b_{i}=1$ for exactly one value of $i$. In this case $S(c)=D_{i} \in \mathcal{E}$. Thus $E_{1}^{4}(b)=1$ implies $c \in I_{P}(v)$. If $E_{1}^{4}(b)=0$, then $P$ does not accept $c$ and the computation of $\mathbf{P}$ on input $\mathbf{c}$ does not reach the accepting node $\mathbf{v}$.
However, since $P$ is monotone, the computation does reach the source of $Q$. It follows that $f_{Q^{\prime}}=E_{1}^{4}$. This contradicts the fact that $Q$ is a strict $W_{2}$-program.

Therefore $P$ must be comprised of at least $\binom{n}{k} / F(k, 4)$ strict $\mathrm{W}_{2}$-programs, each of length at least n .

A similar argument can be used to show that the length of any program which computes $\mathrm{E}_{\mathrm{h}, \mathrm{k}}^{\mathrm{n}}$ is at least $\binom{n}{k}(n-k+h) / F(k, 4)$ for $0 \leq h \leq k \leq n$.

## 4. A LOWER BOUND FOR $W_{2}$-PROGRAMS

Theorem 8: Every $W_{2}$-program $P$ that computes $E_{~}^{\text {f }} \mathrm{n} / 27, n$ has length $\Omega\left(\mathrm{n}^{2} / \log \mathrm{n}\right)$.

Proof: Decompose $\mathbf{P}$ into strict $W_{2}$-programs $\mathrm{Q}_{1}, \mathrm{Q}_{2}, \ldots$ such that, for all $\ell$, the nodes in $Q_{\ell}$ are closer to the source of $P$ than the nodes in $Q_{\ell+1}$. For $\ell=1,2, \ldots$ let $\mathbf{v}_{\ell}$ be a sink of $P$ which is also a sink of $Q_{i}$.

Consider the border region
$B=\{x \mid\lceil n / 2\rceil-2 \leq w(x) \leq\lceil n / 2\rceil+1\} \subset\{0,1\}^{n}$ and, for $\ell=1,2, \ldots$, let $\left.\tau_{\ell}=\sum_{d \leq \ell} \#\left(I_{p}\left(v_{d}\right) \cap B\right)\right)$. We want to find a recurrence relation for the numbers $\tau_{\rho}$.

By Lemma 5, $\mathrm{I}_{\mathrm{Q}}\left(\mathrm{v}_{\ell}\right)$ can be represented as a disjoint union of striped cubes $S_{i}, \ldots, S_{m}$ where $m \leq 4 \times 2^{n / 2}-2$. Consider any such striped cube

$$
\begin{aligned}
S & =\left\{x \mid x_{i_{1}}=a_{1}, \ldots, x_{i_{r}}\right. \\
& \left.=a_{r} \text { and } x_{j_{1}} \oplus \cdots \oplus x_{j_{t}}=b\right\} .
\end{aligned}
$$

We can assume that $\left\{i_{1}, \ldots, i_{r}\right\} \cap\left\{j_{i}, \ldots, j_{t}\right\}=\emptyset$ and $t \neq 1$. Let $\sigma_{d}(S)=\left(I_{P}\left(v_{d}\right) \cap B \cap S\right)$.

First suppose that $\mathbf{v}_{g}$ is an accepting node of $P$. When $\ell=1$, no inputs have yet been rejected. Therefore, at least $\left\lceil n / 2{ }_{\mathrm{m}}-1\right.$ of the $\mathrm{a}_{\mathrm{i}}$ 's are 1 and $\sigma_{1}(\mathrm{~S})=\#(\mathrm{~S} \cap \mathrm{~B}) \leq \mathrm{n}^{2}$. Hence $\tau_{1}=\sum_{h=1}^{m} \sigma_{1}\left(S_{h}\right) \leq n^{2}\left(4 \times 2^{n / 2}-2\right)$.

More generally, if at least $[\mathrm{n} / 2\rceil-2$ of the $\mathrm{a}_{\mathrm{i}}$ 's are 1 , we have $\sigma_{\ell}(S) \leq \#(S n B) \leq n^{3}$. Now consider the case when fewer than $\lceil n / 2\rceil-2$ of the $a_{i} ' s$ are 1 . Let $\mathbf{x} \in I_{P}\left(v_{l}\right) \cap B n S$.

Since $w(x)=\lceil n / 2\rceil$ or $\lceil n / 2\rceil+1$, there exist at least three indices $q \in\left\{\mathrm{i}_{1}, \ldots, \mathrm{i}_{\mathrm{r}}\right\}$ such that $\mathrm{x}_{\mathrm{q}}=1$. Among these indices, at least two, say $q_{1}$ and $q_{2}$, must both be elements of $\left\{\mathrm{j}_{\mathrm{i}}, \ldots, \mathrm{j}_{\mathrm{t}}\right\}$ or both be elements of the complement of this set. In either case, let $\mathbf{x}^{\prime}$ be obtained from $\mathbf{x}$ by changing both $x_{q_{1}}$ and $x_{q_{2}}$ to 0 . Then $x^{\prime} \in S$. However, $x \notin I_{p}\left(v_{\ell}\right)$ because $v_{\ell}$ is an accepting node and $\mathrm{w}\left(\mathbf{x}^{\prime}\right)=\lceil\mathrm{n} / 2\rceil-2$ or $\lceil\mathrm{n} / 2\rceil-1$. It follows that $\mathrm{x}^{\prime}$ was
rejected previously and thus $x^{\prime} \in \underset{d<l}{ }\left(I_{P}\left(v_{d}\right) \cap B \cap S\right)$. On the other hand every such $\mathbf{x}^{\prime}$ can be obtained in this way from at most $\binom{n}{2}$ vectors $x$. Therefore

$$
\sigma_{l}(\mathrm{~S}) \leq \max \left\{\mathrm{n}^{3},\binom{\mathrm{n}}{2} \neq \underset{\mathrm{d}<\ell}{ }\left(\mathrm{I}_{\mathrm{P}}\left(\mathrm{v}_{\mathrm{d}}\right) \cap \mathrm{BnS}\right)\right\} .
$$

Since the cubes $\mathrm{S}_{1}, \ldots, \mathrm{~S}_{\mathrm{m}}$ are disjoint,

$$
\begin{aligned}
\tau_{\ell} & =\tau_{\ell-1}+\sum_{h=1}^{m} \sigma_{\ell}\left(S_{h}\right) \\
& \leq \tau_{\ell-1}+\sum_{h=1}^{m}\left[n^{3}+\binom{n}{2} \sum_{d<\ell} \#\left(I_{p}\left(v_{d}\right) n B n S_{h}\right)\right] \\
& =\tau_{\ell-1}+n^{3} m+\binom{n}{2} \sum_{d<\ell} \sum_{h=1}^{m} \#\left(I_{p}\left(v_{d}\right) n B n S_{h}\right) \\
& \leq \tau_{\ell-1}+n^{3}\left(4 \times 2^{n / 2}-2\right)+\binom{n}{2} \sum_{d<\ell} \#\left(I_{P}\left(v_{d}\right) n B\right) \\
& =n^{3}\left(4 \times 2^{n / 2}-2\right)+\left(\binom{n}{2}+1\right) \tau_{\ell-1} \\
& <n^{3} 2^{n / 2+2}+\frac{n^{2}}{2} \tau_{\ell-1} .
\end{aligned}
$$

Similarly, if $v_{l}$ is a rejecting node, then the same inequalities concerning $\tau_{\ell}$ can be derived. Thus

$$
\tau_{\ell}<2^{\mathrm{n} / 2-\ell+4} \mathrm{n}^{2 \ell}
$$

Let $\mathrm{L}=(5 \mathrm{n} / 16-4) /(2 \operatorname{logn}-1)$. Then $\tau_{\rho}<2^{13 \mathrm{n} / 16}$ for all $\ell \leq \mathrm{L}$. Therefore P must be composed of more than L strict $\mathrm{W}_{\mathbf{2}}$-programs.

Let $\lambda=\min \left\{\right.$ length $\left.\left(Q_{d}\right) \mid 1 \leq d \leq L\right\}$. If $\lambda \geq n / 8$ the theorem is proven. Thus, assume $\lambda<n / 8$.

Consider $Q_{\ell}$ where $1 \leq \ell \leq L$ and length $\left(Q_{\ell}\right)=\lambda$. On any path from the source of $Q_{\ell}$ to $v_{\ell}$ at most $\lambda$ variables are examined. Therefore $I_{Q^{\prime}}\left(v_{l}\right)$ can be represented as a union of striped cubes of diffension at least $n-\lambda$ (this follows directly from the proof of Lemma 5). Consider any such striped cube

$$
S=\left\{x \mid x_{i_{1}}=a_{r}, \ldots, x_{i_{r}}=a_{r} \text { and } x_{j_{1}} \oplus \ldots \oplus x_{j_{t}}=b\right\}
$$

Assume $v_{\ell}$ is an accepting node of $P$. Let $\alpha$ be the number of $a_{i}$ 's that are 1 and let $\beta$ be the the number of $a_{i}$ 's that are 0 . We want to estimate from below, the number of vectors in $S$ that have weight $[n / 2\rceil-1$ or $[n / 2\rceil-2$. We first consider

$$
\begin{aligned}
& C=\left\{x \mid x_{i_{1}}=a_{1}, \ldots, x_{i_{r}}=a_{r},\right. \text { and } \\
& w(x)=\lceil n / 2\rceil-1 \text { or }\lceil n / 2\rceil-2\} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
\# C & =\binom{\mathrm{n}-\mathrm{r}}{\left.\Gamma \frac{\mathrm{n}}{2}\right\rceil-1-\alpha}+\binom{\mathrm{n}-\mathrm{r}}{\left.\Gamma \frac{\mathrm{n}}{2}\right\rceil-2-\alpha} \\
& =\binom{\mathrm{n}+1-\mathrm{r}}{\left.\Gamma \frac{\mathrm{n}}{2}\right\rceil-1-\alpha} \\
& =\binom{\mathrm{n}+1-\alpha-\beta}{\lceil\mathrm{n} / 2\rceil+(1-\alpha-\beta) / 2-(3+\alpha-\beta) / 2} \\
& =\binom{\mathrm{n}+1-\alpha-\beta}{\Gamma(\mathrm{n}+1-\alpha-\beta) / 2\rceil-(\mathrm{c}+\alpha-\beta) / 2}
\end{aligned}
$$

where $c \in\{2,3,4\}$. This is minimized if $\beta=0$ and $\alpha=\mathrm{r}$.
Hence

$$
\begin{aligned}
\# C & \geq\binom{ n+1-r}{\Gamma n / 2\rceil-1-r} \geq\binom{ n+1-\lambda}{\Gamma n / 2\rceil-1-\lambda} \\
& \geq\binom{ 7 n / 8}{3 n / 8} / n \\
& =(7 n / 8)^{7 n / 8} /\left((3 n / 8)^{3 n / 8}(n / 2)^{n / 2} 0\left(n^{3 / 2}\right)\right) \\
& =2^{n\left((\log 7-3) 7 / 8+(3-\log 3) 3 / 8+1 / 2 / 0\left(n^{3 / 2}\right)\right.} \\
& >n^{2} 2^{n(-14 / 80+39 / 80+1 / 2)}=n^{2} 2^{13 n / 16}
\end{aligned}
$$

Next we show that any vector $\mathbf{x} \in \mathrm{C}$ can be obtained from some vector $\mathbf{x}^{\prime}$ in $\mathrm{C} n \mathrm{~S}$ by changing at most 2 bits of $\mathbf{x}^{\prime}$.
 this way. Therefore

$$
\mathrm{n}^{2} \#(\mathrm{SnC}) \geq \# \mathrm{C}
$$

Let $\mathbf{x} \in \mathbf{C} \backslash S$. We construct $\mathbf{x}^{\prime}$. We first assume that $\mathrm{w}(\mathrm{x})=\left\lceil\mathrm{n} / 21-2\right.$. If $\mathrm{x}_{\mathrm{q}}=0$ for some $\mathrm{q} \in\left\{\mathrm{j}_{1}, \ldots, \mathrm{j}_{\mathrm{t}}\right\}$, set $\mathrm{x}_{\mathrm{q}}=1$. If $x_{j_{1}}=\ldots=x_{j_{1}}=1$ find a component $q \notin\left\{a_{1}, \ldots, a_{r}\right\}$ such that $x_{q}=0$; this is possible since $\lambda \leq n / 8$. Set $x_{j_{1}}=0$ and $x_{q}=1$. The case $\left.w(x)=\Gamma n / 2\right\rceil-1$ is handled similarly.

Recall that $\mathbf{v}_{\ell}$ is assumed to be an accepting node of $P$. Hence all elements in SnC must have been rejected previously. Thus

$$
2^{13 n / 16}<\#(S n C) \leq \tau_{\ell-1}<2^{13 n / 16}
$$

If $\mathbf{v}_{\rho}$ is a rejecting node of $P$ the same inequality is derived using analogous arguments.

## 5. CONCLUSIONS AND OPEN PROBLEMS

Obviously, we are just beginning to understand the limited power of bounded width branching programs. The few examples given (both positive and negative) all concern "counting". In some cases (e.g., $\mathrm{E}_{2}^{4}$ ) we observe nontrivial ways of counting.

Our nonpolynomial lower bounds hold only for monotone $\mathbf{W}_{\mathbf{2}}$-programs. Many interesting problems remain open, including the following.
(i) Prove nonpolynomial lower bounds on the length of $\mathrm{W}_{2}$-programs.
(ii) Prove lower bounds on the length of $\mathscr{P}$-programs, where $\mathscr{S}$ is the system of cubes or striped cubes.

Of course, we need not restrict ourselves to counting functions. However, counting is a basic component in many computationally nontrivial problems, and eventually we should be able to understand the extent to which bounded width programs can count.
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