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The search for hitherto undiscovered regularities and laws of semantic change is today made possible by two recent and independent developments: first, the upsurge in the availability of digitized historical corpora of texts; and second, novel computational methods that allow the automatic semantic processing of these corpora. Compared to traditional research methods in semantic change, this dynamic duo of massive corpora and innovative computational methods has the potential to lead to novel insights about semantic change, both in discovering regular patterns of change and in identifying their explanatory factors, based on large-scale data-driven analysis.

In a series of studies, I demonstrate that this approach is not only feasible, but also fruitful for semantic change research. My research papers show that this approach extends the scope of research beyond known phenomena of semantic change, uncovering several regularities of semantic change, and complements existing theories with more objective and reliable analyses.

However, these studies have also demonstrated the importance of methodological issues. As this field of research has just emerged, fundamental methodological concerns were raised which must be addressed in order to make an objective, reliable, and genuine contribution to the research field.

Two papers were dedicated to tackle these methodological issues, and their results promise to put this computational approach on a solid methodological footing right from the beginning. The studies not only call into question earlier results, but also provide clear, feasible, and replicable validation routines to ensure objective and reliable testing. Importantly, these methodological accentuations may benefit the NLP community at large, as they have applications that go beyond semantic change research.
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Chapter 1

Introduction

At the heart of this PhD dissertation is a new research paradigm for the study of semantic change, i.e., changes in the meaning of lexical items. This paradigm is characterized by a focus on large-scale, data-driven analyses based on modern computational tools, in order to address research questions stemming from linguistic research. This approach complements existing paradigms, and in so doing, enriches the toolbox of semantic change research. At the same time, this dissertation addresses fundamental methodological issues that are crucial not only for the emerging field of NLP research on semantic change, but for research in NLP more broadly. In particular, this dissertation constitutes a contribution to methodological issues inherent to research in the framework of DISTRIBUTIONAL SEMANTICS.

The structure of this chapter is as follows. Section 1.1 provides a definition of semantic change. Section 1.2 presents essential background about semantic change research. Section 1.3 states our research objectives in light of the needs that are derived from current research state. Section 1.4 briefly describes our research papers, and how they contribute to the research field in accordance with the objectives outlined before.

1.1 Semantic change

The meanings of words – or, more precisely, lexical items – are liable to change over time. For example, *girl* originally used to denote a child of either sex, but since the 15th century only refers to a young female (Bybee 2015, p. 202). *Broadcast* used to describe a method of scattering seeds less than a hundred years ago, but nowadays refers to the transmission of information by radio or television. The phenomenon of changes in the meaning of words over time is part of what is called *semantic change*, and is known at least since the work of Reisig (1839). Semantic change, to use a classic definition, may
be described as “innovations which change the lexical meaning rather than the grammatical function of a form” (Bloomfield 1933, p. 425).

A formal definition of semantic change would be as follows: given a historical corpus that contains texts from \( n \) different time periods in a chronological order \( [C_{t1}, C_{t2}, ..., C_{tn}] \), semantic change is any difference between the meanings associated with a given word at \( t1, t2 ... tn \). A model of semantic change aims first of all to discover which words changed their meaning between any two time-periods. Given this information, additional tasks can be undertaken in order to answer further questions, such as the size or extent of the changes, their characteristics, and their dependence on other factors.

1.2 Research paradigms in semantic change

1.2.1 Overview

Until recently, research on semantic change was largely based on a traditional paradigm that used philological tools informed by linguistic analysis. For the most part, linguists interested in semantic change have studied changes in the denotation or connotation of individual words or constructions (or small groups thereof) as they occur in historical corpora. The introduction of modern quantitative and computational tools to the field did not change the basically TOP-DOWN nature of this research paradigm.

While a top-down research approach allows a fine-grained examination of semantic change, it also imposes limitations on what one can learn about semantic change. The fundamental limitation is the size and the representativeness of the dataset to be generalized over. Since previous studies were done on a SMALL SCALE and were based on ultimately anecdotal instances of semantic change, it is not at all certain to what extent the semantic changes collected in surveys are representative of semantic change in general. Furthermore, analyses based on small and anecdotal datasets cannot turn up large-scale regularities of semantic change.

As a consequence of their top-down and small-scale nature, these analyses tend to draw conclusion on a subjective and qualitative evaluation of a limited number of examples, and rarely deal with counterexamples. As such, statistical methodologies are rarely brought to bear in support of theoretical claims, and the importance of statistical significance in hypotheses

---

testing is somewhat foreign to the field. On the other hand, large-scale, bottom-up analyses demand statistically-rigorous research methods in order to reach sound and reliable findings. However, although it is clear that statistically-rigorous research methods are crucial for large-scale, bottom-up research, the methods themselves – and their application to NLP analyses – are not self-evident, and they require dedicated research.

Over the years, several research paradigms in semantic change research have developed. These paradigms differ in their research methods with respect to the three distinctions that were made above, namely (i) whether they are top-down or bottom-up, (ii) small or large scale, and (iii) whether they employ statistically-rigorous methods. While it may seem these paradigms show a clear developmental trajectory, as some have preceded the others and the later ones may improve on the older ones, the boundaries between them may be obscure. Importantly, they are all still used in contemporary research.

In the following paragraphs, I briefly survey the main research paradigms for semantic change, comparing them according to the distinctions made above (see Table 1.1 for a summary).

<table>
<thead>
<tr>
<th>Paradigm</th>
<th>Research type</th>
<th>Research design</th>
<th>Scale</th>
<th>Statistical methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional</td>
<td>Qualit.</td>
<td>Top-down</td>
<td>Small</td>
<td>None</td>
</tr>
<tr>
<td>Quantitative</td>
<td>Quantit.</td>
<td>Top-down</td>
<td>Small, but full corpora</td>
<td>Simple statistical tests</td>
</tr>
<tr>
<td>Computational</td>
<td>Quantit.</td>
<td>Bottom-up</td>
<td>Initially small, then large</td>
<td>Initially none, then rigorous</td>
</tr>
</tbody>
</table>

Table 1.1: Comparative summary of the research paradigms

1.2.2 The traditional paradigm

Many if not most studies of semantic change have focused primarily on describing and classifying the major types of change in meaning into taxonomies. This could be called the traditional paradigm. According to most taxonomies, the major types of change involve (a) changes in the extension of meaning, i.e., either widening or narrowing, and (b) changes in the connotation of meaning, i.e., which may become either more positive (amelioration), or more negative (pejoration). See the examples in Table 1.2, taken from English:
Chapter 1. Introduction

This paradigm is characterized by a top-down approach, where examples of individual words that underwent a certain type of semantic change are searched for in historical corpora and are either classified according to an existing taxonomy, or used to define a new one. The traditional paradigm provides us with invaluable source for understanding potential regularities and tendencies of semantic change, upon which principled theoretical work could be based, and it is an active and valued research paradigm until today (see, for example, the large database of semantic changes documented by Zalizniak et al. (2012)). Theoretical work in this vein is mostly limited to identifying the mechanisms that may explain *how* semantic change came into being, i.e., the claim that a metaphorical process has led *broadcast* to change its meaning from "casting seeds" into "casting audio and video signals".

However, knowing *how* the meaning of words changes diachronically is not equivalent to explaining *why* such changes occur. In this respect, this paradigm does not usually generate explanatory theories of semantic change. In fact, what it considers as *causes* for semantic change are actually *motivations* thereof which only explain the need to adjust the meaning of words to support the ever changing objects and ideas around us in the technical, scientific, political or sociocultural domains of the environment (Blank 1999). As such, the true *causes* of semantic change that comprise, for example, the linguistics pre-conditions that may promote or repress words from undergoing semantic change, was mostly neglected in actual research.

Cognitive semantics, and in particular theories of prototype semantics, did pay some attention to this question. These theoretical approaches emphasize the role that the relations between words may have on semantic change. Significantly, it was argued that the differences in prototypicality of words in their category (e.g., a robin or a dove is more prototypical in the category of birds, than a peacock or an ostrich which are more peripheral) can explain many cases of semantic change (Koch 2016). For example, Geeraerts (1985, 1992) maps related words into semantic categories, analyzes these categories

<table>
<thead>
<tr>
<th>Widening</th>
<th><em>bird</em></th>
<th>'young bird' &gt; 'any kind of bird'</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrowing</td>
<td><em>meat</em></td>
<td>'food' &gt; 'edible flesh'</td>
</tr>
<tr>
<td>Amelioration</td>
<td><em>knight</em></td>
<td>'servant boy' &gt; 'nobleman'</td>
</tr>
<tr>
<td>Pejoration</td>
<td><em>awful</em></td>
<td>'inspiring wonder' &gt; 'terribly bad'</td>
</tr>
</tbody>
</table>

Table 1.2: Major taxonomies of semantic change
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over time, and concludes that prototypical semantic areas are more stable over time than peripheral ones.

However, as discussed above, these generalizations use a top-down approach, and are based on fine-grained studies of small and anecdotal datasets. Moreover, their claims about regularities of semantic change are basically untestable. Specifically it is not clear whether these are claims about inviolable rules or tendencies. If they are inviolable rules, what would constitute counter-evidence? And if they are tendencies, how strong are they, and how might one investigate this question? It is important to point out that there is still no comprehensive database of documented semantic changes from a wide range of languages, and the databases that do exist, such as Zalizniak et al. (2012), are problematic from several points of view.

1.2.3 The quantitative paradigm

The paradigm described above generally bases its identification of semantic changes on the qualitative evaluation of words’ usage-context in historical corpora. Such approach is informative, as it provides examples that are easily and naturally appreciated as supporting claimed taxonomies or mechanisms of change. However, this type of analysis is, in the end, subjective, due to its dependence on the particular set of examples selected, as well as on those that were left out. This makes it difficult to assess the magnitude or importance of the reported semantic changes, but moreover make them questionable in terms of reliability (i.e., representativeness).

A second approach, which we call the QUANTITATIVE PARADIGM, puts numbers to these changes by quantifying changes in the words’ distributional statistics over time. This approach has been operationalized in a number of ways. A relatively straightforward operationalization involves measuring change in words’ token frequencies (Bybee 2006). A more sophisticated method was introduced by Hilpert (2006), who adapted Stefanowitsch and Gries (2003) collostructional analysis for diachronic analysis. In this approach, the strength of association between two words is modeled by their statistical dependency (i.e., how often they appear together relative to what is expected from their general frequency). These association strengths are computed for each period and compared diachronically. For example, the association between apple and phone was not evident in the 1990s, and only emerged in the 2000s. The diachronic differences in association strength are
evaluated statistically, which puts the question of whether or not a semantic change took place on a statistically objective footing.

The quantitative paradigm has been used in a number of studies, albeit generally with a top-down approach\(^2\). One use has been to identify cases where semantic change took place for subsequent philological analysis (Fonteyn and Hartmann 2016; Smirnova 2012; Tantucci et al. 2017). Another has been to identify empirically well-founded stages in diachronic corpora (Gries and Hilpert 2008). A third use has been to test hypotheses that derive from a theory (Geeraerts et al. 2011). Moreover, word frequency was even proposed as a possible explanation for semantic change, as it has been argued that high frequency has a **bleaching effect** on a word’s meaning (Bybee 2006), an effect similar to broadening (see Table 1.2).

While these works extract distributional statistics about words from corpora, their analyses tend to be on a small scale, diachronically examining only a few words or grammatical constructions at a time.

### 1.2.4 The computational paradigm

According to the distributional hypothesis (Harris 1954) similar words appear in similar contexts. Consequently, it has been suggested that the meaning of a word can be extracted from its usage contexts, or in the words of Firth “you shall know a word by the company it keeps.” (1957, p. 11). This is the basis of most, if not all, current corpus-based computational models that rely on contextual information to represent the meanings of words. We call this approach the **COMPUTATIONAL PARADIGM**.

It should be noted that all the paradigms discussed above comply, in one way or another, with the distributional hypothesis. Crucially though, none of the above paradigms directly address the issue of word **representation**. Instead, the meaning of words is implicitly assumed either subjectively (e.g., in the traditional paradigm), or according to the association strengths (e.g., in the quantitative paradigm). In contrast, the computational paradigm necessarily represents word meanings explicitly, and only then defines semantic change as measurable differences between these representations. For that reason, the following focuses on the computational paradigm approach for meaning representation and semantic change.

---

\(^2\)Bochkarev et al. (2014), used a bottom-up approach to study global changes in languages, but completely ignored the level of individual words.
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Vector space models (VSM)\(^3\) are usage-based models specifically based on NLP tools that were developed under the distributional hypothesis to extract word meanings from their contextual information. These models use the local context window around a given word to capture information about the words that co-occur with it. They then represent each word as a continuous vector in a high-dimensional space. These vectors are used extensively – in fact, almost exclusively – in a variety of NLP domains, such as semantic word similarity, analogy solving, synonym detection, and information retrieval (Baroni et al. 2014; Mikolov et al. 2013; Pennington et al. 2014), as well as in chunking, named entity recognition and sentiment analysis (Guo et al. 2014; Socher et al. 2013; Turian et al. 2010), among others. Importantly, these vector representations are the primary tool with which computational approaches – including the one adopted in this dissertation – investigate, in a data-driven fashion, how words’ meanings change over time.

In line with the distributional hypothesis discussed above, these vector representations map semantically similar words, if these appear in similar contexts, to proximate points in the vector space (Turney and Pantel 2010). It is customary to use the cosine-distance between the vectors of two words as an estimate of the degree of their semantic similarity. For example, in the toy example shown in Figure 1.1 below, automobile and car are close to each other in the vector space, relative to horse. This will be reflected in a small cosine-distance between the former pair, and a larger one between either of them and horse.

\(^3\)We refer to both explicit count-based models (e.g., point-wise mutual information, PPMI) as well as implicit predictive models (e.g., word2vec) by this term.
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Following the same logic, the cosine-distance is often viewed – and used – as an estimate of the degree or amount of semantic change. Specifically, the semantic change that a particular word has undergone is measured by the cosine-distance between its vectors at two time points. Therefore, the larger the cosine-distance the greater the semantic change, and vice versa. Or, more formally:

$$\Delta w^{t_0 \rightarrow t_1} = 1 - \frac{v_{t_0}^w \cdot v_{t_1}^w}{\|v_{t_0}^w\| \cdot \|v_{t_1}^w\|}$$ (1.1)

Where $v_{t_0}^w$ and $v_{t_1}^w$ are the vector representations of the word $w$ at two time points, $t_0$ and $t_1$, respectively.

This idea might seem intuitively compelling, as it looks like a natural extension of the synchronic comparison between two different words. However, its validity as an accurate metric for semantic change has never been tested. This poses an acute problem for claims about semantic change that are based on this measure (which comprise the vast majority of studies).

Computational studies of semantic change

Among the first to take a computational approach to linguistically motivated questions of semantic change were Sagi et al. (2009) and Wijaya and Yeniterzi (2011). Despite their pioneering nature, these studies, and others that soon followed (Heylen et al. 2015; Hilpert and Perek 2015), have analyzed only a small number of examples or a single construction, thus not exploiting the potential of combining massive corpora with modern computational tools in a large-scale bottom-up analysis of an entire lexicon.

Since these first pioneering works, the computational paradigm has become increasingly popular in the NLP research community, as additional studies brought this research field into the big-data era (Cook and Stevenson 2010; Frermann and Lapata 2016; Gulordava and Baroni 2011; Jatowt and Duh 2014; Kim et al. 2014; Kulkarni et al. 2015; Schlechtweg et al. 2017). These studies focused on developing techniques to detect words that underwent semantic change, or a specific type thereof, but neglected almost completely the potential insights for the linguistic analysis of meaning, primarily the how’s and why’s of semantic change.

Recently though, several studies have addressed this research lacuna and reported phenomena that can only be observed in a large-scale analysis. These
studies have proposed law-like generalizations or regularities of semantic change:

- The Diachronic Prototypicality Effect (Dubossarsky et al. (2015), and see Chapter 3)
- The Diachronic Word-Class Effect (Dubossarsky et al. (2016), and see Chapter 2)
- The Law of Conformity (Hamilton et al. 2016)
- The Law of Innovation (Hamilton et al. 2016)

However, all of these studies (and virtually all studies in the field), use a small number of hand-picked examples as a basis for arguing for the soundness of their models. In the absence of a gold standard evaluation set for words that have undergone semantic change, it is difficult to objectively assess the quality of any proposed model of semantic change, or to compare different models.

Crucially, these above-mentioned studies have relied on the cosine-distance between a word’s respective vector-representations at two time points as their sole metric to measure semantic change. As noted above, despite its wide and apparently uncontroversial use, the validity of this metric as an accurate estimate for semantic change has never been tested. As a result, previously reported findings might not be accurate. As studies that are based on this unvalidated metric accumulate, without being evaluated against a gold standard test for semantic change, the problem becomes increasingly acute. I address these two methodological problems in my work (see Section 1.4).

A multi-sense semantic representation

A fundamental property of VSMs is that each word is represented by a single vector. This may seem surprising, given the prevalence of polysemy in natural language. Lexical items typically – and perhaps usually – have multiple senses or meanings. The word *cell*, for example, has distinct senses or meanings related to biology, incarceration, and telecommunications. Current models collapse these different senses into a single *global* vector and are thus unable to explicitly represent distinct senses of a word.

---

4 Except, perhaps, Frermann and Lapata (2016) who used a task of novel-sense detection as a proxy.
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This global approach to word representation is especially disadvantageous for semantic change research, as polysemy has a fundamental role in semantic change (Traugott and Dasher 2002). Comparing a word’s global vectors, and determining that it underwent semantic change, presumably tells us little about the nature of such a change. It does not tell us what aspects of its meaning have changed, whether new senses have emerged, whether some senses have dropped from usage and so on. It seems that researchers have presumed that this information resides in the original usage contexts of the word, but is impaired by the global representation approach.

In light of this drawback, several studies advocate the use of sense-specific vector representations for general NLP purposes. These vectors arguably capture the various senses of a word by creating a distinct representation for each sense. Intuitively, sense-specific vectors should be more accurate than global vectors, and this improvement in accuracy should be reflected in performance gains in downstream tasks.

Several studies reported such performance gains when using sense-specific vectors, which they conclude is due to the utility of polysemic information that these vectors arguably capture (Huang et al. 2012; Li and Jurafsky 2015; Neelakantan et al. 2014). However, such a conclusion can only be drawn if two conditions are met: (1) if sense-specific vectors truly represent polysemic information; and (2) if sense-specific vectors improve performance. While the first condition was not addressed in these studies, the second condition was consistently met in all of them. As a result, it remains to be demonstrated that these performance gains can be attributed to the representation of polysemy. Only when the first condition is validated can these vectors be reliably used in a more ecological model of semantic change that takes polysemy into account. I address this validation step in my work (see Section 1.4).

1.3 Research objectives

This PhD dissertation aims to advance semantic change research with state-of-the-art computational techniques in two ways. First, it aims to demonstrate that it is both possible and fruitful to employ a large-scale bottom-up computational approach to semantic change research. Second, it aims to make sure that this emerging research field stands on a methodologically solid footing from its beginning.

As the survey in Section 1.2 points out, research on semantic change, whether it was conducted in traditional or more contemporary paradigms
could greatly benefit from a bottom-up, large-scale analyses that are carried out over an entire lexicon. A bottom-up approach basically seeks to articulate generalizations not on the basis of prior theoretical assumptions but on the basis of naturally-occurring language production, which is also not liable to the subjective judgments of individual researchers. Large-scale analyses address the fundamental limitation of the representativeness of the data-set to be generalized over. Since previous studies are based on small and anecdotal cases of semantic change, it is not at all certain to what extent the semantic changes collected in surveys are representative of semantic change in general. The investigation of entire lexicons not only provides more examples of semantic change as grist for the theoretical mill, but also allows one to identify possible regularities of change that may be evident only on a large scale.

These desiderata are today made possible by two recent independent developments. The first is an upsurge in the availability of digitized historical corpora of texts. The second is novel computational methods that allow the automatic semantic processing of these corpora. This dynamic duo of massive corpora and innovative computational methods has the potential to lead to novel insights about semantic change, both in discovering regular patterns of change and in identifying their linguistics causes, based on large-scale data-driven analyses.

It should be noted that in comparison to the first two paradigms that use small-scale analysis, the computational paradigm has also some disadvantages. While the former carefully choose their findings to fit their conclusions (which is also their main methodological weakness), the latter includes many unexpected findings due to its large-scale bottom-up approach. Naturally, these findings comprise many intuitive examples of words known to have undergone semantic change, in addition to counter-intuitive and surprising examples that may help challenge existing theories and advance research. However, it also expected to find “noisy” and incorrect examples of words that were mistakenly found to have undergone semantic change. For example, a naïve computational semantic change model that is based only on the distributions of words in context may find that *president* undergoes a recurrent semantic change once in every 4 or 8 years. Therefore, while the carefully chosen examples that are used in small-scale analyses are usually sufficient to support an argument, more rigorous research methods must be employed to handle the type of data involved in large-scale bottom-up analysis. Moreover, since each paradigm has its advantages and disadvantages,
they should be seen as complementary rather than competing accounts.

The initial attempts to employ the computational paradigm on a large scale have demonstrated the importance of methodological issues. The place of quantitative hypothesis testing is more central in this emerging field than in its parent fields of research: first, the quantitative turn in modern linguistics has been relatively recent, and second, NLP research has no tradition of empirical hypothesis testing, which is instead based on modeling work. Thus, fundamental methodological issues must be addressed in order to make an objective, reliable, and genuine contribution to the research field.

Primarily, the absence of a gold standard evaluation set for semantic change makes it problematic to assess the quality of any proposed model of semantic change objectively. Furthermore, the reliance on an unvalidated semantic change metric poses an additional hurdle, especially as this metric becomes increasingly popular. Lastly, validating that words polysemy is reliably represented by sense-specific vectors would facilitate their diachronic analysis in finer, more ecological models of semantic change. By contributing to the resolution of these methodological issues, this dissertation aims to provide general guidelines and frameworks for hypothesis testing in NLP research that go beyond the specific problem of semantic change.

1.4 Current work

The first paper (see Chapter 2) in this dissertation examines whether words corresponding to different parts of speech (POS), i.e., Nouns, Verbs and Adjectives, differ in their rates of semantic change. This is the first time such a question could be experimentally tested, as it required large-scale bottom-up analysis over an entire lexicon which was impossible until recently. In this article, we analyze the semantic change rates of a very large sample of nouns, verbs and adjectives, and compare their rates of semantic change throughout the decades of the 20th century. This study set out to demonstrate the usefulness of our approach for semantic change research as it focuses on regularities of semantic change that may only be uncovered on a large scale.

The second paper (see Chapter 3) tackles a theoretical question: are there linguistic factors that make certain words more prone to semantic change? We address this question by mapping semantic change patterns over an entire lexicon in order to examine why certain words change more than others. Similarly to our first paper, we take a whole-lexicon approach and analyze the semantic change rates of the 7000 most frequent words in the lexicon
1.4. Current work

throughout the decades of the 20th century. We compare the results to previous theoretical accounts that proposed causal factors in semantic change (which were based on a very small-set of hand-picked examples). Thus, this study further demonstrates the potential of our large-scale bottom-up approach to contribute to the investigation of the linguistic causes that are involved in semantic change by rigorously testing an existing theoretical hypothesis on a much larger scale.

The third paper (see Chapter 4) addresses the problem of evaluating models of semantic change in the absence of gold standard evaluation sets. As a result of this lacuna, it is necessary to find a way to validate the results of these models. Specifically, we examine the standard metric in semantic change research, i.e., the cosine-distance, which despite being widely used has never been directly validated. We developed a control condition that is crafted specifically for this task under which we test this metric, in addition to an analytical investigation, and revisited previous studies that relied on this metric in their analyses. Overall, this paper provides a critical validation analysis for a pivotal methodological procedure in semantic change research. Importantly, it proposes a general framework to circumvent the problem of an absent gold standard evaluation set for semantic change, by using control conditions. Such a framework may also be used to verify the reliability of results reported in prior art, in addition to make future contributions stand on a more solid methodological footing. Consequently, the findings of our analyses are not limited to semantic change research, and may be useful for the NLP research community at large.

Our fourth paper (see Chapter 5) aims to test the feasibility of using sense-specific vectors as a “next generation” model for semantic change, due to their presumably more ecological representation of meaning. Specifically, we set to investigate the validity of the claim that sense-specific vectors truly represent polysemic information, a claim that was based on performance gains obtained using these vectors. This is a necessary step before such vectors can be used as a viable tool to study changes in sense representations over time. We rigorously tested this claim, first by dismantling it to its constituent elements, and then testing each element using a combination of an appropriate control condition, an analytical analysis and computational simulations. Overall, this paper provides a critical reevaluation of prominent results in polysemy analysis and representation, a reevaluation that is not limited to semantic change research and further promotes the use of carefully designed control conditions and validation routines in NLP research at large.
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VERBS CHANGE MORE THAN NOUNS: A BOTTOM-UP COMPUTATIONAL APPROACH TO SEMANTIC CHANGE
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ABSTRACT: Linguists have identified a number of types of recurrent semantic change, and have proposed a number of explanations, usually based on specific lexical items. This paper takes a different approach, by using a distributional semantic model to identify and quantify semantic change across an entire lexicon in a completely bottom-up fashion, and by examining which distributional properties of words are causal factors in semantic change. Several independent contributing factors are identified. First, the degree of prototypicality of a word within its semantic cluster correlated inversely with its likelihood of change (the “Diachronic Prototypicality Effect”). Second, the word class assignment of a word correlates with its rate of change: verbs change more than nouns, and nouns change more than adjectives (the “Diachronic Word Class Effect”), which we propose may be the diachronic result of an independently established synchronic psycholinguistic effect (the “Verb Mutability Effect”). Third, we found that mere token frequency does not play a significant role in the likelihood of a word’s meaning to change. A regression analysis shows that these effects complement each other, and together, cover a significant amount of the variance in the data.

KEYWORDS: semantic change, distributional semantics.

1. THE PROBLEM OF SEMANTIC CHANGE

Lexical semantic change - change in the meanings of words - is a basic fact of language change that can be observed over long periods of time. For example, the English word girl originally indicated a child of either sex, but in contemporary English, it refers only to a female child. Bybee shows the turning point was the fifteenth century, after the conventionalization of the word boy to refer to a male child, which “cut into the range of reference for girl” (Bybee 2015: 202). But semantic change is also “an undeniable and ubiquitous facet of our experience of language” (Newman 2015: 267), with words acquiring new
senses, developing new polysemies, and entirely new meanings, in time-
frames that can be observed even by casual observation by speakers. For ex-
ample, recent changes in technology have led to novel meanings of words like
navigate, surf, and desktop (Newman 2015: 266). Speakers and listeners may
even be aware of “mini” semantic change in real time, when they experience
an innovative use of an existing word.

Linguists have identified some recurring types of semantic change. Some
of the major types include the textbook examples of change in scope, e.g.,

widening (Latin caballus ‘nag, workhorse’ > Spanish caballo ‘horse’) or nar-
rowing (hound ‘canine’ > ‘hunting dog’), or in connotation (amelioration or
pejoration). However, the systematic search for an explanatory theory of se-
mantic change was largely neglected until Geeraerts (1985, 1992) and
Traugott & Dasher (2002), who both claimed that semantic change is over-
whelmingly regular. Moreover, both Geeraerts and Traugott have claimed that
semantic change – like language change in general – is rooted in and con-
strained by properties of human cognition and of language usage.

Contemporary research identifies different kinds of regularity in semantic
change as tendencies of change, which are asymmetries with respect to the
directions in which change is more likely to occur. For example, Traugott &
Dasher (2002) propose that semantic change regularly follows the pathway:
objective meaning > subjective meaning > intersubjective meaning. It has also
been suggested that concrete meanings tend to develop into more abstract ones
(Bloomfield 1933; Haspelmath 2004; Sweetser 1990). See the following ex-
amples:

1. see ‘visual perception’ > ‘understanding’
2. touch ‘tactile perception’ > ‘feel’
3. head ‘body part’ > ‘chief’

Another often-observed regularity is that semantic change overwhelm-
ingly tends to entail polysemy, in which a word or expression acquire new
senses that co-exist with the older conventionalized senses (e.g., a new sense
for surf has emerged since the 1990s). These new senses can continue to co-
exist stably with the older ones or to supplant earlier senses, thereby “taking
over” the meaning of the word.

The existence of such regularities and asymmetries, or “unidirectional
pathways of change”, has been taken as evidence that language change is not
random. Moreover, these asymmetries call for explanations that are plausible
in terms of what we know about human cognition and communication. Nu-
merous such explanations have been offered, from Traugott & Dasher’s (2002)
influential Neo-Gricean account to other pragmatically-based accounts (for an
overview, see Grossman & Noveck 2015). However, while such accounts may offer potentially convincing explanations for observed changes, there is to date no empirically-grounded theory that can explain – or predict – which words are likely to undergo semantic change, and why this is so, across an entire lexicon.

This last point is the focus of the present article. While historical linguists have painstakingly accumulated much data about – and proposed explanations for – cross-linguistically recurrent pathways of semantic change (e.g., body-part term > spatial term), the data and explanations are usually specific to a particular group of words. For example, the explanations proposed for the development of body-part terms into spatial terms cannot necessarily be generalized to words of other semantic classes. In fact, the question posed in this article – what are the specific properties of words that make them more or less prone to semantic change? – has been almost entirely neglected in historical linguistic research. Furthermore, most studies of attested pathways of change tend to focus on their descriptive semantics, and have tended to ignore their distributional properties.

Nonetheless, some work in this direction can be found in earlier structuralist and cognitivist theories of semantic change, which emphasized the role of the structure of the lexicon in explaining semantic change. For example, it has often been assumed that changes in words’ meanings are due to a tendency for languages to avoid ambiguous form-meaning pairings, such as homonymy, synonymy, and polysemy (Anttila 1989; Menner 1945). On the other hand, when related words are examined together, it has been observed that one word’s change of meaning often “drags along” other words in the same semantic field, leading to parallel change (Lehrer 1985). These seemingly contradictory patterns of change lead to the conclusion that if ambiguity avoidance is indeed a reason of semantic change, its role is more complex than initially assumed.

However, what is common to both ideas – the putative tendency to avoid ambiguous form-meaning pairings and the equally putative tendency for words in the same semantic domain to change in similar ways – is the observation that changes in a word’s meaning may result from – or cause – changes in the meaning of a semantically related word. The idea that words should be examined relative to each other, and that these relations play a causal role in semantic change is elaborated by Geeraerts (1985, 1992), who maps related words into clusters, and based on Rosch’s prototype theory (1973), establishes which words are the prototypical or peripheral exemplars within each cluster. Geeraerts analyzes these clusters diachronically, finds characteristic patterns of change due to meaning overlap, and concludes that prototypical semantic areas are more stable diachronically than peripheral ones. While Geeraert’s
ideas are promising for studies of semantic change, they are based on case-
studies hand-picked by the linguist, and are not based on large-scale corpora
(Geeraerts 2010). This is a lacuna in the research field of semantic change,
which we have addressed in a previous article (Dubossarsky et al. 2015) by
articulating a method for identifying and quantifying semantic change across
an entire lexicon, represented by a massive historical corpus.

Our aim in the present article is to evaluate whether other distributional
properties of words are indeed implicated in semantic change. Specifically,
we examine whether words of different parts-of-speech or word classes
change at different rates. We assume that the null hypothesis is that there is no
difference between word class assignment and rate of change. However, we
predict that there will indeed be differences, based on the fact that different
word classes prototypically encode cognitively different things: nouns protot-
ypically encode entities, verbs prototypically encode events, and adjectives
prototypically encode properties. Moreover, different word classes can have
significantly different collocational properties, i.e., they occur in different
types and ranges of contexts. Finally, Sagi et al. (2009), one of the only studies
to tackle this question, found that in 19th century English, a small selection of
verbs showed a higher rate of change than nouns.

It is important to stress that at no time do we, or any of the above works
cited as far as we know, claim that semantic change is governed by a single
factor. In fact, it is clear that previous work on semantic change is likely to be
correct in supposing that social, historical, technological, cognitive, commu-
icative, and other factors are implicated in semantic change. The question is
how to tease them apart and understand their respective contributions. This
paper demonstrates that an observable property of words, i.e., their part-of-
speech or word class assignment, is indeed implicated in semantic change.
Moreover, we demonstrate that this effect is in addition to another effect
which we have argued for earlier, namely, that the position of a word within
its semantic cluster – interpreted as its degree of prototypicality.

The structure of the paper is as follows: in Section 2, we sketch the meth-
odology used, and in Section 3, we describe the experiment conducted. In Sec-
tion 4 we discuss the results, and in Section 5 we analyze possible interactions
with other factors. Section 6 is devoted to discussion on the results and their
implications. Section 7 provides concluding remarks, focusing on directions
for future research.

2. METHODOLOGY

2.1 The role of input frequency
There are numerous ways of representing lexical meaning. Computational models developed for representing meaning excel in what computational approaches do best and classical historical linguistics does poorly, namely, the large-scale analysis of language usage and the precise quantitative representation of meaning. At the heart of these models lies the “distributional hypothesis” (Firth 1957; Harris 1954), according to which the meaning of words can be deduced from the contexts in which they appear.

We employ a distributional semantic modeling (DSM) approach to represent word meanings. DSM collects distributional information on the co-occurrence profiles of words, essentially showing their collocates (Hilpert 2006; Stefanowitsch & Gries 2003), i.e., the other words with which they co-occur in specific contexts. Traditionally, this is done by representing each word in terms of its collocates across an entire lexicon. This type of model has the advantage of providing an explicit (or direct) quantitative measure of a word’s meaning, and is informative in that it tells us which words do or do not occur with a given word of interest. However, since most words occur with a limited range of collocates, most of the words in a lexicon will co-occur with most other words in the lexicon zero times. As such, these kinds of representations are sparse. This can be seen in the following illustrative example bellow, where only ten words collocate with the word pan, while the rest of the vocabulary (i.e., surf, sky, dress, hat, call, etc.) does not.

<table>
<thead>
<tr>
<th>collocations</th>
<th>pot</th>
<th>fry</th>
<th>cook</th>
<th>egg</th>
<th>bacon</th>
<th>cake</th>
<th>butter</th>
<th>oil</th>
<th>stir</th>
<th>stove</th>
<th>surf</th>
<th>sky</th>
<th>dress</th>
<th>hat</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>87</td>
<td>69</td>
<td>61</td>
<td>55</td>
<td>51</td>
<td>49</td>
<td>23</td>
<td>19</td>
<td>17</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 1. Words collocations statistics for the word pan (illustrative example)**

This type of representation is usually further analyzed, e.g., by normalizing the word counts to frequencies, or with more sophisticated statistical methods, e.g., tf-idf or point mutual information. However, for our purposes, such models are inadequate, because in the end they tell us only whether a word co-occurs with another word or not. In order to understand the relationship of a word with the rest of the words in an entire lexicon, other types of models are necessary.

These models are the more recent ones that exploit machine-learning and neural network tools to learn the distributional properties of words automatically. Unlike traditional models, they do so by representing words in terms of the interaction of multiple properties. However, the specific contribution of
each property, when taken on its own, is opaque; as such, the quantitative representation of a word’s meaning is implicit. Of the available recent models of this type, we chose a recently developed skip-gram word2vec model (Mikolov et al. 2013c, 2013d). This word2vec model has been fruitfully applied to distributional semantic corpora research, and scores high in semantic evaluation tasks (Mikolov et al. 2013a). As we will show, proof-of-concept can also be found in our results.

The word2vec model captures the meaning of words through dense vectors in an n-dimensional space. Every time a word appears in the corpus, its corresponding vector is updated according to the collocational environment in which it is embedded, up to a fixed distance from that word. The update is carried out such that the probability in which these words predict their context is maximized (Figure 1a.). As a result, words that predict similar contexts would be represented with similar vectors. In fact, this is much like linguistic items in a classical structuralist paradigm, whose interchangeability at a given point or “slot” in the syntagmatic chain implies that they share certain aspects of function or meaning, i.e., the Saussurian notion of “value” (Figure 1b.). It is worth noticing that if taken individually, the vectors’ dimensions are opaque; only when the full range of dimensions is taken together do they capture the meaning of a word in the semantic hyper-space they occupy.

FIGURE 1. (A) WORD2VEC SKIP-GRAM ARCHITECTURE.
GIVEN A WORD, W(T), THE MODEL PREDICTS THE WORDS THAT PRECEDE AND PROCEED IT IN A WINDOW OF 4 WORDS, W(T-2),W(T-1),W(T+1),W(T+2) (MIKOLOV ET AL. 2013B).
(B) AN EXAMPLE OF THE CLASSICAL STRUCTURALIST PARADIGM.

While it may be surprising for linguists that one would choose to rely on a model whose individual dimensions are opaque, this is not a major concern, since it is well-established that words assigned similar vectors by the model are in fact semantically related in an intuitive way; for a recent demonstration,
see Hilpert & Perek (2015), which looks at the collocates of a single construction in English. The similarity between vectors is evaluated quantitatively, and defined as the cosine distance between the vectors in the semantic hyperspace. Short distances are considered to reflect similarity in meaning: related words are closer to each other in the semantic space (Turney 2006; Mikolov et al. 2013d; Levy & Goldberg 2014). In fact, this is reflected in the words’ nearest neighbors in the semantic space that often capture synonymic, antonymic or level-of-category relations.

Although the model uses the entire lexicon for training, the accuracy of the meaning representations that is captured in the corresponding vectors is expected to diminish for less frequent words. This is simply because these words do not appear frequently enough for the model to learn their corresponding contexts. Therefore, only the most frequent words in the corpus, excluding stop-words, are defined as words-of-interest and are further analyzed. These words represent the entire lexicon.

2.2 Corpus

A massive historical corpus is required to train distributional semantic models. This is because the words whose distributional properties we are interested in must appear frequently enough in each time period in order to collect enough statistical information about their properties. Clearly, the time resolution of any analysis on such models is limited by the nature of the historical corpus: the finer the tagging for time, the finer the analysis can be.

Google Ngrams is the best available historical corpus for our purposes, as it provides an unprecedented time resolution – year by year – on a massive scale; the second largest historical corpus is about 1000 times smaller. Tens of millions of books were scanned as part of the Google Books project, and aggregated counts of Ngrams on a yearly resolution from those books are provided.

We used a recently published syntactic-Ngram dataset (Goldberg & Orwant 2013), where the words1 are analyzed syntactically using a dependency

1 The present study deals with word forms rather than lexemes. While this is possibly a shortcoming, it is shared by most NLP studies of massive corpora. Furthermore, the issue is less likely to affect English, with its relatively poor morphology, than other languages. Nevertheless, one might speculate about the effects of this. For example, it might be that the meaning of a specific verb forms in the corpus will be narrower than that of specific noun forms, overall, in an analysis based on word forms than in one based on lexemes. While it would be of considerable interest to conduct an experiment to determine the effect of using word forms versus lexemes, the issue has never been dealt with explicitly in computational linguistics, as far as we know, and it is beyond the scope of the present paper. We thank an anonymous reviewer for bringing this issue to our attention.
parser in their original sentences. The dataset provides aggregated counts of syntactic Ngrams on a yearly resolution that includes their part-of-speech (POS) assignments as well. The dataset distinguishes content words, which are meaning-bearing elements, from functional markers that modify the content words. Therefore, a syntactic Ngram of order N includes exactly N content words and few optional function markers. We used syntactic Ngrams of 4 content words from the English fiction books, and aggregated them over their dependency labels to provide POS Ngrams. The following is an example POS Ngram from the corpus.

(4) and_CC with_IN sanction_NN my_PR tears_NN gushed_VB out_RB

Verbs, nouns, and adjectives below a certain frequency threshold, and all the rest of the POS assignment, lose their tags. In this Ngram, only tears retains it.

The historical corpus is sorted diachronically, with 10 million POS Ngrams (about 50 million words) per year for the years 1850-2000. When the number of POS Ngrams in the corpus for a given year was bigger than that size, due to the increasing number of published and scanned books over time, a random subsampling process was conducted to keep a fixed corpus size per year. This resulted in a corpus size of about 7.5 billion words. Only the words of interest, the most frequent words in the corpus, retain their POS assignment, while the rest of the words reverted to their original word forms. All words were lowered case.

2.3 Diachronic Analysis

After initialization, the model is trained incrementally, one year after the other, for the entire historical corpus (POS-tagged and untagged words alike). In this way, the model’s vectors at the end of one year’s training are the starting point of the following year’s training, which make them comparable diachronically. The model is saved after each year’s training, so that the words' vectors could be later restored for synchronic and diachronic analyses.

The words vectors are compared diachronically in order to detect semantic change. Based on the affinity between similarity in meaning and similarity in vectors described in §2.1, semantic change is defined here as the difference between a word’s two vectors at two time points. This allows us to quantify

---

2 We use the term “part-of-speech” abbreviated POS, in the context of Natural Language Processing tagging, and the term “word class” otherwise.

3 These include the following dependency labels: det, poss, beg, aux, auxpass, ps, mark, complm and prt.

4 From the 2nd version of Google books.
semantic change in a straightforward fashion: the bigger the distance between the two vectors of a given word, the bigger the semantic change that this word underwent over that period of time. Specifically, the comparison is defined as the cosine distance between the word’s two vectors according to equation 1, with 0 being identical vectors and 2 being maximally different. This is carried out for the entire lexicon.

\[(1)\quad \Delta W_{t_0 \rightarrow t_1} = 1 - \frac{v_{w}^{t_0} \cdot v_{w}^{t_1}}{\|v_{w}^{t_0}\| \cdot \|v_{w}^{t_1}\|}\]

where \(v_{w}^{t_0}\) and \(v_{w}^{t_1}\) are the word’s \(w\) vectors at two time points, \(t_0\) and \(t_1\), respectively.

In the following section, we present an experiment that investigates the relationship between word class assignments and likelihood of change.

3. EXPERIMENT

In this experiment, we evaluate the hypothesis that different parts of speech change at different rates. As noted above, we assume that the null hypothesis is that there is no difference between part of speech assignment and rate of change. However, we predict that there will indeed be differences, based on the fact that different parts of speech prototypically encode cognitively different things: nouns prototypically encode entities, verbs prototypically encode events, and adjectives prototypically encode properties. Moreover, different parts of speech can have significantly different collocational properties, i.e., they occur in different types and ranges of contexts. Finally, pilot studies of this question (Sagi et al. 2009) have indicated that some verbs show a higher rate of change than some nouns.

The word2vec model\(^5\) was initialized with the length of vector set to 52, which means that the words’ contexts are captured in a 52-dimension semantic hyper-space. The model was trained over the POS-tagged English fiction corpus (see §2.2), using the method described above (see §2.3). Words that appeared less than 10 times in the entire corpus were discarded from the lexicon and were ignored by the model.

The vectors of the 2000 most frequent verbs, nouns and adjectives (6000 in total) as they appear in the corpus were defined as the words-of-interest, and restored from the model at every decade from 1900 till 2000. For each word, the cosine distances between its vectors at every two consecutive decades were computed using equation (1). This resulted in 6000x10 semantic

\(^5\) We used genism python library for its word2vec implementation (Řehůřek & Sojka 2010).
change scores that represent the degree of semantic change that each word underwent in every decade throughout the twentieth century (e.g., 1900-1910, 1910-1920, until 1990-2000). The average semantic change scores of each POS assignment were compared between groups.

4. RESULTS

Figure 2 shows the average semantic change for the different POS assignment groups at ten decades throughout the twentieth century. The results were submitted to a two-way ANOVA with POS assignment and decade as the independent variables. The first main effect, also clearly visible, is that the POS assignment groups differ in their rates of semantic change over all the decades ($F(2,59970) = 6464$, $\eta = .177$, $p$-value $<.001$). The second main effect is that the semantic change rate appears to differ throughout different decades across all POS assignment groups ($F(9,59970) = 576$, $\eta = .08$, $p$-value $<.001$). The interaction between the variables was found to be significant as well ($F(18,59970) = 14.34$, $\eta = .004$, $p$-value $<.001$). This means that the rate of semantic change along the decades is not uniform across the POS assignment groups. However, the effect size of the first two variables reported above is robust, accounting for 17.7% and 8% of the overall variance in the words semantic change, respectively, which render these variables highly meaningful. In contrast, the effect size of the aforementioned interaction accounts for only 0.4% of the variance, which makes it unimportant, albeit statistically significant.

In order to evaluate the source of the first main effect – the difference in the rate of semantic change between the POS assignment, we conducted permutation tests as a post-hoc analysis on the pairs verbs-nouns and nouns-adjectives. The permutation tests created null hypotheses for each pair by assigning words to one of the two POS group randomly, then computing the differences between the averages of the two groups, and repeating the process 10,000 times for each decade. These distributions were later compared to the real differences in the average semantic change in each decade, so that their statistical significance could be evaluated. The permutation tests corroborate what is visibly clear from the descriptive pattern of the results (all $p$-values $<.001$), that verbs change more than nouns, and nouns change more than adjectives.
5. INTERACTION WITH OTHER FACTORS: FREQUENCY AND PROTotypicality

In previous work, at least two observable properties of words have been argued to be causally implicated in semantic change, word frequency and prototypicality. We wanted to test their joint involvement in semantic change in light of the aforementioned findings.

5.1 Frequency

Frequency is often linked to language change, but its exact effects still remain to be worked out (Bybee 2006, 2010). While frequency clearly facilitates reductive formal change in grammaticalization and in sound change, it also protects morphological structures and syntactic constructions from analogy (e.g., irregular verbs forms are more frequent). Since no explicit hypothesis has been made regarding the role of frequency in semantic change per se, we set out to test the hypothesis that frequency plays some role in semantic change.
change. The null hypothesis was that there is no correlation between words’ frequencies and their degree of semantic change.

Token frequencies were extracted from the entire corpus (about 7.5 billion words) and served as the words frequencies. The degrees of semantic change were taken from the results reported in §4 above.

In general, frequency was not found to correlate with the degree of words’ semantic change over the ten decades in the twentieth century. Only four decades (1900-1910; 1910-1920; 1950-1960; 1960-1970) showed significant (p-value <.01) correlations. However, such correlations are so small, with maximum correlation coefficient <.07, that in terms of their effect size they account for less than 0.5% of the variance in the semantic change scores. Similar results were obtained when the analysis was repeated for each POS assignment group separately. Most correlations were statistically insignificant, and the ones that were significant were very small. Overall these results suggest that frequency plays little or no role in semantic change. We think that this result is surprising, since frequency is often thought to correlate with the degree of entrenchment of linguistic items in the mental lexicon (Bybee 2010). As such, one might hypothesize that words with high token frequency might be “protected” from semantic change. However, this hypothesis is counter-indicated by the results of our experiment. It may be that token frequency is, in the end, mainly responsible for coding asymmetries (Haspelmath 2008) and does not contribute much to semantic change per se.

5.2 Prototypicality

One of the model’s inherent properties is that similar words have similar vectors (see §2.1). This makes the vectors ideal for clustering, where each cluster captures the words’ “semantic landscape,” as Hilpert & Perek (2015) call it. Importantly, it turned out that these clusters exhibit an internal structure, with some words closer to the center and others further away. In Dubossarsky et al. (2015) we analyzed this structure, and interpreted the distance of a word from its cluster center to reflect its degree of prototypicality, which is the degree by which a word resembles its category prototype. Crucially, this prototypicality was found to play an important role in semantic change, as the further a word is from its category’s prototype, the more likely it is to undergo change.

We employ the methodology described in Dubossarsky et al. (2015) to the current dataset. Specifically, for each decade we cluster the 6000 word vectors using 1500 clusters, and compute the words’ distances from their cluster centroids. This resulted in ten “prototypicality scores” for each word.

In Table 2, we present two clusters as examples. In each cluster, the words are sorted in prototypicality order (distance from their cluster’s center). As a
result, said and chamber/room, appear at the tops of their lists, and constitute the most prototypical exemplars in their clusters, *verbs of utterance and enclosed habitats for humans* (see Dubossarsky et al. 2015 for further examples).

<table>
<thead>
<tr>
<th>Verb</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>said_VB</td>
<td>0.06</td>
</tr>
<tr>
<td>exclaimed_VB</td>
<td>0.08</td>
</tr>
<tr>
<td>answered_VB</td>
<td>0.08</td>
</tr>
<tr>
<td>added_VB</td>
<td>0.11</td>
</tr>
<tr>
<td>whispered_VB</td>
<td>0.13</td>
</tr>
<tr>
<td>cried_VB</td>
<td>0.14</td>
</tr>
<tr>
<td>murmured_VB</td>
<td>0.15</td>
</tr>
<tr>
<td>growled_VB</td>
<td>0.16</td>
</tr>
<tr>
<td>repeated_VB</td>
<td>0.2</td>
</tr>
<tr>
<td>muttered_VB</td>
<td>0.25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noun</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>chamber_NN</td>
<td>0.04</td>
</tr>
<tr>
<td>room_NN</td>
<td>0.04</td>
</tr>
<tr>
<td>drawing_NN</td>
<td>0.05</td>
</tr>
<tr>
<td>bedroom_NN</td>
<td>0.06</td>
</tr>
<tr>
<td>kitchen_NN</td>
<td>0.07</td>
</tr>
<tr>
<td>apartment_NN</td>
<td>0.1</td>
</tr>
</tbody>
</table>

*Table 2.* Two word clusters, with POS tags and distances from their centroid, sorted in ascending order of the latter.

We used this approach to extend our previous finding that focused on semantic change in only one decade (1950-1960) to the entire twentieth century. Indeed, prototypicality at the beginning of each of the ten decades was related to the semantic change the words underwent by the end of that decade. Correlation coefficients ranged between \(r=.27\) and \(r=.35\), with average coefficient of \(r=.32\) (all \(p\)-values <.001). This means that the farther a word is from the prototypical center of its category, the more likely it is to undergo semantic change, and attests to the meaning-conserving nature of prototypicality in semantic change. This could be called the “Diachronic Prototypicality Effect”.

5.3 Regression analysis

It is intuitively clear that semantic change is not induced solely by a single factor, and that different factors may also be involved. Therefore, we wanted to evaluate the interaction between the two factors that were proven to be involved in semantic change, word class assignment and prototypicality.

In order to discern the contribution of these two factors, whether they complement each other or are to a large extent redundant, they were submitted to a multiple linear regression analysis. Prototypicality, as distance from centroid, and POS assignment were the independent variables, and the semantic change scores was the dependent variable. Regression analyses were conducted for these variables at each of the ten decades, and also pulled over all the decades.

Table 3 shows the contribution of each of the two variables in accounting for the semantic change in each of the ten decades examined as well as overall
the decades (all the results reported were statistically significant p-value < .01). The results show that the two variables account for a fair amount of the variance in semantic change, between 21%-29%. Although both variables account for a large part of semantic change when taken individually, POS plays a larger role. Prototypicality, despite playing a lesser role, accounts for a substantial amount of the variance in semantic change as well, which exactly reflects its correlation coefficients' values reported above.

Crucially, prototypicality’s unique contribution to the variance in semantic change, over and above what is being explained by POS, is smaller than its individual contribution. This indicates that the two variables overlap to a certain degree, and are not fully independent. However, the fact that prototypicality adds a substantial and unique explanatory power to the regression model suggests that different independent causal elements are involved in semantic change. Our variables are unable to capture these elements in a fully independent form, but different choice of variables, at a different linguistic level, perhaps could. Nevertheless, the results support the hypothesis that the different factors involved in semantic change can be ultimately teased apart.

<table>
<thead>
<tr>
<th>Decades</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>pulled</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS + Prototypicality</td>
<td>29</td>
<td>24</td>
<td>28</td>
<td>25</td>
<td>23</td>
<td>22</td>
<td>23</td>
<td>19</td>
<td>21</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>POS</td>
<td>24</td>
<td>17</td>
<td>23</td>
<td>19</td>
<td>19</td>
<td>16</td>
<td>20</td>
<td>12</td>
<td>14</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>Prototypicality</td>
<td>10</td>
<td>12</td>
<td>10</td>
<td>11</td>
<td>7</td>
<td>11</td>
<td>8</td>
<td>12</td>
<td>12</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Δ Prototypicality</td>
<td>5</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3. Percentages of the explained variance in semantic change with different combinations of variables throughout the 10 decades, and pulled over the decades.

6. DISCUSSION

In the above section, we have argued that the word class assignment of a word is a distinct and significant contributing factor to the likelihood for its meaning to change over time. While, as we have noted above, the null hypothesis is that part of speech assignment does not play a role in semantic change, it is nonetheless reasonable that verbs change at a faster rate than nouns, and that both change at a faster rate than adjectives.

For an explanation, we turn to psycholinguistic research that indicates that in particular contexts, verb meanings are more likely to be reinterpreted than noun meanings. In this section, we restrict ourselves to the noun-verb asymmetry, leaving adjectives for future research. Early work on this topic (Gentner 1981) identified a processing effect known as “verb mutability”
which basically says that “the semantic structures conveyed by verbs and other predicate terms are more likely to be altered to fit the context than are the semantic structures conveyed by object-reference terms” (Gentner & France 1988: 343). Broadly speaking, this effect states that when language users are confronted with semantically implausible utterances, e.g., *the lizard worshiped*, they are more likely to reinterpret the verb’s meaning than that of the collocate noun. While it would have been possible for lizard to be reinterpreted as meaning slimy man, in fact, experimental subjects preferentially reinterpreted the verb as meaning, e.g., look at the sun or some other action that lizards actually do. Similarly, given the utterance *the flower kissed the rock*, English speakers did not reinterpret the meaning of the nouns, e.g., a flower-like and rock-like person kissing, but rather of the verb, interpreting *kissed* as describing an act of gentle contact (Gentner & France 1988: 345).

The verb mutability effect requires explanation. Several types of explanations have been proffered which mostly have to do with the inherent semantic and formal properties of nouns as opposed to verbs:

2. Verbs are typically more polysemous than nouns (Gentner & France 1988).
3. Verbs are typically predicates, while nouns establish reference to objects (Gentner & France 1988).
4. Nouns concepts are more internally cohesive than verb representations (Gentner & France 1988).
5. Nouns are learned earlier than verbs, and presumably for this reason are more stable (Gentner & Boroditsky 2001).

However, all of these explanations have problems (Gentner & France 1988; Fausey et al. 2006; Ahrens 1999).

Our results do not allow us to take a position on the ultimate causal factors underlying the verb mutability effect, nor do we assume that it is universal.\(^6\)

---

\(^6\) Another line of research that may contribute to an explanation of this phenomenon is generally known as coercion, in which the meaning of a construction is “type-shifted” in appropriate contexts. For example, while the verb *know* in English has a stative default interpretation, when combined with an adverb like *suddenly*, e.g., *Suddenly, she knew it*, it takes on an inchoative meaning. Michaelis (2004) has provided a detailed theory of coercion in the framework of Construction Grammar, focusing on aspectual coercion. What we observe from the literature on coercion, although the point is not made explicitly therein, is that it is the event whose semantics is adjusted to fit the context, rather than the referring expressions.

\(^7\) For example, Ahrens (1999) shows that the verb mutability effect observed in Mandarin is different from that observed in English, and Fausey et al. (2006) found that Japanese does not show a robust noun-verb asymmetry.
Rather, we opportunistically embrace the observation that in English, the language investigated here, this effect has been shown to be robust. Under the assumption that diachronic biases are ultimately rooted in synchronic “online” performance or usage, we expect that the tendency of verbs’ meanings to be more frequently adapted to contexts of semantic strain than the meanings of their noun collocates should show up as a diachronic bias.

In fact, this is the leading hypothesis in most theories of semantic change: the interpretive strategies of language users, specifically listeners, are what lead to semantic reanalysis. For example, Bybee et al. (1994) propose that listeners’ inferences cause some types of semantic change observed in grammaticalization. Traugott & Dasher (2002) make a similar argument, couching their theory in Neo-Gricean pragmatics. Detges & Waltereit (2002) propose a “Principle of Reference”, according to which listeners interpret contextual meanings as coded meanings, and Heine (2002) talks about “context-induced reinterpretation”. However, closest to the type of effect discussed here is Regina Eckardt (2009) principle of “Avoid Pragmatic Overload”, which says that when listeners are confronted with utterances with implausible presuppositions, they may be coerced into a form-meaning remapping.8

Essentially, all of these theories argue that the ways in which listeners interpret semantically implausible utterances lead to biases in semantic change, and, ultimately, the appearance of “pathways” of semantic change. The verb mutability effect identified by Gentner (1981) may be one kind of synchronic interpretative bias implicated in the diachronic asymmetry observed in the present article: in terms of synchronic processing, verbs are more semantically mutable than nouns; correspondingly, in terms of diachronic change over time, verbs undergo more semantic change than nouns. However, the bridge between synchronic processing and diachronic change is not an obvious one. What does seem to be clear is that one would need an appropriate model of memory that would allow individual tokens of utterances, with their contextual meanings, to be stored as part of the representation of a word; for an example, see the exemplar-based model proposed in detail by Bybee (2010).

We would like to point out that we do not think that it is necessarily the word class as a structural label that is implicated in semantic change. Rather, we suspect, along with previous researchers, that this is but a proxy for another asymmetry: verbs, nouns, and adjectives prototypically encode different concepts, with verbs prototypically denoting events, nouns denoting entities, and adjectives denoting properties (Croft 1991, 2000, 2001). It is highly plausible

8 Grossman et al. (2014) and Grossman & Polis (2014) have applied the latter to long-term diachronic changes in Ancient Egyptian, which provides some necessary comparative data from a language other than the well-studied western European languages.
that the diachronic asymmetry observed in this article is the result of the semantics of the concepts prototypically encoded by a word class rather than the formal appurtenance to a word class per se.

7. CONCLUSIONS

In this paper, we have proposed that a computational approach to the problem of semantic change can complement the toolbox of traditional historical linguistics, by detecting and quantifying semantic change over an entire lexicon using a completely bottom-up method. Using a word2vec model on a massive corpus of English, we characterized word meanings distributionally, and represented it as vectors. Defining the degree of semantic change as the cosine distance between two vectors of a single word at two points in time allowed us to characterize semantic change. While in earlier work (Dubossarsky et al. 2015), we argued that the degree of semantic change undergone by a word was found to correlate inversely with its degree of prototypicality, defined as its distance from its category’s center, in the present article we argued that the degree of semantic change correlates with its word class assignment: robustly, verbs change more than nouns, and nouns change more than adjectives. A regression analysis showed that although these effects are not entirely independent from each other, they nevertheless complement each other to a large extent, and together account for about 25% of the variance found in the data. Interestingly, token frequency on its own did not play a role in semantic change.

These results are both reasonable and surprising. They are reasonable because part-of-speech assignment is probably a proxy for the prototypical meanings denoted by the different parts of speech. While verbs, nouns, and adjectives are formal categories of English (“descriptive categories,” Haspelmath 2010), and as such, may encode non-prototypical meanings (e.g., the English word flight denotes an event rather than an entity), the majority of frequently encountered nouns are likely to denote entities, verbs to denote events, and adjectives to denote properties. Our results indicate that the inherent prototypical semantics of parts-of-speech does indeed influence the likelihood of word meanings to change, individually and aggregately across a lexicon.

We have addressed one part of the diachronic data observed, by relating the diachronic noun-verb asymmetry to the findings of experimental psychology: verbs not only change more than nouns over time, their meanings are also more likely to be changed in online synchronic usage, especially under conditions of “semantic strain,” i.e., when language users are confronted with semantically implausible collocations. Under the assumption that semantic
change over time is the result of “micro-changes” in synchronic usage, we think it is plausible that the “verb mutability effect” may be part of a real causal explanation for the diachronic noun-verb asymmetry. To the extent that this assumption is correct, it provides further evidence for the need for rich models of memory, possibly along the lines of Bybee’s exemplar-based model.

Obviously, much remains for future research. The findings presented here are for a particular language over a particular time period. The most urgent desideratum, therefore, is cross-linguistic investigation. Since the computational tools used here require massive corpora, such cross-linguistic research would demand either larger corpora for more languages, or the development of computational tools that could deal adequately with smaller corpora. Another direction for future research is to continue to identify and tease apart the causal factors implicated in semantic change: while our findings account for a considerable amount of the variance found in the data, they hardly account for all of it. It is likely that further causal factors will be found both in purely distributional factors, the semantics of individual lexical items (given a finer-grained semantic tagging), and extra-linguistic factors. For example, our results show a lack of uniformity in the total amount of change across decades in the twentieth century, a finding that may be related to that of (Bochkarev et al. 2014), which showed that the total amount of change in the lexicons of European languages over the same time period correlated with actual historical events.

Despite the preliminary and language-specific nature of our results, we believe that this study makes a real contribution to the question of semantic change, by showing that a bottom-up analysis of an entire lexicon can identify and quantify semantic change, and that the interaction of the causal factors identified can be evaluated.
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Abstract

In this article, we use an automated bottom-up approach to identify semantic categories in an entire corpus. We conduct an experiment using a word vector model to represent the meaning of words. The word vectors are then clustered, giving a bottom-up representation of semantic categories. Our main finding is that the likelihood of changes in a word’s meaning correlates with its position within its cluster.

1 Introduction

Modern theories of semantic categories, especially those influenced by Cognitive Linguistics (Geeraerts and Cuyckens, 2007), generally consider semantic categories to have an internal structure that is organized around prototypical exemplars (Geeraerts, 1997; Rosch, 1973).

Historical linguistics uses this conception of semantic categories extensively, both to describe changes in word meanings over the years and to explain them. Such approaches tend to describe changes in the meaning of lexical items as changes in the internal structure of semantic categories. For example, (Geeraerts, 1999) hypothesizes that changes in the meaning of a lexical item are likely to be changes with respect to the prototypical ‘center’ of the category. Furthermore, he proposes that more salient (i.e., more prototypical) meanings will probably be more resistant to change over time than less salient (i.e., less prototypical) meanings.

Despite the wealth of data and theories about changes in the meaning of words, the conclusions of most historical linguistic studies have been based on isolated case studies, ranging from few single words to few dozen words. Only recently though, have usage-based approaches (Bybee, 2010) become prominent, in part due to their compatibility with quantitative research on large-scale corpora (Geeraerts et al., 2011; Hilpert, 2006; Sagi et al., 2011). Such approaches argue that meaning change, like other linguistic changes, are to a large extent governed by and reflected in the statistical properties of lexical items and grammatical constructions in corpora.

In this paper, we follow such usage-based approaches in adopting Firth’s famous maxim “You shall know a word by the company it keeps,” an axiom that is built into nearly all diachronic corpus linguistics (see Hilpert and Gries, 2014 for a state-of-the-art survey). However, it is unclear how such ‘semantic fields’ are to be identified. Usually, linguists’ intuitions are the primary evidence. In contrast to an intuition-based approach, we set out from the idea that categories can be extracted from a corpus, using a ‘bottom up’ methodology. We demonstrate this by automatically categorizing the entire lexicon of a corpus, using clustering on the output of a word embedding model.

We analyze the resulting categories in light of the predictions proposed in historical linguistics regarding changes in word meanings, thus providing a full-scale quantitative analysis of changes in the meaning of words over an entire corpus. This approach is distinguished from previous research by two main characteristics: first, it provides an exhaustive analysis of changes in the meaning of words over an entire corpus; second, it is fully bottom-up, i.e., the categories obtained emerge from the data, and are not in any way based on linguists’ intuitions. As such, it provides an independent way of evaluating linguists’ intuitions, and has the potential to turn up new, unintuitive or even counterintuitive
facts about language usage, and hence, by hypothesis, about knowledge of language.

2 Literature review

Some recent work has examined meaning change in large corpora using a similar bottom-up approach and word embedding method (Kim et al., 2014). These works analyzed trajectories of meaning change for an entire lexicon, which enabled them to detect if and when each word changed, and to measure the degree of such changes. Although these works are highly useful for our purposes, they do not attempt to explain why words differ in their trajectories of change by relating observed changes to linguistic parameters.

Wijaya and Yeniterzi (2011) used clustering to characterize the nature of meaning change. They were able to measure changes in meaning over time, and to identify which aspect of meaning had changed and how (e.g., the classical semantic changes known as ‘broadening,’ ‘narrowing,’ and ‘bleaching’). Although innovative, only 20 clusters were used. Moreover, clustering was only used to describe patterns of change, rather than as a possible explanatory factor.

3 Method

A distributed word vector model was used to learn the context in which the words-of-interest are embedded. Each of these words is represented by a vector of fixed length. The model changes the vectors’ values to maximize the probability in which, on average, these words could predict their context. As a result, words that predict similar contexts would be represented with similar vectors. This is much like linguistic items in a classical structuralist paradigm, whose interchangeability at a given point or ‘slot’ in the syntagmatic chain implies they share certain aspects of function or meaning.

The vectors’ dimensions are opaque from a linguistic point of view, as it is still not clear how to interpret them individually. Only when the full range of the vectors’ dimensions is taken together does meaning emerge in the semantic hyperspace they occupy. The similarity of words is computed using the cosine distance between two word vectors, with 0 being identical vectors, and 2 being maximally different:

\[ 1 - \frac{\sum_{i=1}^{d} W_i \times W'_i}{\sqrt{\sum_{i=1}^{d} (W_i)^2} \times \sqrt{\sum_{i=1}^{d} (W'_i)^2}} \]

Where \( d \) is the vector’s dimension length, and \( W_i \) and \( W'_i \) represent two specific values at the same vector point for the first and second words, respectively.

Since words with similar meaning have similar vectors, related words are closer to each other in the semantic space. This makes them ideal for clustering, as word clusters represent semantic ‘areas,’ and the position of a word relative to a cluster centroid represents its saliency with respect to the semantic concept captured by the cluster. This saliency is higher for words that are closer to their cluster centroid. In other words, a word’s closeness to its cluster centroid is a measure of its prototypicality. To test for the optimal size of the ‘semantic areas,’ different numbers of clusters were tested. For each the clustering procedure was done independently.

To quantify diachronic word change, we train a word vector model on a historical corpus in an orderly incremental manner. The corpus was sorted by year, and set to create word vectors for each year such that the words’ representations at the end of training of one year are used to initialize the model of the following year. This allows a yearly resolution of the word vector representations, which are in turn the basis for later analyses. To detect and quantify meaning change for each word-of-interest, the distance between a word’s vector in two consecutive decades was computed, serving as the degree of meaning change a word underwent in that time period (with 2 being maximal change and 0 no change).

Having two representational perspectives – synchronic and diachronic – we test the hypothesis that words that exhibit stronger cluster saliency in the synchronic model – i.e., are closer to the cluster centroid – are less likely to change over time in the diachronic model. We thus measure the correlation between the distance of a word to its cluster centroid at a specific point in time and the degree of change the word underwent over the next decade.

4 Experiment

We used the 2nd version of Google Ngram of fiction English, from which 10 millions 5-grams were sampled for each year from 1850-2009 to serve as our corpus. All words were lower cased.

Word2vec (Mikolov et al., 2013) was used as the distributed word vector model. The model was initiated to 50 dimensions for the word vectors’ representations, and the window size for context set to 4, which is the maximum size giv-
en the constraints of the corpus. Words that appeared less than 10 times in the entire corpus were discarded from the model vocabulary. Training the model was done year by year, and versions of the model were saved in 10 year intervals from 1900 to 2000.

The 7000 most frequent words in the corpus were chosen as words-of-interest, representing the entire lexicon. For each of these words, the cosine distance between its two vectors, at a specific year and 10 years later, was computed using (1) above to represent the degree of meaning change. A standard K-means clustering procedure was conducted on the vector representations of the words for the beginning of each decade from 1900 to 2000 and for different number of clusters from 500 until 5000 in increments of 500. The distances of words from their cluster centroids were computed for each cluster, using (1) above. These distances were correlated with the degree of change the words underwent in the following ten-year period. The correlation between the distance of words from random centroids of different clusters, on the one hand, and the degree of change, on the other hand, served as a control condition.

4.1 Results

Table 1 shows six examples of clusters of words. The clusters contain words that are semantically similar, as well as their distances from their cluster centroids. It is important to stress that a centroid is a mathematical entity, and is not necessarily identical to any particular exemplar. We suggest interpreting a word’s distance from its cluster’s centroid as the degree of its proximity to a category’s prototype, or, more generally, as a measure of prototypicality. Defined in this way, sword is a more prototypical exemplar than spear or dagger, and windows, shutters or doors may be more prototypical exemplars of a cover of an entrance than blinds or gates. In addition, the clusters capture near-synonyms, like gallop and trot, and level-of-category relations, e.g., the modal predicates allowed, permitted, able. The very fact that the model captures clusters and distances of words which are intuitively felt to be semantically closer to or farther away from a category prototype is already an indication that the model is on the right track.

Table 1: Example for clusters of words using 2000 clusters and their distance from their centroids.

<table>
<thead>
<tr>
<th></th>
<th>shutters, 0.04</th>
<th>windows, 0.05</th>
<th>doors, 0.08</th>
<th>curtains, 0.1</th>
<th>blinds, 0.11</th>
<th>gates, 0.13</th>
<th>gallop, 0.02</th>
<th>trot, 0.02</th>
<th>hat, 0.03</th>
<th>cap, 0.04</th>
<th>napkin, 0.09</th>
<th>spectacles, 0.09</th>
<th>helmet, 0.13</th>
<th>cloak, 0.14</th>
<th>handkerchief, 0.14</th>
<th>cane, 0.15</th>
</tr>
</thead>
</table>

Figure 1 shows the analysis of changes in word meanings for the years 1950-1960. We chose this decade at random, but the general trend observed here obtains over the entire period (1900-2000). There is a correlation between the words’ distances from their centroids and the degree of meaning change they underwent in the following decade, and this correlation is observable for different number of clusters (e.g., for 500 clusters, 1000 clusters, and so on). The positive correlations ($r > .3$) mean that the more distal a word is from its cluster’s centroid, the greater the change its word vectors exhibit the following decade, and vice versa.

Crucially, the correlations of the distances from the centroid outperform the correlations of the distances from the prototypical exemplar, which was defined as the exemplar that is the closest to the centroid. Both the correlations of the distance from the cluster centroid and of the distance from the prototypical exemplar were significantly better than the correlations of the control condition (all $p’s < .001$ under permutations tests).

In other words, the likelihood of a word changing its meaning is better correlated with the distance from an abstract measure than with the distance from an actual word. For example, the likelihood of change in the sword-spear-dagger cluster is better predicted by a word’s closeness.
to the centroid, which perhaps could be conceptualized as a non-lexicalized ‘elongated weapon with a sharp point,’ than its closeness to an actual word, e.g., sword. This is a curious finding, which seems counter-intuitive for nearly all theories of lexical meaning and meaning change.

The magnitude of correlations is not fixed or randomly fluctuating, but rather depends on the number of clusters used. It peaks for about 3500 clusters, after which it drops sharply. Since a larger number of clusters necessarily means smaller ‘semantic areas’ that are shared by fewer words, this suggests that there is an optimal range for the size of clusters, which should not be too small or too large.

4.2 Theoretical implications

One of our findings matches what might be expected, based on Geeraert’s hypothesis, mentioned in Section 1: a word’s distance from its cluster’s most prototypical exemplar is quite informative with respect to how well it fits the cluster (Fig. 1). This could be taken to corroborate Roschian prototype-based views. However, another finding is more surprising, namely, that a word’s distance from its real centroid, an abstract average of the members of a category by definition, is even better than the word’s distance from the cluster’s most prototypical exemplar.

In fact, our findings are consonant with recent work in usage-based linguistics on attractors, ‘the state(s) or patterns toward which a system is drawn’ (Bybee and Beckner, 2015). Importantly, attractors are ‘mathematical abstractions (potentially involving many variables in a multidimensional state space)’. We do not claim that the centroids of the categories identified in our work are attractors – although this may be the case – but rather make the more general point that an abstract mathematical entity might be relevant for knowledge of language and for language change.

In the domain of meaning change, the fact that words farther from their cluster’s centroid are more prone to change is in itself an innovative result, for at least two reasons. First, it shows on unbiased quantitative grounds that the internal structure of semantic categories or clusters is a factor in the relative stability over time of a word’s meaning. Second, it demonstrates this on the basis of an entire corpus, rather than an individual word. Ideas in this vein have been proposed in the linguistics literature (Geeraets, 1997), but on the basis of isolated case studies which were then generalized.

5 Conclusion

We have shown an automated bottom-up approach for category formation, which was done on an entire corpus using the entire lexicon. We have used this approach to supply historical linguistics with a new quantitative tool to test hypotheses about change in word meanings. Our main findings are that the likelihood of a word’s meaning changing over time correlates with its closeness to its semantic cluster’s most prototypical exemplar, defined as the word closest to the cluster’s centroid. Crucially, even better than the correlation between distance from the prototypical exemplar and the likelihood of change is the correlation between the likelihood of change and the closeness of a word to its cluster’s actual centroid, which is a mathematical abstraction. This finding is surprising, but is comparable to the idea that attractors, which are also mathematical abstractions, may be relevant for language change.
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Abstract

This article evaluates three proposed laws of semantic change. Our claim is that in order to validate a putative law of semantic change, the effect should be observed in the genuine condition but absent or reduced in a suitably matched control condition, in which no change can possibly have taken place. Our analysis shows that the effects reported in recent literature must be substantially revised: (i) the proposed negative correlation between meaning change and word frequency is shown to be largely an artefact of the models of word representation used; (ii) the proposed negative correlation between meaning change and prototypicality is shown to be much weaker than what has been claimed in prior art; and (iii) the proposed positive correlation between meaning change and polysemy is largely an artefact of word frequency. These empirical observations are corroborated by analytical proofs that show that count representations introduce an inherent dependence on word frequency, and thus word frequency cannot be evaluated as an independent factor with these representations.

1 Introduction

The increasing availability of digitized historical corpora, together with newly developed tools of computational analysis, make the quantitative study of language change possible on a larger scale than ever before. Thus, many important questions may now be addressed using a variety of NLP tools that were originally developed to study synchronic similarities between words. This has catalyzed the evolution of an exciting new field of historical distributional semantics, which has yielded findings that inform our understanding of the dynamic structure of language (Sagi et al., 2009; Wijaya and Yeniterzi, 2011; Mitra et al., 2014; Hilpert and Perek, 2015; Frermann and Lapata, 2016; Dubossarsky et al., 2016). Recent research has even proposed laws of change that predict the conditions under which the meaning of words is likely to change (Dubossarsky et al., 2015; Xu and Kemp, 2015; Hamilton et al., 2016). This is an important development, as traditional historical linguistics has generally been unable to provide predictive models of semantic change.

However, these preliminary results should be addressed with caution. To date, analyses of changes in words’ meanings have relied on the comparison of word representations at different points in time. Thus any proposed change in meaning is contingent on a particular model of word representation and the method used to measure change. Distributional semantic models typically count words and their co-occurrence statistics (explicit models) or predict the embedding contexts of words (implicit models). In this paper, we show that the choice of model may introduce biases into the analysis. We therefore suggest that empirical findings may be used to support laws of semantic change only after a proper control can be shown to eliminate artefactual factors as the underlying cause of the empirical observations.

Regardless of the specific representation used, a frequent method of measuring the semantic change a word has undergone (Gulordava and Baroni, 2011; Jatowt and Duh, 2014; Kim et al., 2014; Dubossarsky et al., 2015; Kulkarni et al., 2015; Hamilton et al., 2016) is to compare the word’s vector representations between two points in time using the cosine distance:

\[
cosDist(x, y) = 1 - \frac{x \cdot y}{\|x\|_2 \|y\|_2}
\]  

(1)
This choice naturally assumes that greater distances correspond to greater semantic changes. However, this measure introduces biases that may affect our interpretation of meaning change.

We examine various representations of word meaning, in order to identify inherent confounds when meaning change is evaluated using the cosine distance. In addition to the empirical evaluation, in Section 5 we provide an analytical account of the influence of word frequency on cosine distance scores when using these representations.

In our empirical investigation, we highlight the critical role of control conditions in the validation of experimental findings. Specifically, we argue that every observation about a change of meaning over time should be subjected to a control test. The control condition described in Section 2.1 is based on the construction of an artificially generated corpus, which resembles the historical corpus in most respects but where no change of meaning over time exists. In order to establish the validity of an observation about meaning change - and even more importantly, the validity of a law-like generalization about meaning change - the result obtained in a genuine experimental condition should be demonstrated to be lacking (or at least significantly diminished) in the control condition.

As we show in Section 4, some recently reported laws of historical meaning change do not survive this proposed test. In other words, similar results are obtained in the genuine and control conditions. These include the correlation of meaning change with word frequency, polysemy (the number of different meanings a word has), and prototypicality (how representative a word is of its category). These factors lie at the basis of the following proposed laws of semantic change:

- The Law of Conformity, according to which frequency is negatively correlated with semantic change (Hamilton et al., 2016).
- The Law of Innovation, according to which polysemy is positively correlated with semantic change (Hamilton et al., 2016).
- The Law of Prototypicality, according to which prototypicality is negatively correlated with semantic change (Dubossarsky et al., 2015).

Our analysis shows that these laws have only residual effects, suggesting that frequency and prototypicality may play a smaller role in semantic change than previously claimed. The main artefact underlying the emergence of the first two laws in both the genuine and control conditions may be due to the SVD step used for the embedding of the PPMI word representation (see Section 2.5).

2 Methods

The historical corpus used here is Google Books 5-grams of English fiction. Equally sized samples of 10 million 5-grams per year were randomly sampled for the period of 1900-1999 (Kim et al., 2014) to prevent the more prolific publication years from biasing the results, and were grouped into ten-year bins. Uncommon words were removed, keeping the 100,000 most frequent words as the vocabulary for subsequent model learning. All words were lowercased and stripped of punctuation.

This corpus served as the genuine condition, and was used to replicate and evaluate findings from previous studies. In this corpus, words are expected to change their meaning between decadal bins, as they do in a truly random sample of texts. According to the distributional hypothesis (Firth, 1957), one can extract a word’s meaning from the contexts in which it appears. Therefore, if words’ meanings change over time, as has been argued at least since Reisig (1839), it follows that the words’ contexts should change accordingly, and this change should be detected by our model.

2.1 Control condition setup

Complementary to the genuine condition, a control condition was created where no change of meaning is expected. Therefore, any observed change in a word’s meaning in the control condition can only stem from random “noise”, while changes in meaning in the genuine condition are attributed to “real” semantic change in addition to “noise”. Two methods were used to construct the corpus in the control condition:

Chronologically shuffled corpus (shuffle): 5-grams were randomly shuffled between decadal bins, so that each bin contained 5-grams from all the decades evenly. This was chosen as a control condition for two reasons. First, this condition resembles the genuine condition in size of the vocabulary, size of the corpus, overall variance in words’ usage, and size of the decadal bins. Second and
crucially, words are not expected to show any apparent change in their meaning between decades in the control condition, because their various usage contexts are shuffled across decades.

One synchronous corpus (subsample): All 5-grams of the year 1999, which amount to 250 million 5-grams, were selected from Google Books English fiction. 10 million 5-grams were randomly subsampled from this selection, and this process was repeated 30 times. This is suggested as an additional control condition since the underlying assumption is always that words in the same year do not change their meaning. Again, unlike in the genuine condition, any changes that are observed based on these 30 subsamples can be attributed only to "noise" that stems from random sampling, rather than real change in meaning.

2.2 Measures of interest

Meaning change: Meaning change was evaluated as the cosine distance between vector representations of the same word in consecutive decades. This was done separately for each processing stage (see Section 2.5). For the subsample condition, this was defined as the average cosine distance between the vectors in all 30 samples.

Frequency: Words’ frequencies were computed separately for each decadal bin as the number of times a word appeared divided by the total number of words in that decade. For the subsample control condition, it was computed as the number of times a word appeared among the 250 million 5-grams, divided by the total number of words.

2.3 Construct validity

To establish the adequacy of our control condition, we compared the meaning change scores (before log-transformation and standardization) between the genuine and the shuffled control conditions. Change scores were obtained by taking the average meaning change over all words in each decade using the representation of the final processing stage (SVD). An adequate control condition will exhibit a lower degree of change compared to the genuine condition, and is expected to show a fixed rate of change across decades (see 3a).

2.4 Statistical analysis

Following common practice (Hamilton et al., 2016), the 10k most frequent words, as measured by their average decadal bin frequencies, were used for the analysis of semantic change. Change scores and frequencies were log-transformed, and all variables were subsequently standardized.

A linear mixed effects model was used to evaluate meaning change in both the genuine and shuffled control conditions. Frequency was set as a fixed effect while random intercepts were set per word. The model attempts to account for semantic change scores using frequency, while controlling for the variability between words by assuming that each word’s behavior is strongly correlated across decades and independent across words as follows:

\[ \Delta w_i(t) = \beta_0 + \beta_f \text{freq}_{i,t} + z_{w_i} + \epsilon_{w_i} \quad (2) \]

Here \( \Delta w_i(t) \) is the semantic change score of the \( i \)’th word measured between two specific consecutive decades, \( \beta_0 \) is the model’s intercept, \( \beta_f \) is the fixed-effect predictor coefficient for frequency, \( z_{w_i} \sim N(0, \sigma) \) is a random intercept for the \( i \)’th word, and \( \epsilon_{w_i} \) is an error term associated with the \( i \)’th word. We report the predictor coefficient as well as the proportion of variance explained\(^1\) by each model. Only statistically significant results (\( p < .01 \)) are reported. All statistical tests are performed in R (lme4 and MuMIn packages).

2.5 Word meaning representation

We used a cascade of processing stages based on the explicit meaning representation of words (i.e., word counts, PPMI, SVD, as explained below) as commonly practiced (Baroni et al., 2014; Levy et al., 2015). For each of these stages, we sought to evaluate the relationship between word frequency and meaning change, by computing the corresponding correlations between these two factors in the subsample control condition.

Counts: Co-occurrence counts were collected for all the words in the vocabulary per decade.

PPMI: Sparse square matrices of vocabulary size containing positive pointwise mutual information (PPMI) scores were constructed for each decade based on the co-occurrence counts. We used the context distribution smoothing parameter \( \alpha = 0.75 \), as recommended by (Levy et al., 2015), using the following procedure:

\[ PPMI_{\alpha}(w, c) = \max \left( \log \left( \frac{\hat{P}(w, c)}{\hat{P}(w)\hat{P}(c)} \right), 0 \right) \]

\(^1R^2\) for mixed linear models (Nakagawa and Schielzeth, 2013)
where $\hat{P}(w, c)$ denotes the probability that word $c$ appears as a context word of $w$, while $\hat{P}(w)$ and $\hat{P}_\alpha(c) = \frac{\#(c)}{\sum \#(c)}$ denote the marginal probabilities of the word and its context, respectively.

**SVD:** Each PPMI matrix was approximated by a truncated singular value decomposition as described in (Levy et al., 2015). This embedding was shown to improve results on downstream tasks (Baroni et al., 2014; Bullinaria and Levy, 2012; Turney and Pantel, 2010). Specifically, the top 300 elements of the diagonal matrix of singular values $\Sigma$, denoted $\Sigma_d$, were retained to represent a new, dense embedding of the word vectors, using the truncated left hand orthonormal matrix $U_d$:

$$W_{i}^{SVD} = (U_d \cdot \Sigma_d)_i$$

(3)

These representations were subsequently aligned with the orthogonal Procrustes method following (Hamilton et al., 2016).

**Relation to other models:** (Levy and Goldberg) have shown that the Skip-Gram with Negative Sampling (SGNS) embedding model, e.g. word2vec (Mikolov et al., 2013) - perhaps the most popular model of word meaning representation, implicitly factorizes the values of the word-context PMI matrix. Hence, the optimization goal and the sources of information available to SGNS and our model are in fact very similar. We therefore hypothesize that conclusions similar to those reported below can be drawn for SGNS models.

## 3 Results

### 3.1 Confound of frequency

There are many factors that may confound the measurement of meaning change. Here we focus on frequency, and investigate the existence of an artefactual relation between frequency and meaning change. This is done by evaluating this relation in the subsample control condition. Any changes observed in this condition must be the consequence of inherent noise, since this control condition contains random samples from the same year (and the baseline assumption is that no change can be observed within the same year).

We first plotted the change scores that use the representation based on word count vs. word frequency. This resulted in a robust correlation ($r = -0.915$) between the two variables, as shown in Fig. 1a (see the analytical account in Section 5).

We repeated the same procedure using the PPMI representation, which showed a much weaker correlation with frequency ($r = -0.295$), see Fig. 1b.

Finally, we repeated the same procedure using the final explicit representation after SVD embedding\(^2\), see Fig. 1c. Surprisingly, the negative correlation with frequency was reinstated ($r = -0.793$). To investigate how this came about,\(^2\) Similar results were obtained for the implicit embedding (word2vec-SGNS) described in Section 2.5.

![Figure 1: Correlations in the control condition between change scores in the year 1999 and word frequency for three word representation types, based on: (a) Counts, (b) PPMI, (c) SVD. Correlation coefficients are reported above each subplot. LS regression lines are shown in dashed green.](image1.png)

![Figure 2: Cosine distances between PPMI and approximated PPMI representations (y-axis), plotted against frequency (x-axis). Correlation coefficient is reported above the plot.](image2.png)
we computed the change in the PPMI vectors before and after the low-rank SVD embedding using the cosine-distance. As apparent from Fig. 2, it turns out that the SVD procedure distorts data in an uneven manner - frequent words are distorted less than infrequent words. Thus we demonstrate that this reinstatement of correlation between frequency and change scores is merely an artefactual consequence of the truncated SVD factorization.

3.2 Construct validity

Potential confounding factors can be addressed by comparing any experimental finding to a validated control condition. Here we validate the use of the shuffled condition as a proper control. To this end, the average change scores of words per decade in both the genuine and shuffled conditions are compared within each processing stage. In the genuine condition, words appear in different usage contexts between decades, while in the shuffled condition they do not, because the random shuffling creates a homogeneous corpus. Therefore, the validity of the control condition is established if: (a) the change scores are diminished as compared to the genuine condition; (b) change scores are uniform across decades (since decades are shuffled); (c) the variance of change scores is smaller than in the genuine condition. As seen in Fig. 3a, all these requirements are met by the control condition. Note that the change scores in the shuffled condition are all significantly positive, namely, meaning change allegedly exists in this control condition. This supports the claim that any measurement is significantly affected by unrelated noise.

Thus, we have established that the shuffled condition is a suitable control for meaning change. While validity was established for each of the processing stages, the most robust effect was seen for the PPMI representation, following by SVD and word counts.

3.3 Accounting for the frequency confound

In Section 3.1 we used the subsample control condition to establish the confounding effect of frequency on meaning change. We now examine the extent to which this frequency confound exists in a historical corpus. We do so by comparing the frequency confound between the genuine historical corpus and the shuffled historical corpus.

To visualize the frequency confound in a manner comparable to the analysis presented in Section 3.1, we again plot change scores vs. frequency, ignoring the time dimension of the data. Fig. 3b presents this plot for the genuine condition. The same analysis is repeated in the shuffled condition, see Fig. 3c.

Both plots reveal a highly significant correlation between change scores and frequency. Furthermore, the fact that the correlation coefficients are virtually identical in the genuine and shuffled conditions, with $r = -0.748$ and $r = -0.747$ respectively, suggests that they are due to artefactual factors in both conditions and not to true change of meaning over time. In fact, this pattern of results is reminiscent of the spurious pattern we see in Fig. 1c.

The relation between frequency and meaning change can also be represented by a linear mixed effect model, with the benefit that this model enables the addition of more explanatory variables to the data. The regression model found frequency to have a negative influence on change scores.
Table 1: Results of one-predictor and two-predictor regression analysis in all conditions.

<table>
<thead>
<tr>
<th></th>
<th>PPMI + SVD</th>
<th>PPMI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Genuine</td>
<td>Shuffled</td>
</tr>
<tr>
<td>Frequency (one-predictor)</td>
<td>β</td>
<td>explained variance (σ²)</td>
</tr>
<tr>
<td></td>
<td>-0.91</td>
<td>67%</td>
</tr>
<tr>
<td>Frequency + Polysemy (two-predictor)</td>
<td>β frequency</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>0.43</td>
<td>68%</td>
</tr>
<tr>
<td>Frequency + Prototypicality (two-predictor)</td>
<td>β frequency</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>0.22</td>
<td>65%</td>
</tr>
</tbody>
</table>

with βf=-0.91 and βf=-0.75, for the genuine and shuffled conditions respectively. Importantly, frequency accounted for 67% of the variance in the change scores in the genuine condition, and was only slightly diminished in the shuffled condition, accounting for 56% of the variance. Similar results were obtained for the PPMI representation (see Table 1).

4 Revisiting previous studies

We replicated three recent results that were affected by this frequency effect, since they all define change as the word’s cosine distance relative to itself at two time points. These studies report laws of semantic change that measure the role of frequency in semantic change either directly (Law of Conformity), or indirectly through another linguistic variable that is dependent on frequency (Laws of Innovation and Prototypicality).

4.1 Laws of conformity and innovation

Continuing the work described in Section 3.1, we replicated the model and analysis procedure described in (Hamilton et al., 2016), where two predictors were used together to explain the change scores: frequency and polysemy. Polysemy, which describes the number of different senses a word has, naturally differs among words, where some words are more polysemous than others (compare bank and date to wine). Following (Hamilton et al., 2016), we defined polysemy as the words’ secondary connections patterns - the connections between each word’s co-occurring words (using the entries in the PPMI representation for that word). The more interconnected these secondary connections are, the less polysemic a word is, and vice versa. Polysemy scores were computed using the authors’ provided code\(^3\). We then log-transformed and standardized the polysemy scores. Next, frequency and polysemy were set as two fixed effect predictors in a linear mixed effect model, like the one described in Section 2.4.

Thus we were able to replicate the results in the genuine condition as reported in (Hamilton et al., 2016). Interestingly, the same pattern of results emerged, again, in the shuffled condition (see Table 1). Importantly, the difference in effect size between conditions, as evaluated by the explained variance of frequency and polysemy together, showed a modest effect of 8% over the shuffled condition, pointing to the conclusion that the putative effects may indeed be real, but to a far lesser extent than had been claimed. We conclude that adding polysemy to the analysis contributed very little to the model’s predictive power.

Since the PPMI representation (the explicit representation without dimensionality reduction with SVD) seems much less affected by spurious effects correlated with frequency (see Fig. 1b), we repeated the analysis of frequency described here and in Section 3.1 while using this representation. The results are listed in Table 1, showing a similar pattern of rather small frequency effect.

4.2 Prototypicality

Prototypicality is the degree to which a word is representative of the category of which it is a member (a robin is a more prototypical bird than a parrot). According to the proposed Law of Prototypicality, words with more prototypical meanings will show less semantic change, and vice versa. Following (Dubossarsky et al., 2015), we computed words’ prototypicality scores for each decade as the cos-distance between a word’s vec-

\(^3\)https://github.com/williamleif/histwords
tor and its k-means cluster’s centroid, and extended the analysis to encompass the entire 20th century. The previous regression model assumed independence between words, and therefore assigned words to a random effect variable. However, when modeling prototypicality, this assumption is invalid as relations between words are what inherently define prototypicality. We therefore designed a model in which decades, rather than words, are the random effect variable.

With this analysis the prototypicality effect seems to be substantiated in two ways. First, the addition of prototypicality explains an additional 5% of the variance. Second, the effect of prototypicality meets the more stringent requirement of being diminished in the shuffle condition (see Table 1). Nevertheless, here too the effect originally reported was found to be drastically reduced after being compared with the proper control.

5 Theoretical analysis

We show in Section 5.1 that the average cosine distance between two vectors representing the same word is equivalent to the variance of the population of vectors representing the same word in independent samples, and is therefore always positive. This is true for any word vector representation.

In Sections 5.2-5.3 we prove that the average cosine distance between two count vectors representing the same word is negatively correlated with the frequency of the word, and positively correlated with the polysemy score of the word.

5.1 Sampling variability and the cos distance

Lemma 1. Assume two random variables $x, y$ of length $\|x\|_2 = \|y\|_2 = 1$, distributed iid with expected value $\mu$ and covariance matrix $\Sigma$. The expected value of the cosine distance between them is equal to the sum of the diagonal elements of $\Sigma$.

Proof. 

\[
E(x - y)^2 = E(x - \mu)^2 + E(y - \mu)^2 + 2E(x - \mu)(y - \mu) = 2\sum E(x_i - \mu)^2 = 2\sum Var(x_i)
\]

\[
E(x - y)^2 = E(x^2) + E(y^2) - 2E(x \cdot y) = 2 - 2E \left( \frac{x \cdot y}{\|x\|_2 \|y\|_2} \right) = 2E(cosDist(x, y))
\]

It follows that

\[
E(cosDist(x, y)) = \sum Var(x_i)
\] (4)

Implication: The average cosine distance between two samples of the same random variables is directly related to the variance of the variable, or the sampling noise. This variance should be measured empirically whenever cosine distance is used, since only distances that are larger than the empirical variance can be relied upon to support significant observations.

5.2 Cos distance of count vectors: frequency

Next, we analyze the cosine distance between 2 iid samples from a normalized multinomial random variable. This distribution models the distribution of the count vector representation. Let $k_i$, $1 \leq i \leq m$ denote the number of times word $i$ appeared in the context of word $w$, and let $m$ denote the size of the dictionary not including $w$. Let $n = \sum k_i$ denote the number of words in the count vector of $w$; $n$ determines the word’s frequency score. Assume that the counts are sampled from the distribution Multinomial$(n, \bar{p})$, namely

\[
Prob(k_1, \ldots, k_m) = \left( \frac{n}{k_1 \cdots k_m} \right) p_1^{k_1} \cdots p_m^{k_m}
\]

Lemma 2. The expected value of the cosine distance between two count vectors $x, y$ sampled iid from this distribution is monotonically decreasing with $n$.

Proof. By definition, $1 - E[cosDist(x, y)]$ equals

\[
E \left[ \frac{x \cdot y}{\|x\|_2 \|y\|_2} \right] = \sum_i \left[ E(\frac{x_i}{\|x\|_2}) \right]^2 = \sum_i E_i^2
\] (5)

We compute the expected value of $E_i$ directly:

\[
E_i = \sum_{(k_1, \ldots, k_m)} k_i \sqrt{\sum_j k_j^2} \left( \frac{n}{k_1 \cdots k_m} \right) p_1^{k_1} \cdots p_m^{k_m}
\]

Using Taylor expansion:

\[
\frac{k_i}{\sqrt{\sum_j k_j^2}} = \frac{k_i}{\frac{1}{n} \sqrt{1 - \sum_{l \neq j} \frac{k_l k_i}{n^2}}} = \frac{k_i}{n} \left( 1 + \frac{\varepsilon}{2} + O(\varepsilon^2) \right)
\] (6)
where $\varepsilon = \sum_{l \neq j} \frac{k_i k_j}{n^2}$.

The expected value of the 0-order term with respect to $\varepsilon$ in (6) equals $p_i$, which is independent of $n$. We conclude the proof by focusing on the first order term with respect to $\varepsilon$ in (6), to be denoted $f_1$, showing that its expected value is monotonically decreasing with $n$. Specifically:
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With some algebraic manipulations, it can be shown that $M(1) > M(2)$ if the following holds:

$$
(\varphi_0 + \varphi_1)^2 \varphi_2 + (\psi_0 + \psi_1)^2 \psi_2 + (\varphi_0 + \varphi_1)(\varphi_0 - \varphi_2) > \psi_2 (\varphi_0 + \varphi_1)^2
$$

Thus when (8) holds, the average cosine distance between two samples of a certain word $w$ gets larger as $w$ acquires more meanings.

(8) readily holds under reasonable conditions, e.g., when the prior counts for each meaning are similar (as a set) and much bigger than the prior counts of the joint context words (i.e., $\varphi_0 = \psi_0 = \varepsilon$, $\varphi_1 = \varphi_2$, $\psi_1 = \psi_2$).

6 Conclusions and discussion

In this article we have shown that some reported laws of semantic change are largely spurious results of the word representation models on which they are based. While identifying such laws is probably within the reach of NLP analyses of massive digital corpora, we argued that a more stringent standard of proof is necessary in order to put them on a firm footing. Specifically, it is necessary to demonstrate that any proposed law of change has to be observable in the genuine condition, but to be diminished or absent in a control condition. We replicated previous studies claiming to establish such laws, which propose that semantic change is negatively correlated with frequency and prototypicality, and positively correlated with polysemy. None of these laws - at least in their strong versions - survived the more stringent standard of proof, since the observed correlations were found in the control conditions.

In our analysis, the Law of Conformity, which claims a negative correlation between word frequency and meaning change, was shown to have a much smaller effect size than previously claimed. This indicates that word frequency probably does play a role - but a small one - in semantic change. According to the Law of Innovation, polysemy was claimed to correlate positively with meaning change. However, our analysis showed that polysemy is highly collinear with frequency, and as such, did not demonstrate independent contribution to semantic change. For similar reasons, the alleged role of prototypicality was diminished.

These results may be more consonant than previous ones with the findings of historical linguistics, as it is commonly assumed that the factors leading to semantic change are more diverse than purely distributional factors. For example, socio-cultural, political, and technological changes are known to impact semantic change (Bochkarev et al., 2014; Newman, 2015). Furthermore, some regularities of semantic change have been imputed to ‘channel bias’, inherent biases of utterance production and interpretation on the part of speakers and listeners, e.g., (Moreton, 2008). As such, it would be surprising if word frequency, polysemy, and prototypicality were to capture too high a degree of variance. In other words, since semantic change may result from the interaction of many factors, small effects may be a priori more credible than large ones.

The results of our empirical analysis showed that the spurious effects of frequency were much weaker for the explicit PPMI representation unaugmented by SVD dimensionality reduction. We therefore conclude that the artefactual frequency effects reported are inherent to the type of word representations upon which these analyses are based. As the analytical proof in Section 5 demonstrates, it is count vectors that introduce an artefactual dependence on word frequency.

Intuitively, one might expect that the average value for the cosine distance between a given word’s vector in any two samples would be 0. However, Lemma 1 above shows that this is not the case, and the average distance is the variance of the population of vectors representing the same word. This result is independent of the specific method used to represent words as vectors. Lemma 2 proves that the average cosine distance between two samples of the same word, when using count vector representations, is negatively correlated with the word’s frequency. Thus, the role of frequency cannot be evaluated as an independent predictor in any model based on count vector representations. It remains for future research to establish whether other approaches to word representation, e.g. (Blei et al., 2003; Mikolov et al., 2013), have inherent biases.

While our findings may seem to be mainly negative, since they invalidate proposed laws of semantic change, we would like to point to the positive contribution made by articulating more stringent standards of proof and devising replicable control conditions for future research on language change based on distributional semantics representations.
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Abstract

The point of departure of this article is the claim that sense-specific vectors capture polysemy, which is based on performance gains in gold standard evaluation tests such as word similarity tasks. We demonstrate that this claim, at least as it is instantiated in prior art, is unfounded in two ways. Furthermore, we provide empirical data and an analytic discussion that may account for the previously reported improved performance. First, we show that ground-truth polysemy degrades performance in word similarity tasks. Therefore word similarity tasks are not suitable as an evaluation test for polysemy representation. Second, random assignment of words to senses is shown to improve performance in the same task. This and additional results point to the conclusion that performance gains as reported in prior work may be an artifact of random sense annotation, which is equivalent to sub-sampling and multiple estimation of word vector representations. Theoretical analysis shows that this may on its own be beneficial for the estimation of word similarity, by reducing the bias in the estimation of the cosine distance.

1 Introduction

Polysemy is a fundamental feature of natural languages, which typically have many polysemic words. Chair, for example, can refer to either a piece of furniture or to a person in charge of a meeting. Therefore both theoretical linguistics and computational linguistics seek to establish principled methods of identifying the senses that together constitute the meaning of words.

It is commonly assumed or claimed that standard word embeddings are unable to capture polysemy (Iacobacci et al., 2015), which results in sub-optimal performance in gold standard evaluation tests such as word similarity tasks, and potentially hamper performance in downstream tasks. The corollary assumption is that sense-specific representations will show improved performance on these evaluation tests. This assumption is conceptually attractive, since it makes sense that sense-specific representations are more accurate than global representations. For example, in translating ‘chair,’ it is reasonable that performance should improve if the two senses are represented separately. This view is supported by several studies (Huang et al., 2012; Neelakantan et al., 2014; Chen et al., 2014; Li and Jurafsky, 2015), which consistently argue that sense-specific representations lead to improved performance in word similarity tasks.

In contrast, recent studies (Arora et al., 2016; Sun et al., 2017) have argued against this claim, and show that global representations are able to capture polysemic information to a great extent. Additionally, they demonstrate that this information is in fact easily accessible for evaluation tests. Ideally, claims about polysemy should be evaluated using a gold standard evaluation set that is tailored specifically for polysemic words. As such a set does not exist, tasks involving word similarity tests have been used as a proxy (see Section 2). The underlying hypothesis is that enriching word vector representations with polysemic information should express itself in performance gains in these tasks. Unfortunately, this hypothesis has never been tested directly, and the ability of word similarity tests to directly benefit from polysemic information must first be validated if they are to serve as genuine evaluation sets in research on polysemy. Until this is done, the validity of any
reported positive effects of sense-specific representations on evaluation tests is to be treated with caution.

In this paper our first aim is to assess the validity of word similarity tasks as proper evaluation tests for polysemic word representations. We use two independent corpora in order to obtain polysemic vectors: (i) a sense-annotated corpus, and (ii) an artificially-induced annotated corpus, constructed by using an established method that we modify for our purposes. Surprisingly, our analyses show that even the most accurate sense-specific word vectors do not improve performance. In fact, peak performance is achieved when polysemic information is ignored, i.e., when all different annotated senses are collapsed to a single word, as they naturally appear in a normal text. These counter-intuitive results indicate that the word similarity tasks are not a suitable test to evaluate polysemic representations.

Although these negative results point to the inadequacy of the evaluation test, they may also point to a suboptimal representation of polysemy by the sense-specific vectors. We therefore ask whether the representation of polysemy in existing models indeed adequately captures the phenomenon it is meant to measure. We provide evidence that currently-used sense-specific representations might not adequately capture polysemy.

We thus identify two independent pitfalls in NLP research on polysemic representation: first, the inadequacy of currently-used evaluation tests, and second, current polysemic representations. Given these conclusions, a serious question arises: why might inaccurate polysemic representations would show superior performances in inadequate evaluation tests?

An alternative explanation for the reported effects may lie in an inherent property of sense-specific representations. The procedure of assigning a word occurrence to a particular sense amounts to a sampling procedure. This sampling procedure itself, regardless of its validity, may be the true source of the reported performance gains. To test this hypothesis, we created a control condition in which word occurrences are randomly assigned to different senses. Determining that an effect is attributable to genuine polysemy can only be established if a similar effect is lacking or significantly reduced in this control condition.

We demonstrate that performance gains are indeed obtained for a corpus with randomly assigned senses. In addition, we modify the polysemy representation model proposed by (Li and Jurafsky, 2015) to randomly assign words to senses, and observe that the effect size remains unchanged between the original and random conditions.

In support of our empirical findings, we discuss the difficulty of obtaining an unbiased estimator for the cosine distance between two normalized random variable vectors. This may provide a partial explanation for the empirical findings, under the assumption that words are better represented as a population of vectors. Specifically, the true source of the reported performance gains may be an artifact of a purely statistical benefit that derives from the assignment of words to particular senses, or separate sub-samples, which subsequently reduces the bias of the similarity estimator.

## 2 Background

Previous attempts to use polysemic information for enriching word representation report marked performance gains (Huang et al., 2012; Neelakantan et al., 2014; Chen et al., 2014; Li and Jurafsky, 2015). These studies use normal unannotated corpora, and therefore have to disambiguate the different senses of words before exploiting any sense-specific information. This approach produces (i) global vectors that represent a word’s meaning as a single vector (with no subdivision into distinct senses), as well as (ii) sense-specific vectors representing individual senses of words, determined in the disambiguation step, as separate vectors. For example, such approaches would represent the meaning of chair as a single vector, as well as distinct vectors for each of its multiple senses, e.g., “chair (person)” and “chair (furniture).”

In order to evaluate performance, the vectors created by the models are evaluated using two standard word similarity tasks, WordSim-353 (Finkelstein et al., 2001) and Stanford’s Contextual Word Similarities (SCWS) (Huang et al., 2012). These tasks comprise pairs of words and the similarity scores assigned to them by human annotators. For example, the similarity between table and chair might be rated as 0.8 (i.e., human annotators found these words to be very similar, but not perfectly so), while the similarity between table and tree might be rated as 0.3 (not very similar). The models used by Huang (2012) and others produce similarity scores for each word pair by
computing the cosine-distance between the word vectors for each pair. The model’s performance is then evaluated as the rank-order similarity in the order of pairs (Spearman correlation) between the human annotators’ scores and the scores produced by the model. In line with the assumption discussed above, one would predict that the rank-order similarity produced by the sense-specific vectors should outperform the one produced by the global vectors. In particular, more accurate sense-specific vectors should produce better results in these tasks; conversely, better performance on these tasks is interpreted as indicating that polysemy has been captured more accurately.

Computing word similarity is straightforward when each word is represented as a single vector, but it is less so when the meaning of a polysemic word is represented by multiple sense-specific vectors. This problem of matching the senses relevant for a specific word pair, i.e., matching the “person” sense of chair with the correct sense of the word meeting, poses a major hurdle for meaningful comparison, and has been tackled in three different ways: (i) average over all similarity scores between all the different possible pairs; (ii) weighted average over these scores according to the probability assigned to each of them by the disambiguation model; or (iii) selection of the most suitable sense according to the disambiguation model, and using only the corresponding similarity score.

Common sense suggests that the third approach should outperform the others, as it is based on the clearest distinction between the relevant and non-relevant senses. However, previous studies all report results that do not conform to the naive prediction. Rather, across studies, the best results are obtained for average and weighted average, followed by global (ignoring polysemy), while selection falls far behind the others. This counterintuitive observation suggests that the observed benefit may be less related to sense disambiguation than previously supposed.

3 Task validation

Generally, before any task can be used as an evaluation testbed for polysemy discovery algorithms or polysemous representations, we argue that the task itself should be validated as suitable (or not) for the intended purpose. We propose the following task validation methodology: (i) Start by identifying a corpus where polysemic information is known for a significant number of words. (ii) Compute two sets of word representations: $A_1$ - which computes a single representation for all words in the corpus, and $A_2$ - which computes multiple representations for each polysemic word in the corpus based on the different known senses of the word. (iii) Evaluate the task using the two representation sets $A_1$ and $A_2$. Only if significant performance gains can be shown when using $A_2$ as compared to $A_1$, the task can be used to evaluate polysemy representation.

3.1 Polysemy induction

A major drawback of the proposed methodology is that such annotated corpora are scarce, and the largest among them is still small. We therefore articulate a methodology to generate a task validation test from any corpus, even without prior annotation of polysemy. To this end, we use a variant of the pseudo-words approach (Gale et al., 1992), which we call polysemy induction. This allows us to subject any task, including the word similarity tasks, to a task validation test which is based on a much larger corpus.

More specifically, we induce polysemy in a natural corpus by randomly selecting pairs of words, then collapsing every pair of words into a single word-form while keeping their “sense tags” as polysemy annotation. For example ring and table may be collapsed to a single word with two senses, table$^1$ and table$^2$ respectively. The new corpus is polysemic with respect to the collapsed words, while all other words keep a single sense. This corpus has most of the features of a natural corpus, but unlike most natural corpora (and all large corpora), it contains polysemy annotation.

With this corpus, we follow the methodology for task validation described above: Let $A_1$ denote a set of word representations whereby every word (collapsed or natural) has a single representation, constructed without the use of polysemy annotation. Let $A_2$ denote a set of word representations whereby each collapsed word has two representations, each corresponding to one natural word from the original pair of words that have been merged. For task evaluation, the task is performed while using one of the two sets of representations. Only if $A_2$ leads to a significant performance gain in the task as compared to $A_1$, the task under examination should be considered adequate to eval-
uate polysemy computation, i.e., the accurate disambiguation and representation of word senses.

3.2 Methods

Word embedding model  
(word2vec) skip-gram model (Mikolov et al., 2013) is used to obtain vector representations for words. The model was separately trained over the corpus, the first time producing sense-specific vectors according to the annotated senses, and a second time producing global vectors by ignoring the annotated senses and collapsing all their occurrences to a single word. Throughout the analyses we used an embedding size of 300d, a window size of 5 words from each size of the target word, negative-sampling of 5 words, and an initial learning rate of 0.025.

Sense-annotated corpus  
We use OntoNotes (Weischedel et al., 2013), the largest available corpus annotated for word senses. This allows us to circumvent the problem of first disambiguating the words’ senses, and thus to directly test the utility of using polysemic information in word vector representations. The corpus contains 1.5 million English tokens, comprising about 50k English word types, of which 8675 word types are sense-annotated. Because the annotation is not uniform throughout the corpus (words are not annotated every time they appear), which can bias the analysis described below, we extract a subset of the corpus by removing sentences where polysemous words are not annotated, thus removing 40% of the corpus. stopwords as well as words occurring less than 10 times are ignored by the word representation models. All words are lowercased.

Sense-induced corpus  
Wikipedia dump (04/2017) is the original corpus from which a polysemic version is induced by randomly pairing words into a single word-form (see Section 3.1). stopwords and infrequent words (<300 tokens) are ignored by the word representation models.

Evaluation  
The utility of polysemic word representations is evaluated on the two word similarity tasks described. Crucially, the problem of matching the relevant sense in these tests (described in Section 2) is tackled by taking the average of the sense-specific representations and comparing it to the global word representations.

Recall that average was reported to be one of the best performing matching methods in previous work.

3.3 Results

Results clearly demonstrate that global representations are significantly superior to sense-specific representations in both evaluation tests and across corpora, as shown in Tables 1,2.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>GLOBAL</th>
<th>AVERAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS-353</td>
<td>44.7 (0.7)</td>
<td>41.3 (0.3)</td>
</tr>
<tr>
<td>SCWS</td>
<td>64.0 (0.4)</td>
<td>62.6 (0.6)</td>
</tr>
</tbody>
</table>

Table 1: OntoNotes scores on two word similarity tasks. GLOBAL ignores sense information, while AVERAGE uses sense information by taking the average of the sense-specific vectors. Standard deviation for 10 independent runs of the vector model shown in parentheses.

Fig. 1 summarizes the results. We compare the performance of each polysemic representation method to the results of the vanilla global representation, which serves as the baseline that they aim to improve. Thus we show the difference between the performance of each method and this baseline. This difference is expected to be positive, if the method indeed improves performance over baseline.

As clearly (and surprisingly) seen in Fig. 1, this
Table 2: Polysemy induced word similarity scores. Ideal Global uses the original Wikipedia scores with complete disambiguation of senses in the training set and the evaluation test, collapsed global uses the collapsed Wikipedia scores when sense information is ignored, while average uses the average over sense-specific representations. Several random pairing parameters were used to induce polysemy: induced P1: 10k words, induced P2: 6k words, induced P3: 2k words. Standard deviation for 10 independent runs in parentheses. Previous results are reported for comparison.

<table>
<thead>
<tr>
<th></th>
<th>Ideal Global</th>
<th>Collapsed Global</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>WS-353</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Induced P1</td>
<td>70</td>
<td>68.3 (1.5)</td>
<td>61.0 (0.7)</td>
</tr>
<tr>
<td>Induced P2</td>
<td>70</td>
<td>68.1 (0.5)</td>
<td>63.9 (2.8)</td>
</tr>
<tr>
<td>Induced P3</td>
<td>70</td>
<td>70.8 (0.7)</td>
<td>69.1 (1.1)</td>
</tr>
<tr>
<td>Huang</td>
<td>22.8</td>
<td>71.3</td>
<td></td>
</tr>
<tr>
<td>Neelakantan</td>
<td>69.2</td>
<td>70.9</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Ideal Global</th>
<th>Collapsed Global</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SCWS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Induced P1</td>
<td>65.7</td>
<td>64.2 (0.5)</td>
<td>50.1 (1.1)</td>
</tr>
<tr>
<td>Induced P2</td>
<td>65.7</td>
<td>64.8 (0.3)</td>
<td>56.7 (1.6)</td>
</tr>
<tr>
<td>Induced P3</td>
<td>65.7</td>
<td>66 (0.1)</td>
<td>63 (0.3)</td>
</tr>
<tr>
<td>Huang</td>
<td>58.6</td>
<td>62.8</td>
<td></td>
</tr>
<tr>
<td>Neelakantan</td>
<td>65.5</td>
<td>67.2</td>
<td></td>
</tr>
<tr>
<td>Li</td>
<td>64.6</td>
<td>66.4</td>
<td></td>
</tr>
</tbody>
</table>

It suggests that the failure to obtain performance gains in the word similarity tasks when using real ground-truth polysemy may be due to the need for additional information when computing similarity between words with multiple representations.

3.4 Discussion

The main result of the analysis described above is negative, demonstrating that word similarity tasks are not suitable to serve as gold standard tests for polysemy representation. However, the methodology we developed for polysemy induction constitutes a positive contribution, as it can be used to effectively test any task for its utility in the evaluation of polysemy representation while using state-of-the-art corpora. This may lead to the discovery of suitable tasks which can serve as gold standard evaluation tests for polysemy. Moreover, the use of polysemy induction adds yet another type of control to the NLP toolbox; such controls are still rarely implemented in NLP studies (but see (Dubossarsky et al., 2017)).

4 The statistical signature of polysemous representations

The reported lack of a positive effect could also stem from the inaccurate representation of polysemy by the sense-specific vectors. To evaluate this alternative, we look at the statistics of the pairwise similarity between the different sense representations. We start from the observation that polysemy is inherently defined by word senses that are distinguishable from each other. We therefore expect sense-specific representations of the same word to show a smaller resemblance to each other when genuine polysemy is captured, as compared to arbitrary assignment to senses.

4.1 Sense-specific vectors sets

Using the Wikipedia corpus, we investigated and compared 4 ways to obtain sense-specific word vector representations:

1. Wiki-induced: sense-specific vectors obtained by way of polysemy induction (see Section 3.1).

2. CRP-Original: the representations described in (Li and Jurafsky, 2015), reproduced using the provided code².

²https://github.com/jiweil/multisense-embedding
3. CRP-RANDOM: representation based on the random assignment of senses, obtained by modifying the code provided by (Li and Jurafsky, 2015). We changed only the words’ sense assignment process, in order to achieve random assignment of senses which is based on the same sense distribution as in the original model (see details in Section 6.1).

4. WIKI-RANDOM: random sense annotation (see details in section 6.1).

4.2 Comparing the different sets

For each word in each of the four polysemic vectors sets, the average cosine-distance between its different sense-specific vectors is computed. The distribution of these average distances within a specific set is defined as its ”polysemic signature”, which is then compared across sets.

The results are shown in Fig. 2, revealing marked differences in the polysemic signature of the four sense-specific vector sets. High polysemic signature is seen for the induced polysemy set, which is the only set with guaranteed semantically different senses. The two random sets have a rather small polysemic signature, while the model originally designed to recover true polysemy (Li and Jurafsky, 2015) has an intermediate polysemic signature, which is much closer to the signature of the two random sense sets.

Figure 2: Density distribution of polysemic signatures for the four sets, see text for details.

4.3 Discussion

The broader implications of these results on our research hypothesis can be understood in the context of the findings reported in Section 3.3. The results described in Fig. 1 demonstrate a marked difference between previously reported effects of improved performance, and the actual gain condition which shows a worsening of performance in the same task when polysemic information is included. The results demonstrated in Fig. 2 can be described as a negative image of those presented in Fig. 1. Specifically, the actual gain condition of the induced-polysemy has the largest polysemic signature as compared to the other conditions.

Together, these results indicate that the condition that demonstrates polysemy most clearly shows the poorest performance in the evaluation tests. The converse is also true: the conditions that demonstrate polysemy rather poorly show heightened performance in the evaluation tests. A gold standard for polysemy representation should entail that given optimal vector representations, performance on the evaluation tests would be optimal, and vice versa. Since our results demonstrate that the directions of optimal vector representation and optimal test performance are opposite, we are lead to the following conclusions: First, methods which provide improvement in the word similarity tasks may not necessarily be suitable for the recovery of polysemous vector representations. Second, the word similarity task is not a suitable evaluation test for studying the recovery of polysemy.

5 Theoretical discussion

In this section we recall and analyze some properties of the cosine distance, and describe how they may partially account for the empirical observations discussed in this article. The crucial point is to model the contextual representation of words as a distribution over some vector space.

Let $X_i$ denote the random variable which captures the contextual representation of word $i$. Let \( \{X_i^l, X_j^l \in \mathbb{R}^d\}_{l=1}^L \) denote a sample of such representations for words $i, j$ respectively, where $L$ denotes the sample size. $d$ corresponds to the dimension of the vector space when using word2vec representations, or the number of words in the dictionary when using explicit representations (e.g., PPMI) (see Section 3.2). To simplify the analysis, we further assume that $\|X^l\| = 1 \forall l$.

The similarity between two words $i, j$ can be plausibly measured (as customarily done) by the cosine distance between their contextual representations, namely, $\mathbb{E}[X_i X_j]$: \[ \mathbb{E}[X_i X_j] = \mathbb{E}[X_i] \mathbb{E}[X_j] + \text{cov}(X_i, X_j) \] (1)

Thus the average distance is not equivalent to the
distance between the average representations, with an additional bias term - \( \text{cov}(X_i, X_j) \) - which reflects the statistical dependence between the two vector representations \( X_i, X_j \). This term is significant, because the contextual representation of two words is likely to exhibit strong dependence, especially when the words are more similar.

This is where the problem lies. In the process of generating words’ representations, we start from a sample of sentences and generate a single representation. This representation is essentially our estimate of \( \mathbb{E}[X_i] \) for word \( i \). When multiplying two such representations in order to compute the cosine distance between them, we obtain an estimate for \( \mathbb{E}[X_i] \mathbb{E}[X_j] \), which is not a good estimate for \( \mathbb{E}[X_i X_j] \) because of the bias term in (1).

Ideally, in order to provide an unbiased estimate of \( \mathbb{E}[X_i X_j] \), we should divide the sample of sentences into mini-batches, compute the appropriate contextual representation for both words \( i, j \) from each mini-batch, and then directly estimate \( \mathbb{E}[X_i X_j] \) by taking the average multiplication of the corresponding representations in each mini-batch. Interestingly, in the process of generating polysemous representations, whether relying on true polysemy or arbitrary polysemy, we essentially accomplish the same goal: for each word, a mini-batch is replaced by the subset of sentences in which only one of the word’s meanings is present.

If sense matching (see Section 2) is achieved by way of average or weighted average, it implies that our estimate of word similarity should improve with the number of senses used in the analysis, especially when the assignment is arbitrary. Of course, any improvement is hampered by the deterioration in the quality of the contextual representation computed from the smaller mini-batch sample, and therefore improvement is only expected for a small number of real or artificial ”senses”.

6 Performance gain revisited

The empirical findings presented so far converge on the conclusion that the performance gains reported in prior art may not stem from the utility of polysemic information, as previously claimed, but are the result of an alternative source. In the theoretical discussion we argue that random sense annotation is equivalent to sub-sampling and multiple estimation of contextual vector representations, and that this alone may be beneficial for the estimation of word similarity. A reasonable conclusion may be promoted, that sub-sampling and multiple vector estimation may have produced the reported performance gains. In this section we test this hypothesis directly.

In order to do so, we propose a simple control condition, in which senses are randomly assigned to words in a corpus, and sense-specific vectors are produced in the same way as before. Determining that an effect is reliably attributed to genuine polysemy can only be established if a similar effect is lacking or significantly reduced in this control condition.

6.1 Random sense assignment

We investigated two ways to achieve random sense assignment:

Sim1: Sampling from a known distribution. For the entire corpus and vocabulary (100k words), we assigned senses at random from a known probability distribution (note that (Neelakantan et al., 2014; Li and Jurafsky, 2015) also took this entire vocabulary approach). After trying both the uniform and multinomial distributions, and with different numbers of possible senses for each distribution, we empirically found that the results differed only slightly between the conditions.

Sim2: Sampling from an unknown distribution. To test the hypothesis more directly against the sense distribution used in prior work, we first reproduced sense-specific vectors using the model and code described in (Li and Jurafsky, 2015). We kept their Chinese-Restaurant-Process probabilistic mechanism, where senses are assigned to words based on the similarity of their contexts. We only shuffled the elements of the final vector of sense assignments produced by the model. In addition and for further comparisons, we used the original code unchanged to reproduce another set of global and sense-specific vectors.

6.2 Performance boost due to word sampling

The results of Sim1 show a marked performance gain for the sense-specific vectors that were produced at random as compared to the global vectors (see Table 2 under dashed-line). In fact, the effect reported in (Neelakantan et al., 2014) is replicated almost exactly, perhaps due to the fact that they also used a fix number of senses for each word as

\footnote{For the purpose of this discussion we ignore sentences in which a word appears more than once.}
we did in this simulation. Furthermore, the results of Sim2 in Table 3 are almost identical in the original and random condition. This means that randomly assigning words to senses does not weaken the effect, even though it did change the “polysemic signature” (see Fig. 2).

<table>
<thead>
<tr>
<th></th>
<th>ORIGINAL</th>
<th>RANDOM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GLOBAL</td>
<td>AVE.</td>
</tr>
<tr>
<td>WS-353</td>
<td>61.0</td>
<td>67.8</td>
</tr>
<tr>
<td>SCWS</td>
<td>58.9</td>
<td>66.2</td>
</tr>
</tbody>
</table>

Table 3: Word similarity test scores based on the original (Li and Jurafsky, 2015) method, and on its modification with shuffled assignment.

Taken together, these two independent control conditions clearly show that an effect of the same magnitude as previously reported in several studies emerges under random sense assignment. Therefore, our findings strongly undermine the assumption that the reported effects are in any way related to actual polysemy.

7 Summary and Discussion

Here we investigate the validity of polysemic representation methods. First, we question the validity of using word similarity tasks to evaluate the performance of such methods. To test the claim that resolving the polysemy of words improves performance in these tasks, we used real-world polysemy in two independent conditions: (i) a human-annotated corpus that tags word senses and (ii) a corpus in which polysemy was induced in a controlled artificial fashion. In both conditions, the performance in the word similarity tasks deteriorated. This implies that previously observed improvements in performance in these tasks stem from one or both of the following: (i) the tasks are not suitable for evaluating sense-specific vectors, or (ii) the commonly produced sense-specific vectors do not accurately capture polysemy.

With regards to the first hypothesis, if the word similarity task is inadequate to evaluate polysemy, why would it show high gains for polysemic representations? One possibility is that polysemic informations per se is not required to drive such effects, and instead these effects are artificially caused by the procedures by which polysemous vectors are created. To prove this, we set out to demonstrate that even representations that bear no polysemic information could nonetheless yield improved performance due to a methodological artifact. We thus created a control condition, in which we randomly assign word occurrences to senses, and found that randomly-produced sense-specific vectors indeed showed a marked improvement in performance. Since this effect cannot stem from polysemy (which is lacking in this condition), it may only be the result of a methodological artifact - the sampling procedure entailed by the assignment of words to senses. Note that this experiment provides evidence against the validity of the evaluation task, but does not address the validity of representations, as both accurate or inaccurate representations would result in similar performance due to the same sampling artifact.

The existence of a sampling artifact is supported by our theoretical discussion, showing that multiple vector sampling can lower the bias of the estimator of the cosine distance between two vectorial random variables. The underlying assumption is that a better model for contextual word representation should employ a population of vectors. Thus, we demonstrate both experimentally and theoretically that the evaluation test does not provide a marker for the utility of polysemy, but is artifactually influenced by the procedure by which polysemic representations are created.

To address the hypothesis that polysemic representations may be inaccurate, we measured the similarity between word senses, as reflected by their sense-specific vectors. We found that sense specific vectors in previous studies were more similar to vectors obtained by assigning random polysemy, than to vectors obtained by polysemy induction. Nevertheless, we note that our proposed polysemic signature should be taken as a coarse “rule of thumb”, and more systematic manners for evaluating the accuracy of sense-specific representations should be employed in order to fully address this hypothesis.

Essentially, the findings reported here mean that there is no solid empirical foundation to the claim that sense-specific vectors improve performance in evaluation tests. In fact, they corroborate the general impression that polysemic representations do not improve performance on most downstream tasks (Li and Jurafsky, 2015). It may be the case that sense-specific vectors can or will show heightened performance on evaluation tests, or improve downstream tasks, but this will have to be demonstrated on the basis of tasks whose suitability has been properly validated, and any effects reported
will have to be supported by demonstrating that these effects are absent or strongly reduced in a properly articulated control condition.
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Chapter 6

Discussion and Conclusions

This dissertation has presented a new research paradigm for the study of semantic change. It presents the first large-scale bottom-up approach that uses Vector Space Models (VSM) and focuses on research questions originating in traditional linguistics. While computational approaches have some drawbacks (see Section 1.3), they also have important advantages. First, a bottom-up approach allows more objective research, as it prevents bias in the selection of examples. Second, large-scale studies make research more reliable, as findings are more credible when they are not based on a small set of examples (even if objectively chosen). These two aspects of computational approaches may contribute to a higher standard of research in semantic change.

In addition, we address fundamental methodological issues which are critical to both this emerging field and to the NLP research community at large. The fact that these type of research questions were never tested on a large scale, combined with the lack of an empirical research tradition in NLP, have made the development and adaptation of rigorous research methodologies of paramount importance.

The benefit of our approach for semantic change research

In two experiments (Chapters 2, 3), we were able to show the usefulness of a straightforward diachronic analysis of vector representations over an entire lexicon. In Chapter 2, we examined whether words with different parts-of-speech (POS) tags, i.e., Nouns, Verbs and Adjectives, differ in their rates of semantic change. This is the first time such a question could be experimentally tested, as it required a large-scale, bottom-up analysis over an entire lexicon, which was impossible until recently. We report robust and systematic differences in the rates of semantic change that are associated with different POS types. Specifically, throughout the 20th century we find that verbs show greater changes than nouns and adjectives. This regularity in semantic change, which we call the DIACHRONIC WORD-CLASS EFFECT, is a completely novel finding, which uncovers a covert regularity of semantic change that may only be observed on a large scale.

The novelty of such a finding is further attested by the fact that there was no linguistic theory that had predicted it (or was able to account for it). In the end, it was a
theory from psycholinguistics that suggested a synchronic cognitive mechanism that we propose is the source of the word-class effect. According to the verb mutability effect (Gentner and France 1988), language speakers prefer to modify the meaning of a verb, rather than that of a noun, when they encounter an utterance with semantic mismatch (e.g., *the lizard worshiped*). We hypothesize that this synchronic preference has an accumulated effect, which may explain why overtime verbs change more than nouns.

Ultimately, the fact that an "external" theoretical explanation was required further demonstrates the potential of this bottom-up approach in contributing to semantic change research. This novel finding extends beyond existing or expected results and provides surprising ones, and thus is able to nourish theoretical breakthroughs.

The second paper (see Chapter 3) tackles a theoretical question: are there linguistic factors that make certain words more prone to semantic change? The results obtained emphasize the importance of the semantic relations between words to their likelihood of change. According to the **diachronic prototypicality effect**, the degree of proximity of words to their category’s prototype (e.g., the proximity of a robin or a peacock to a prototypical ‘bird’), plays a decisive role in semantic change. Specifically, the more prototypical a word is (i.e., the more similar it is to its category prototype), the more “protected” it is from semantic change, and vice versa. This finding corroborates Geeraerts (1985, 1992) results, which were based on the descriptive analysis of only two verbs. Thus, this study further demonstrates the utility of our large-scale, bottom-up approach in contributing to the research for the linguistic causes of semantic change by rigorously testing and corroborating an existing theoretical hypothesis on a much larger scale.

The notion that words do not change in isolation but rather in an intricate manner that involves their relations with other words is not a novel one. For example, it has often been assumed that changes in words’ meanings are due to a tendency for languages to avoid ambiguous form-meaning pairings, such as homonymy, synonymy, and polysemy (Anttila 1989; Menner 1945). On the other hand, when related words are examined together, one word’s change of meaning often "drags along" other words in that semantic field, leading to parallel change (Lehrer 1985). The proposed diachronic prototypicality effect joins a recent study of Xu and Kemp (2015) in the renewal of interest in the idea that the inter-relations between words are central to predicting their trajectories of semantic change.

We hope that our research papers will contribute to the study of semantic change by tightly coupling the latest developments in NLP with linguistic questions. Our first publications were credited in recent studies that extended our approach to other aspects of semantic change or to other languages (Ponti et al. 2017; Rodda et al. 2017).

Our first two studies were unique in the landscape of this field of research. At the time when the research was carried out we gave little attention to methodological issues. Only after the studies were completed, and several other works appeared,
did we notice important methodological drawbacks that went unnoticed at first. These are, primarily, the lack of gold standard evaluation sets for semantic change and unvalidated metrics for semantic change. Traditionally, research on semantic change was not based on rigorous statistical analysis to test its hypotheses, simply because its small scale and subjective nature does not lend itself to such analyses. Likewise, statistical hypothesis testing has not been relevant for the vast majority of NLP works, most of which did not test theories. Only when these two streams of research are combined in our empirical framework do certain methodological issues surface. This is the background for last two studies in this dissertation, which take a more methodological approach, as the necessity and importance of dealing with these problems became clearer.

**Important methodological guidelines to this research field and a reminder to others**

The studies in Chapters 4 and 5 critically examine fundamental methodological issues in current research. Our third paper addresses the problem of assessing models of semantic change in the absence of gold standard evaluation sets, as well as validating their results. Specifically, we examine the standard metric that is used to evaluate semantic change – the cosine-distance between a word’s vectors at two periods – which despite being widely used has never been directly validated. We report that this method adds a bias to the estimate of semantic change, and that the size of this bias is inversely proportional to the words’ frequency (i.e., more frequent words produce a smaller bias, and vice versa). Ultimately, this bias comprises the lion’s share of the semantic change scores that are commonly reported across many studies.

With respect to the former laws of semantic change that were proposed, including our own (see bullet points in Section 1.2.4), we report that the Diachronic Prototypicality Effect was significantly diminished, and its true size is half what we previously reported in Chapter 3, explaining 5% of the total semantic changes of the whole lexicon as opposed to the 10% that was previously reported. Significantly, the laws proposed by Hamilton et al. (2016) were far more impaired by this bias, i.e., the Law of Conformity plunged to about 15% of its original reported size, and the Law of Innovation vanished completely. Importantly, the Diachronic Word-Class Effect that we reported in Chapter 2 is exempt from this scrutiny. This is because the words’ frequency, which is the driving source of this bias, is equated between the three groups of word classes, and therefore cannot serve as an alternative account for the results.

Of course there is nothing innately biased in the cosine-distance as a metric per se. Only its interaction with certain types of word vector representation is what turns it into a biased estimator for semantic change. This is demonstrated by the lack of bias for word representations that are based on Positive Pointwise Mutual
Information (PPMI), as opposed to the large bias observed for the more common representation types (PPMI + SVD and SGNS-word2vec). Clearly, for the purpose of evaluating semantic change using the cosine-distance, PPMI representations should be used. We conclude, however, that if other representations are chosen, their results should be critically compared to a proper control condition as our paper demonstrates. Importantly, we propose a general framework to circumvent the problem of assessing models’ quality in the absence of gold standard evaluation sets, as well as to verify the reliably of results obtained using such models. This framework is based on a critical comparison to a control condition and is not limited to semantic change research, but may be used in various research domains in NLP.

Interestingly, the very basis of our approach – the assumption that the distance between word vectors represent the semantic similarity between the words – has been called into question lately. Mimno and Thompson (2017), for example, have shown that vectors representations are sensitive to the hyper-parameters used in the training phase of the predictive word-embedding models (e.g., word2vec, Glove), which adds a substitutional stochastic artefact to the distances between these vectors. Other studies have analyzed an alternative approach to word meaning representations that is based on the words’ closest neighbors in the embedding space, and represents semantic changes in these words according to changes to each word’s closest neighbors. These studies conclude that this approach, perhaps the second most popular after the approach we use, leads to unstable word representations (Antoniak and Mimno 2017) and has low reliability (i.e., repeated initializations of the model led to markedly different results), and is specifically problematic for diachronic use (Hellrich and Hahn 2016).

Our results supplement these findings in two ways: first, by reporting a critical analysis on the other, more popular metric of semantic change that has similar reservations; and second, by advocating the importance of a principled methodological work that needs to be done in order to test the validity and reliability of any proposed variable before putting it to use in actual research. As this field of large-scale computational approach to semantic change research is still nascent, such methodological critics are well expected, but also paramount for the advancement of the research field at large.

Our last research paper (see Chapter 5) aims to improve word vectors such that they include polysemic information in a more accessible way for semantic change research. In this paper, we aim to test the feasibility of using sense-specific vectors as a more informed model for semantic change, due to their presumably more ecological representation of meaning. Specifically, we set to investigate the validity of the claim that sense-specific vectors truly represent polysemic information, a claim that was based on performance gains obtained in word-similarity tasks using these vectors. This is a necessary step before such vectors could be used as a viable tool to study changes in sense representations over time.
The crux of our paper is the validity of word-similarity tasks in evaluating polysemic word representation, because these are the main, almost solely tasks in which performance gains for sense-specific vectors were observed. In a series of critical evaluations, we found that performance gains similar in size to gains previously reported for sense-specific vectors (Huang et al. 2012; Li and Jurafsky 2015; Neelakantan et al. 2014) were obtained for vectors that were produced using random sense annotations. In contrast, we found that sense-specific vectors that were based on the most accurate sense distinctions in fact worsen performance compared to global word representations. This dissociation between sense-specific vectors and performance gains in word-similarity tasks undermines the claim that the latter are due to true polysemy distinctions that are captured by the sense-specific vectors, although it cannot completely rule out that sense-specific vectors do capture polysemy to some extent.

Importantly, our analysis does show that multiple estimations of word vectors through sub-sampling lead to performance gains, presumably as sub-sampling averages out random bias that is captured by the word vectors. This positive finding may be the true source of the performance gains obtained for sense-specific vectors, as their production is equivalent in some sense to a sub-sampling procedure.

Based on these two findings we conclude that the ability of current models of sense-specific vectors to truly capture polysemy is questionable at best, and probably false. As a result, these vectors cannot be used to in semantic change research to study changes in sense representations over time. Interestingly, recent studies have argued against the notion that polysemy must be represented using a distinct vector per sense, and showed that global representations are able to capture polysemic information to a great extent (Arora et al. 2016; Sun et al. 2017).

Overall, this paper provides a critical reevaluation of prominent results and common assumptions in polysemy research that are not limited to semantic change research. Our analyses and findings further promote the use of carefully designed control conditions and validation routines in NLP research at large. This joins our previous paper in emphasizing the importance of a meticulous evaluation, and sometimes re-evaluation, of working hypotheses that are considered fundamental, almost axiomatic, in the research field.
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