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Abstract. We propose a novel method for new view generation from
a rectified sequence of images. Our new images correspond to a new
camera model, which we call a bi-centric camera; in this model the centers
of horizontal and vertical projections lie in different locations on the
camera’s optical axis. This model reduces to the regular pinhole camera
when the two projection centers coincide, and the pushbroom camera
when one projection center lies at infinity. We first analyze the properties
of this camera model. We then show how to generate new bi-centric
views from vertical cuts in the epipolar volume of a rectified sequence.
Every vertical cut generates a new bi-centric view, where the specific
parameters of the cut determine the location of the projection centers.
We discuss and demonstrate applications, including the generation of
images where the virtual camera lies behind occluding surfaces (e.g.,
behind the back wall of a room), and in unreachable positions (e.g.,
in front of a glass window). Our final application is the generation of
movies taken by a simulated forward moving camera, using as input a
movie taken by a sideways moving camera.

1 Introduction

Existing approaches to the problem of new view generation from images can be
divided along the line of 3-D realism as follows:

— The goal of the first class of techniques is the generation of high quality and
veridical new images. One class of techniques involves image generation by
interpolation from dense samples [4, 8]. The basic idea is to initially build a
lookup table using many images of the given scene taken from many different
viewpoints. New views are then generated by resampling this (huge) lookup
table. Another class of techniques achieves view interpolation and extrapo-
lation via image transfer, using the epipolar geometry and structures such
as the trifocal tensor [1]. See additional references in [7].

— The goal of the second class of techniques is the generation of new images
for such purposes as compression and visualization. To this end the realistic
quality of the image is sacrificed, emphasizing instead the generation of a “vi-
sually compelling” image. This class includes mosaicking techniques, which
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paste images together based on image similarity in overlapping areas [11].
Other techniques achieve view interpolation and extrapolation by learning
the mapping between a set of stored images and various types of new images.
Once again, see [7] for references.

Both classes of techniques can be very useful when used within the domain in
which they are designed to operate. But these domains exclude many interesting
cases. Ray sampling techniques require a lot of carefully collected data and huge
memory. View transfer and learning techniques require image correspondence
and often use or compute geometric constraints. Finally, mosaicking techniques
generate images which do not typically deliver veridical sense of the three di-
mensional environment, and cannot be used reliably for purposes such as 3-D
planning and reasoning.

Our approach to new view generation combines mosaicking and ray sampling
methods, enjoying (we believe) the advantages of both. The new image is gen-
erated similarly to a “regular” panorama, by taking overlapping image strips
from successive images. But, as in ray sampling methods, strips corresponding
to different rays are sampled from each image in a systematic way. Like mosaick-
ing, our method is an image based approach, which uses minimal assumptions
and constraints about the input stream. But like ray-sampling, it is designed to
generate geometrically veridical views that can be generated by a known camera
model. Our new images are designed to give a geometrically consistent sense of
the three-dimensional environment.

In Section 2, we present the mathematical properties of the projection model
which describes the new views generated by our approach. It is not a true per-
spective camera model and therefore our new images cannot (even in principle)
be taken by an ideal pinhole camera. Therefore the examples which we give
should be used to judge whether the new images really give a compelling sense
of three-dimensions.

In Section 3 we describe how to generate new bi-centric views. Specifically,
we describe how to generate views taken from arbitrary new camera positions
by simply taking different vertical cuts in the epipolar volume of the original
sequence, and pasting the columns together. This simple setup requires that the
input stream be generated by a camera translating along a line in 3-D, without
changing its orientation or internal calibration (see discussion in Section 3).

In Section 4 we demonstrate a number of applications of our method: Starting
from a rectified sequence taken by a camera moving sideways, we can generate
images taken from virtual locations behind or in front of the moving camera. This
allows us to generate large field of view images taken (virtually) from impossible
locations, such as behind walls. Take, for example, an indoors scene; typically it
is not possible to photograph a whole room even from the position at the back
wall of the room, because the required field of view can be close to 180°. What
we propose to do instead is: (i) first take a sequence of images by moving along
the back wall of the room; (i) then generate a bi-centric image taken from a
virtual position which is far behind the back wall of the room. Our examples
below show that the effect can be quite striking.
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We can use the same principle in order to generate a simulated sequence
where the simulated camera moves towards a scene, using as input a sequence
generated by a camera moving sideways. This allows us to generate forward
moving movies under conditions that do not normally make the generation of
such movies possible; for example, when there are occluding surfaces in the scene
(such as a wall behind the camera) or obstacles to motion (such as a glass window
in front of the camera).

As our examples show, our simulated sequences are much more compelling
than the alternative, which is the simulation of forward motion by zoom. When
a camera zooms, all that happens is that the relative size of objects changes; the
overall scene, however, remains the same - no occluded objects come to view.
This is one reason why a zooming sequence does not give the viewer a sense of
forward motion. Our simulated sequences, on the other hand, give the impression
of real forward motion, with occluded objects appearing and disappearing in
accordance with the 3-D geometry.

Other applications of our method include: (i) the representation of a sequence
by a bi-centric panorama instead of the pushbroom panorama, which is typically
used when the camera is translating; (ii) new view generation for stereo viewing
or 3-D TV.

The idea of sampling columns from images has been explored before, most
recently in [9,13,12]. While [12] only used the constant sampling function (as
in the traditional pushbroom panorama), [9,13] indeed used a varying sampling
function for the columns (where [9] dealt with a sequence obtained by a cam-
era rotating off-axis on a circle, and [13] dealt with a sequence obtained by a
translating camera as we do here). However, like the other ray-sampling methods
described above, the proposed sampling methods in [9, 13] relied on the precise
measurement (or prior knowledge) of camera location and orientation along the
way. In addition, the “vertical distortion” was considered an artifact that needed
to be eliminated via the use of some domain knowledge or 3-D reconstruction;
consequently no analysis of the distortion and its geometric meaning was offered.

2 The bi-centric camera model

A camera model is, in general, a mapping from R® to R2, describing which
point in the real world (€ R?) is mapped to which point in the image (€ R?).
In particular, a pinhole camera is such linear mapping when using homogenous
(projective) coordinates to describe both world and image coordinate systems.
To describe the mapping of a projective camera, we use the following coor-
dinate systems of the so-called “standard camera” [3] (see Fig. 1(a)). The world
coordinates (X,Y,Z) of a point M in R® are measured in the 3-D coordinate
system whose origin is the focal center of the camera, X,Y denote the direc-
tions parallel to the horizontal and vertical image dimensions respectively, and
Z denotes the direction of the optical axis of the camera (perpendicular to the
image plane). The focal length of the camera, denoted by f, is the distance be-
tween the camera’s focal center and the image plane in this coordinate system.



4 In Proc. 7th Euro. Conf. of Computer Vision, Copenhagen, May 2002

Fig.1. (a) The standard camera. (b) Bi-centric camera. (c) A camera translating
sideways; we show two virtual bicentric camera centers behind the scene (C;) and in
the scene (C3).

Finally, the image coordinates (x,y) of a point m in R? are measured in the
coordinate system whose origin is the intersection of the optical axis with the
image plane, and z,y denote the directions of the horizontal and vertical image
axes respectively.

Using this notation, an ideal calibrated pinhole camera can be described by
the following mapping:

M=(X,Y,2) = m=(@y) =2 /o) (1)

To describe the calibrated bi-centric camera, we use the same 3-D coordinate
system, see Fig. 1(b). The center of vertical projection in all the images C,
is fixed at the origin, but the center of horizontal projections C} is located at
another point (0,0, —A) on the optical axis. This dissociation is the reason why
we call our camera bi-centric.

The focal length in the vertical dimension is denoted by f, and the focal
length in the horizontal direction is denoted f, = f, + A. It follows that the bi-
centric camera model used in our method corresponds to the following mapping
from R? to R2:

(xv.2) = @)= (fyggiy) ©)

In general, an image created by a bi-centric camera cannot be generated by
an ideal pinhole camera unless A = 0. When A = oo, the bi-centric camera
becomes a pushbroom camera, which corresponds to a vertical strip of sensors
translating sideways [5]). In this case (2) reduces to

xv.2) = @i=(%57)

One peculiarity of the bi-centric camera is the fact that straight lines are
not mapped to straight lines (which is also the case for the pushbroom camera).
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More specifically, given any 3D line not perpendicular to the optical axis Z,
denoted by (a + cA,b+ d), \), its projection is given by

@ = (L5525 0552) ®

It follows from (3) that A = % and A = bf P Therefore, for every point
(z,y) on the projection of the line

—Am +dA—b a

Thus the line is projected to hyperbolic segment. The boundaries of the projected
hyperbolic segment correspond to the visible end-points of the line Z = f,
(considering all points in front of the image plane) and Z = oco. The image
coordinates at these boundaries can be shown to be:

—y+ (be—ad) =0

Z=Ffy: z=a+cfy,y=0b+dfy
Z=00: x=cfyy=dfy 4)

Another interesting property of the bi-centric camera is the geometry of the
projection rays describing all the points which are projected to the same single
point in the image. These rays determine the occlusion properties of this camera
model: among all the points on the same projection ray, the one closest to the
camera occludes the others. In an ideal pinhole camera, a projection ray is an
optical ray — a 3-D line which passes through the focal center of the camera.

We find the projection rays of the bi-centric camera by solving directly from
(2) for all 3-D points which are projected to an image point (x,y):

{(Fora.220) 1rer)

This equation describes a ray (as in the models studied in [10,12]). For all

woA

points with £ = zg, these rays intersect at ,0, 0), whereas for all points

with y = yo, these rays intersect at (0, _?SA , —A). Note also that, rather than

having a single intersection as in the pinhole model, all camera rays intersect
one horizontal line (A,0,0) VA and one vertical line (0, u, —A) Vpu.

A bi-centric image contains distortions reminiscent of lens distortions (but
otherwise very different). Let us look at the difference between the image co-
ordinates of a 3-D point projected through a bi-centric camera to (z,y), and
the image coordinates of the same point projected through a pinhole camera to
(z',3"). The pinhole camera is assumed to be identical to the bi-centric camera
with A = 0. From (2) it follows that:

X X
" _
a:—fyZ, :c—sz v

y=y' =fy
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and the bi-centric distortion is

v _ by —@<1+é) (5)

m_fwz.;_%_fw Z

It follows from (5) that the distortion of a bi-centric image depends on depth.
There is no distortion near the image plane, for Z = f,, because z'/z = 1. The
distortion then increases as a function of % as the depth Z increases, for maximal

distortion of %% for distant points.

It is interegting to compare bi-centric distortions to pushbroom distortions,
where the depth-dependency of the distortion is maximal. Imagine a pushbroom
camera recording a scene which contains the full moon at its center. The moon,
being very far away, will be seen in the center of each image as the camera sweeps
sideways; in the final pushbroom image, the image of the full moon will be a
strip of light crossing the image horizontally from left to right. In the bi-centric
image, on the other hand, the full moon will be projected to an ellipse with
aspect ratio of f;/f,.

3 New view generation and the epipolar volume

In this section we describe a method to generate new bi-centric views from a
rectified sequence of images. We initially assume (Section 3.1) that the camera
is internally calibrated, and that it translates with constant speed in a direc-
tion parallel to the horizontal axis of its image plane. The uncalibrated case is
addressed in Section 3.2.

For a camera translating along a line in 3-D space, we can construct the
so-called “epipolar volume”, i.e., the box obtained by stacking the images one
in front of the other. Our key result is that every planar cut of this volume,
which is parallel to the Y axis of the box (or the vertical axis of the images),
corresponds to a new view of the scene taken with a bi-centric camera.

3.1 An internally calibrated camera

Assume that the input is a sequence of images, taken by an internally calibrated
pinhole camera whose projection model is given in (1). Assume further that the
camera is translating with constant speed sideways from left to right, in a direc-
tion parallel to the horizontal axis of its image plane. A schematic illustration
of this setup is given in Fig. 1(c), showing a top-down view of the sequence of
positions covered by the real camera’s focal center, and their corresponding fields
of view.

Suppose now that we generate a new image by taking successive vertical strips
from successive images (as is often done in mosaicking algorithms). However,
instead of taking the central strip from each image, we do something else: As
the first strip in our new image, we take the left-most strip from the first image
in the sequence. As the last strip in our new image, we take the right-most strip
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Fig. 2. (a) Bi-centric image formation; (b) bi-centric projection into the X-Z plane.

from the last image. In between, we incrementally sample successive columns
of the successive images and paste them side by side. The result is a bi-centric
image, whose horizontal size is larger than its vertical size.

Fig. 2(a) illustrates how this image can be generated by a single virtual bi-
centric camera. More specifically, suppose we have a sequence of images taken
with a pinhole camera with focal length f = f, at different positions along a
segment of the X axis. The projection model of the pinhole camera positioned
at (Xo,0,0) is given by (z,y) = (f£22,fYX). We use [—r,r] to denote the
horizontal range of each pinhole image, and X € [—[,[] to denote the range of
positions of the pinhole camera centers in R3.

The horizontal range of the new image is [—(r+1), (r+1)]. Foreach t € [-1,1],
we define the (I + 7)t column of the new image to be the rt column of the
pinhole camera positioned at (I¢,0,0) (It = Xy above). Now, for each column

z € [—(r +1),(r +1)] in the new image, t = £ and therefore it follows from

I+r
fEF = rt that

Tt A l z(Z + A) X
x="zin= Lz - R
7ot $<l+r f+l+r) . T lgia
where
l+r l
fa=1Ff s fy=f A=f-
r r

The above, together with the invariable property of the pinhole cameras y =
fy% yield the same model as described by (2).

In order to generalize this scheme, we first need to define the epipolar volume
(see Fig. 3). It is the volume obtained by stacking the images one in front of the
other; its axes are the horizontal image axis X, the vertical image axis Y, and
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Fig. 3. The epipolar volume: (a) an oblique view and an example vertical cut, (b) top
view.

time 7. A vertical planar cut in this volume is defined by a generating line in
the X — T plane. Every such cut defines a collection of successive vertical image
strips, which are combined to generate a new image - the wvertical cut image.
Assuming dense epipolar volume, we state the following result:

Result: every vertical cut image, defined by a vertical cut in the epipolar
volume, provides a bi-centric image.

In order to understand this result, consider the 2-D graph where one axis
corresponds to the columns in each image, the second axis corresponds to all
positions of a pinhole camera along the X axis (or equivalently, the X — T plane
of the epipolar volume). Let s € [—1,1] denote the index of the column axis
(X), and t denote the index of the motion axis (T"), corresponding to all pinhole
camera positions (It,0,0) for some | € R. If the pinhole cameras have a field of
view of 260, then s = fc:?l'é for the bi-centric column at the location Xy and angle
v from the optical axis (see Fig. 2(a)).

Let us consider now the line in s-¢ space given by t = as + 8 (see Fig. 3(b)).
For each s, the points projected by the camera located at (I¢,0,0) onto that
camera’s s column come in 3-D from the line (see Fig. 2(a)):

X =l as+ )+ Asfytanb, Y =Xy, Z=Af, VA

This 3-D line is projected onto point (sf;tan,y) in the vertical cut image;
therefore

- Bl B
al + Afytanf

— Bl

msztanessztanﬁ m

fztan@

as well as y = f, 2. Setting Xo = 8l and A = al/tan6, we obtain

X - X,

"=lzva
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Finally, we set f, = f, + A.
In summary, by sampling the epipolar volume along a vertical cut defined by
t = as + (3, the center of horizontal projections is located at

—al
tan @

(X, 2) = (L, ) (6)
Vice versa, from (6) it follows that in order to move the horizontal projection
center to X = Xo, Z = Zy, we must sample the vertical cut of the epipolar
volume defined by ¢t = as + 3, where § = él(l and a = —%Q tané.

Note that if the slope of the vertical cut is positive (a > 0), the horizontal
projection center of the camera is located backwards behind the moving camera.
In this case (see Fig. 1(c)), the leftmost column of the bicentric image comes
from the leftmost column of one of the input images. The rightmost column of
the bicentric image comes from the rightmost column of another input image
that occurs later in the sequence. On the other hand, if the slope is negative
(a < 0), the horizontal projection center of the camera is located forwards,
inside the scene. In this case, the leftmost column of the bicentric image comes
from the rightmost column of one of the input images. The rightmost column
of the bicentric image comes from the leftmost column of a later input image.
Consequently, to generate a consistent forward moving sequence, the inside-the-
scene images have to be mirrored.

The construction above gives us a bi-centric image where the virtual image
plane is located at Z = f,. The analysis of the bi-centric depth-dependent dis-
tortion in Section 2 tells us the following: if we photograph a fronto-parallel
square at depth Z, it will appear in the image as a rectangle with aspect ratio
of ( 2). Only squares on the image plane Z = f, will appear as squares.
Th1s is not an optimal choice for best “visual appeal”. Thus we choose some
fixed depth Zy by which we wish to normalize the image, and in the last step of
the new view construction we shrink the image vertically by the factor (1+ ZAO)
As aresult, planar objects at depth Zy appear in the image with veridical aspect
ratio. When A > 0, planar objects at depth Z > Z; appear horizontally elon-
gated, while planar objects at depth Z < Z, appear vertically elongated (and
vice versa, when A < 0).

The rationale for this specific normalization is the following: The distortion
on the image plane of points at depth Zg is ;—z (1 + ZAO) Since we wish to
preserve the horizontal angular field-of-view, we use the full range of columns
(i.e., leftmost to rightmost), which effectively means that we have canceled a
factor }cy out of the distortion; thus the remaining 1+ Z— is the factor by which
we must shrink the image vertically. Note that A is a value of our choice (e.g.,
by setting « in (6)), and Z, is the (physical) depth of the object we wish to
normalize by. Thus the normalization procedure is fully automatic.

We note that before normalization, as we move the horizontal projection
center, the image of a scene point moves horizontally on the image plane towards
the line x = 0. Thus the optical flow is linear and horizontal, and the FOE
is a vertical line (instead of a point). The final image scaling adds a vertical
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component to the optical flow, as a result of which the (combined) 2-D motion
field is not linear.

3.2 The uncalibrated camera

Suppose that the camera is not internally calibrated, and that its internal cal-
ibration remains fixed throughout the sequence. Let K denote the 3 x 3 upper
diagonal internal calibration matrix of the original camera. It can be shown that
when we construct a new image from a vertical cut in the epipolar volume, the
resulting image is still bi-centric, with the following effective internal calibration
matrix:

Kbi centric = dlag[&, 1, 1] -K
fy
(Details of the proof are omitted. The notation diag[%, 1,1] denotes a 3 x 3

diagonal matrix whose diagonal elements are ;:—z, 1,1 respectively.)

4 Results

We used a simulated 3-D scene and two real sequences to study bi-centric images
and demonstrate the applications discussed above.

4.1 Simulations

The simulated scene includes a set of boxes, whose organization on the plane
forms a grid, surrounded by a wall. A sequence was generated by the simula-
tion of a pinhole camera moving sideways behind the boxes but inside the wall.
Then virtual bicentric images were generated at different locations, including
behind the wall. We compared virtual bicentric images (Fig. 4(a)) with the ideal
perspective images taken from the location of the new horizontal projection cen-
ter with and without occluding surfaces (Fig. 4(b),(c)). We also compared with
panoramic images generated by traditional methods - pushbroom and panning
panorama (Fig. 4(d),(e)).

4.2 Real sequences

We took two real sequences using a camera with 48° field of view. We moved
the camera on a straight track, with the image plane roughly parallel to the
direction of motion, at approximately constant speed. In Fig. 5 we show three
frames from each sequence. For the cafeteria scene, 208 frames were captured on
a 4.4m track. For the laboratory scene, 360 frames were captured on a 2m track.
The bicentric images generated by our method are shown in Fig. 6 (a) and (b).
For comparison, we used the same camera to take an image with roughly the
same field of view in the laboratory (Fig. 6(c)).
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Fig. 4. Simulation results: a virtual bicentric image (a) is compared with the corre-
sponding pinhole image as it would have looked without (b) and with (c) occluding sur-
faces. We also show two traditional panoramic images generated from roughly the same
position as (a): (d) pushbroom, (e) cylindrical projection (panning, or self-rotating,
camera).

We also generated a dolly (move in) and a tracking (move in and sideway)
sequence for each scene, by picking subsets of consecutive frames in the input
sequence to produce a series of bicentric images. The sequences start with the
images shown in Fig. 6(a) and (b) respectively. Fig. 7 shows the middle and last
frames of the output sequences of the cafeteria scene. We scaled the height of
the last frame so that the aspect ratio of the windows at the back maintained its
veridical value. We interpolated the height for the rest of the frames. As another
application, a stereo pair of the cafeteria scene is shown in Fig. 7(e).

Similarly, Fig. 8 shows the middle and last frames of the two output sequences
of the laboratory scene. In this case, the height of the last frame is chosen to
maintain the veridical aspect ratio of the column in the middle of the scene.

Lastly, for comparison, we generated panoramas using the pushbroom camera
model. Figs. 9(a),(b) were generated by sampling the middle column of each
frame in the input sequences. For the cafeteria scene, the panorama was scaled
such that the aspect ratio of the table and chairs in the middle is veridical. For
the laboratory scene, the scale was fixed such that the computer, the table and
the monitor on the left side of the image have the correct aspect ratio.

5 Conclusions and future work

We presented a novel method for new view generation from rectified sequences
of images. Our method borrows from mosaicking and ray sampling approaches,
enjoying the advantages of both. As in regular mosaicking, a new image is cre-
ated by overlapping image strips from consecutive input images. However, as in
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Fig. 5. A few frames (360x240) of the input sequences. In the cafeteria scene: (a) first
frame; (b) middle frame; and (c) last frame. In the laboratory scene: (a) first frame;
(b) middle frame; and (c) last frame.

Fig. 6. Bicentric images generated from the sequences: (a) cafeteria scene; (b) labora-
tory scene. (c) Same scene in the laboratory captured by a projective camera at approx.
2m back from where the sequence was taken.

ray sampling methods, strips are sampled from each image in a consistent and
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Fig. 7. Bicentric sequences of the cafeteria scene: (a) Middle frame of the dolly sequence
(260 frames), generated from frames 70-137 of the input sequence; (b) Last frame of
the dolly sequence. The virtual camera center is in-the-scene. This frame is generated
from frames 77-130 of the input sequence, with leftmost column from the leftmost
column of frame 130 and rightmost column from the rightmost column of frame 77.
(c) Middle frame of the tracking sequence (208 frames), generated from frames 78-182;
(d) Last frame of the tracking sequence, generated from frames 52-53. (e) A stereo
pair - two bi-centric images obtained from two nearby positions; to view, use red-green
stereo glasses and put the red lense on the left eye. The sequences can be obtained
from http://www.cs.huji.ac.il/~ daphna/demos.html#bicentric.

systematic manner. Newly created images correspond to a new camera model
that we call a bi-centric camera; in this model the centers of horizontal and ver-
tical projections lie in different positions on the camera optical axis. We have
analyzed the properties of this model and demonstrated several applications,
including the generation of panoramic images, the generation of images where
the virtual camera lies in unreachable positions, and finally the generation of
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Fig. 8. Bicentric sequences of the laboratory scene: (a) Middle frame of the dolly se-
quence (300 frames), generated from frames 135-225 of the input sequence; (b) Last
frame of the dolly sequence. The virtual camera center is in-the-scene. This frame
was generated from frames 90-270 of the input sequence, with leftmost column from
the leftmost column of frame 270 and rightmost column from the rightmost col-
umn of frame 90. (c) Middle frame of the tracking sequence (360 frames), generated
from frames 117-297; (d) Last frame of the tracking sequence, generated from frames
53-54. Once again, the sequences can be obtained from http://www.cs.huji.ac.il/~
daphna/demos.html#bicentric.

movies taken by a simulated forward moving camera using as input a sequence
obtained by a sideways moving camera.

While our present approach is constrained by the requirement that the input
sequence is obtained by a camera which translates sideways in constant speed,
our ultimate goal is to generate new views and new movies from an arbitrary
sequence of images. One solution involves the registration of the original images
with each other using the homography of the plane at infinity. This computation
requires either internal calibration, or some domain knowledge such as parallel
lines in the scene. Our current efforts focus on the elimination of jitter that might
be added to the motion of the camera, and/or deviation from constant speed.
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