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Abstract—Weintroduceanewkindofmosaicing,where thepositionof the samplingstrip varies asa functionof the input camera location.

The new images that are generated this way correspond to a new projection model defined by two slits, termed here the Crossed-Slits

(X-Slits) projection. In this projection model, every 3D point is projected by a ray defined as the line that passes through that point and

intersects the two slits. The intersection of the projection rays with the imaging surface defines the image. X-Slits mosaicing provides two

benefits. First, the generated mosaics are closer to perspective images than traditional pushbroom mosaics. Second, by simple

manipulationsof the strip sampling function,wecanchange the locationof oneof the virtual slits, providingavirtualwalkthroughof aX-slits

camera; all this can be done without recovering any 3D geometry and without calibration. A number of examples where we translate the

virtual camera and change its orientation are given; the examples demonstrate realistic changes in parallax, reflections, and occlusions.

Index Terms—Nonstationary mosaicing, crossed-slits projection, pushbroom camera, virtual walkthrough, image-based rendering.
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1 INTRODUCTION

PERSPECTIVE projection forms the foundation of imaging.
Since our eyes, as well as most of our cameras, observe

the world through a pinhole (via a lens whose effects we
shall ignore), we are used to viewing images that are
generated by perspective projections. Therefore, techniques
for the generation of new views are designed to achieve the
effects of perspective projection. What happens if we relax
this requirement? Can we do better computationally when
not limited by the perspective projection, but are free to use
other projection models? In this paper, we introduce and
study an alternative projection model, defined by two
slits—the Crossed-Slits (X-Slits) projection. In the X-Slits
model, the projection ray of every 3D point is defined by the
line that passes through the point and intersects both slits.
The image of a point will be the intersection of the
projection ray with the image surface.

Curiously, a physical X-Slits camera was designed in the
19th century by one of the pioneers of color photography,
Ducos du Hauron [10], under the title “transformisme en
photographie.”DucosduHauron thought thatX-Slits images
would be used in the following (20th) century to “create
visions of another world” [14]. A century later, Rudolf
Kingslake reviewed this device in his book [10]; in his
analysis, Kingslake concludes that “the pair of slits working
together thus constitutes apinhole camera inwhich the image
is stretched or compressed in one direction more than in the
other.” This should make this exotic device rather useful for
the new emerging technology of wide-screen cinematogra-
phy. However, as we show below, the X-Slits projection does
much more to images than horizontal stretching.

Independent of the physical device, we argue that the
X-Slits projection model is useful and worthy of our
attention. This is because new X-Slits images can be easily
generated by mosaicing a sequence of images captured by a
translating pinhole camera, and because those images look
compelling and realistic.

The mosaicing process is done by sampling vertical
strips from the sequence of frames and pasting them
together.1 Unlike traditional mosaicing techniques [16], [18],
[25], [8], the strip sampling location may vary as a function
of the location of the input translating camera. We thus call
it “nonstationary” mosaicing. Mosaic images obtained in
this way are more similar to perspective images than
traditional mosaic images.

1.1 The X-Slits Camera: Outline

Fig. 1a shows the basic design of the X-Slits camera as built by
Ducos du Hauron in 1888 [10]. A more general design is
shown in Fig. 1b. A X-Slits camera has two slits l1; l2 which
should be two different lines in 3D space, and an image plane
� that does not contain any of the slits. For every 3Dpoint not
lyingoneitherof the slits, there is a single ray that connects the
point with both slits simultaneously. The intersection of this
ray with the image plane defines the projected image of the
3D point. The camera in Fig. 1a is a special case of the X-Slits
camera, where the two slits are orthogonal to each other and
parallel to the image plane. We call this special arrangement
the Parallel-Orthogonal X-Slits camera (POX-Slits camera).

The X-Slits model is a valid 3D to 2D projection, defining
a many-to-one mapping from the 3D world to the 2D image
plane. In Section 2, we develop the specific equations of the
camera mapping as a function of the slits l1; l2 and the
image plane �.

In Section 3, we discuss how to generate new X-Slits
images from images taken by a regular pinhole camera
translating along a line in 3D space. We show that virtual
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1. We often refer to the vertical strips as “columns,” with the
understanding that they can be wider than a single pixel if necessary.
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X-Slits images can be generated by mosaicing of perspective
images, or equivalently, by slicing the space-time volume2

of images. A readily available tool for slicing this volume is
the “video cube” [11]. X-Slits projection models with
nonlinear slits or nonplanar image planes are discussed in
Section 4.

Applications are discussed in Section 5. The first applica-
tion includes the generation of an arbitrary virtual walk-
through from a single sequence of images without using any
3Dmodel. The results show that, in many practical cases, the
discrepancies betweenX-Slits images andperspective images
are hardly noticeable. The second application is 3D object
visualization. The X-Slits model allows us to virtually place
one slit behind an object, keeping the other slit in front of the
object. Suchvisualization canbeusefulwhenonewants to see
simultaneously different sides of an object. We note that both
applications are done byplainmosaicing,without recovering
the scene or the object model.

1.2 Relation to Previous Work

There has been much work on nonperspective projection
models [15] and the generation of nonperspective images
from video sequences by mosaicing [16], [18], [25], [8]. In
most cases, these images are used as a visual summary of the
video or for 3D visualization. The presentwork uses a similar
mosaicing technique with one important difference: The
mosaiced strips are sampled from varying positions in the
input images. This makes the generation of virtual walk-
throughs possible.

In many image-based rendering (IBR) techniques, rays
from a set of input images are collected and a new image is
rendered by resampling the stored rays [13], [5], [12]. In order
to create new perspective images of reasonable quality, the
requirements become prohibitive: The number of stored rays
becomes larger than available memory and those rays are
derived from a very large collection of carefully taken
pictures. There are attempts to make IBR more efficient and
more general [4], [1], [21], or to use such approximations as
moving the camera in a lower dimensional space [20], [22].

The present work is mostly related to [20], [22], [4], [21]
with several differences: First, rather than trying to

approximate the perspective projection, we accurately
define the projection geometry of the resulting images and
analyze the model limitations. Second, our rendering tool is
very simple—slicing of the space-time volume obtained by
a simple motion of a perspective camera. Consequently, the
most important feature of our technique is the fact that ray-
sampling for the generation of new views does not require
detailed accounting of the parameters of the generating
images. As we show below, if the camera’s motion is
sideways and constant, every vertical planar slice of the
space-time volume gives some valid X-Slits image.

The idea of using linear nonstationary mosaicing for IBR
and the generation of a virtual walkthrough was originally
reported in [23]. But, while the bicentric camera model
analyzed in [23] ismathematically equivalent to thePOX-Slits
model analyzed below, the general X-Slits model and the
realizationwith two slits arenew.This realization allows for a
wider range of applications, as discussed in Section 5.

2 THE X-SLITS PROJECTION

In Section 2.1, we derive the projection model of the X-Slits
camera. Properties of this model are discussed in Section 2.2.
Special configurations of slits and planes are discussed in
Section 2.3. All derivations are done in the projective spaces
P2 and P3, where points in 2D and 3D, respectively, are
represented by homogeneous coordinates.

2.1 Projection Geometry

Consider the camera configuration as shown in Fig. 1b. The
projection ray of a point p 2 P3 intersects the two camera slits
l1; l2. It is thus the intersection of two planes, defined by
joining the point pwith each of the slits. The image of p is the
intersection of this projection ray with the image plane.
Furthermore, all points on a projection ray will project to the
same image point (unless the ray lies on the image plane).

More formally, let ui;vi denote two planes in P3 which
contain slit li, for i ¼ 1; 2, respectively. For any �,3 ui þ �vi

is also a plane which contains the slit li and vice versa,
every plane that contains the slit can be described by ui þ
�vi for some �. Thus, for each scene point p 2 P3 and
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2. The space-time volume is obtained by stacking the input images, a.k.a.
the epipolar volume. 3. � is a projective parameter as in [19 p. 43].

Fig. 1. (a) A design of a X-Slits camera where the slits are orthogonal to each other and parallel to the image plane (POX-Slits camera). The

projection ray of a 3D point p ¼ ðX;Y;ZÞ is shown, with circles showing its intersection points with the two slits. (b) A general X-Slits design, with two

arbitrary slits l1; l2. Note that the camera is defined by the specific configuration of the two slits and the image plane; any of these three factors can

change independently, giving rise to a different X-Slits camera.



i ¼ 1; 2, there exist � 2 R such that ðui þ �viÞp ¼ 0. Elim-
inating �, we get the following expression for the plane:

ui � ðuT
i pÞ

ðvT
i pÞ

vi / ðvT
i pÞui � ðuT

i pÞvi ¼ ðuiv
T
i � viu

T
i Þp:

ð1Þ
Let us define the skew-symmetric matrix

Si ¼ uiv
T
i � viu

T
i : ð2Þ

Matrix Si is actually the dual Plucker matrix representation
of the line li [7]. It can be shown to be independent of the
choice of ui, vi. The elements of such matrices must satisfy
one nonlinear constraint (since a line has only 4 degrees of
freedom up to scale).

From (1)-(2), it follows that the plane which contains
point p and slit li is Sip. The projection ray of the scene
point p is therefore defined by the intersection of the two
planes Sip; i ¼ 1; 2 defined in (2).

Next, we observe that the image of scene point p is the
intersection of the projection ray with the image plane�. Let
m 2 P3 denoteapointonplane�, and let j;k 2 P3 denote two
distinct points at infinity which also lie on plane �. Every
point on� can be expressed as xjþ ykþ wm. The projection
rayofp intersectsplane�at a certainpointq / xjþ ykþ wm
such that ðS1pÞTq ¼ 0 and ðS2pÞTq ¼ 0. This gives us a set of
linear equations in x, y, and w (the homogeneous image
coordinates of point q), namely,

pTS1j pTS1k pTS1m
pTS2j pTS2k pTS2m

� � x
y
w

0
@

1
A ¼ 0

and the solution of this linear system is4

x
y
w

0
@

1
A /

pTS1ðkmT �mkT ÞS2p
pTS1ðmjT � jmT ÞS2p
pTS1ðjkT � kjT ÞS2p:

0
@

1
A:

Let us define the following skew-symmetric matrices

Q1 ¼ kmT �mkT ; Q2 ¼ mjT � jmT ; Q3 ¼ jkT � kjT :

It follows that

x
y
w

0
@

1
A /

pTS1Q1S2p
pTS1Q2S2p
pTS1Q3S2p

0
@

1
A ð3Þ

and p is projected to ðxw ; ywÞ. Note that Si depends only on the

optical slit li, while Q1;Q2;Q3 depend only on the plane of

projection �. Q1, Q2, Q3 are the Plucker matrix representa-

tions of the imageX axis, the image Y axis, and the image line

at infinity, respectively (all in 3D). Finally, note that the choice

of j and k to be points at infinity limits the internal calibration

to an affine transformation of the image.
The camera projection model in (3) is quadratic and,

therefore, a X-Slits camera cannot be described by a

3� 4 projection matrix in P3. However, it can be described

by a 3� 4� 4 tensorMi
jk in P3 as follows

pi / Mi
jkp

jpk;

where

Mi
jk ¼ ðS1ÞklQilmðS2Þmj:

2.2 Properties of the X-Slits Camera

To get some intuition for X-Slits images, Fig. 2 shows

examples of X-Slits images as compared with pinhole

images of the same scene. We also show the effects of

varying the relative geometry of the slits and image plane.

Next, we demonstrate algebraically a few interesting

properties of X-Slits images.

2.2.1 Projection of Lines

In X-Slits images, the image of a 3D line is a conic. Let

q1 þ �q2 denote a line l which goes through the two points

q1;q2 2 P3. For each point on l, q1 þ �q2 for some � 2 R,

define the planes S1ðq1 þ �q2Þ and S2ðq1 þ �q2Þ which
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4. The solution is a unique point unless p resides on the line joining the
intersections of the two slits with the image plane.

Fig. 2. Simulated X-Slits images of an artificial scene. (a) POX-Slits image using the projection equation from (5). (b) A regular pinhole image.

(c) Same as (a), but with the vertical slit rotated about the Z axis. (d) Same as (a), but with the vertical slit rotated about the X axis.



contain the point and each of the two slits. The intersection

of these planes gives the projection ray of that point.
Consider the surface which is the union of all such

projection rays for all � 2 R. Let p denote a point on this

surface. It follows that pTS1ðq1 þ �q2Þ ¼ 0 and pTS2ðq1 þ
�q2Þ ¼ 0 for some � 2 R. Therefore,

pTS1q1

pTS1q2

¼ �� ¼ pTS2q1

pTS2q2

:

Thus, pTS1ðq1q
T
2 � q2q

T
1 ÞS2p ¼ 0 which means that the

surface is a quadric. Since the intersection of a quadric with

a plane is a conic, the X-Slits image of a line l is always a conic.
The distortion of straight lines is illustrated in Fig. 2. In

practice, this distortion is not very disturbing, as can be seen
in the examples in Section 5. In the various scenes we have
experimented with, this distortion was rather minor. Many
scenes, particularly natural scenes, do not have very
dominant straight lines, in which case this distortion is
hardly noticed. Furthermore, people are accustomed to
similar effects caused by lens distortions.

2.2.2 Transforming the Image Plane

What is the relation between two X-Slits images which are
generated by the same slits, but different projection planes
� and �0? Note that the set of rays intersecting the image
plane are determined by the two slits. Thus, there exists a
mapping between the two image planes that is invariant to
the 3D structure of the viewed scene, similarly to the case of
rotation in pinhole cameras.

Specifically, we derive the relation between a point

ðx0; y0; w0Þ on �0 and a point ðx; y; wÞ on �, both of which

are the projection of the same scene point p. Recall that

the 3D point which corresponds to ðx; y; wÞ on � is

q / xjþ ykþ wm. Similarly, ðx0; y0; w0Þ on �0 corresponds
to q0 / x0j0 þ y0k0 þ w0m0. By definition, q lies on the

planes S1p and S2p and, therefore, q is also projected to

ðx0; y0; w0Þ on �0. Denoting

M ¼ j k mð Þ; p ¼
x
y
w

0
@

1
A;

it follows that q ¼ Mp. We now project Mp on �0 to obtain

x0

y0

w0

0
@

1
A /

pTMTS1Q
0
1S2Mp

pTMTS1Q
0
2S2Mp

pTMTS1Q
0
3S2Mp

0
@

1
A: ð4Þ

Note that M depends only on plane �, S1 and S2 depend

only on slits l1 and l2, respectively, and Q0
1, Q

0
2, Q

0
3 depend

only on plane �0.
The relation between the two image points p ¼ ðx; y; wÞT

and p0 ¼ ðx0; y0; w0ÞT is therefore not a homography as in the

pinhole case. But, similar to the above, we can write this

relations using a 3� 3� 3 tensor Hi
jk in P2

p0i / Hi
jkp

jpk;

where

Hi
jk ¼ ðMT ÞnkðS1ÞlnðQ0ÞimlðS2ÞpmMp

j :

2.3 Special Case: The POX-Slits Projection

A configuration of special interest is when the slits are

orthogonal to each other and parallel to the image plane.

We will refer to this configuration as POX-Slits (see Fig. 1a).
Without loss of generality, we fix the slits by assigning

u1 ¼ ð1; 0; 0; 0ÞT , v1 ¼ ð0; 0; 1;�Z1ÞT , u2 ¼ ð0; 1; 0; 0ÞT , and
v2 ¼ ð0; 0; 1;�Z2Þ. This defines a vertical slit at X ¼ 0,
Z ¼ Z1 and a horizontal slit at Y ¼ 0, Z ¼ Z2. We also
denote � ¼ Z2 � Z1. Plane � is the X � Y plane at Z ¼ 0
and, therefore, we assign m ¼ ð0; 0; 0; 1ÞT , j ¼ ð1; 0; 0; 0ÞT ,
k ¼ ð0; 1; 0; 0ÞT . From (3), it follows that

x
y

� �
¼ �Z1

X
Z�Z1

�Z2
Y

Z�Z2

 !
: ð5Þ

These projection equations are identical to the model

analyzed in [23], where it was called bicentric projection.

2.3.1 Projection of Lines

Recall that, under the perspective projection, straight lines

are projected to straight lines and, under the X-Slits

projection, straight lines are projected to conic sections.

Let us look more closely at the images of lines in the

POX-Slits case. If the 3D line is perpendicular to the Z axis,

i.e., of the form ðaþ c�; bþ d�; eÞ, then its image is the curve

ðx; yÞ ¼ �Z1
aþc�
e�Z1

;�Z2
bþd�
e�Z2

� �
, which is a line. If the 3D line

is not perpendicular to the Z axis, i.e., of the form

ðaþ c�; bþ d�; �Þ, then its image is the curve

ðx; yÞ ¼ �Z1
aþ c�

�� Z1
;�Z2

bþ d�

�� Z2

� �
: ð6Þ

Solving for �, we find that the line is projected to the

hyperbola given by

ðZ1 � Z2Þxyþ Z2ðbþ Z1dÞx
� Z1ðaþ Z2cÞyþ Z1Z2ðbc� adÞ ¼ 0:

ð7Þ

For Z1 6¼ Z2, this hyperbola degenerates to a line if and only

if aþ Z1c ¼ 0 or bþ Z2D ¼ 0, that is, only if the line

intersects one of the slits.

2.3.2 Aspect Ratio Distortions

Themostapparentaspectof thedistortion inPOX-Slits images

is the variation of aspect-ratio (especially in pushbroom

images [6]). The apparent aspect-ratio of objects in the image

depends on their depth. This is unlike the perspectivemodel,

inwhichthedistortioninaspect-ratio isconstant forallobjects.

From (5), it follows that an object at depth Z with aspect-

ratio of 1 would appear on the image plane to have an

aspect-ratio of

�y

�x
¼ Z2

Z1
� Z � Z1

Z � Z2
: ð8Þ

In practice, we found this distortion to be typically rather

insignificant. If the range of depth values of scene objects is

not too large, we can normalize the image to compensate for

this distortion by scaling, as discussed in Section 3.2.2.

Specifically, if we cancel the aspect-ratio distortion for some
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intermediate depth value Z0, the distortion at depth Z

would be

Z � Z1

Z � Z2
� Z0 � Z2

Z0 � Z1
: ð9Þ

To demonstrate the magnitude of the distortion, consider
the following example: Suppose the depth range of objects
in the scene is 3� 5 meters (measured from the horizontal
slit at Z1, i.e., 3m < Z � Z1 < 5m), and assume that the
images are normalized so that objects at the depth of 3:84m
appear undistorted (i.e., Z0 � Z1 ¼ 3:84m). If the vertical slit
is behind the horizontal slit at � ¼ �2:5m, the aspect-ratio
distortion would not exceed 10 percent.

2.3.3 Rotated Image Plane

In order to see what happens when the image plane is

rotated, we study the correspondence between POX-Slits

image points and image points on a rotated plane. Here, for

convenience and without loss of generality, we fix a

different configuration of perpendicular slits by assigning

u1 ¼ ð1; 0; 0; 0ÞT , v1 ¼ ð0; 0; 1; 0ÞT , a nd u2 ¼ ð0; 1; 0; 0ÞT ,
v2 ¼ ð0; 0; 1; Z1 � Z2Þ. We fix the parallel plane � at

m ¼ ð0; 0;�Z1; 1ÞT , j ¼ ð1; 0; 0; 0ÞT , k ¼ ð0; 1; 0; 0ÞT , and the

oriented plane�0 atm0 ¼ ðm1;m2;m3; 1ÞT , j0 ¼ ðj1; j2; j3; 0ÞT ,
k0 ¼ ðk1; k2; k3; 0ÞT . This configuration consists of a vertical

slit at Z ¼ 0, a horizontal slit at Z ¼ Z2 � Z1, and the parallel

plane at Z ¼ �Z1, which is exactly the POX-Slits config-

uration, translated to align the vertical slit with the Y axis.
We now rotate the image plane about the vertical slit. In

order to find the transformation from � to �0, we substitute
the above into (4) to obtain:

x
y

� �
¼ �Z1

j1x
0þk1y

0þm1

j3x0þk3y0þm3

�Z2
j2x

0þk2y
0þm2

j3x0þk3y0þm3þZ1�Z2

 !
: ð10Þ

This transformation allows us to readily produce the
images corresponding to oriented image planes, given the
corresponding POX-Slits image (with parallel image plane).
This will come in handy in the experiments described in
Section 5. Note that the transformation is “almost” a
homography, degenerating to a homography when Z1 ¼
Z2 (the pinhole case).

2.3.4 Tilted Slit

Suppose we tilt the vertical slit sideways. Assigning all
substitutions as with the POX-Slits configuration, except
that u1 ¼ ð1; a; 0; 0ÞT for some a 2 R, we obtain

x
y

� �
¼ �Z1

XþaY
Z�Z1

þ a Z2
Y

Z�Z2

� �
�Z2

Y
Z�Z2

 !
: ð11Þ

By substituting x0 ¼ xþ ay, y0 ¼ y andX0 ¼ X þ aY , Y 0 ¼ Y ,
Z0 ¼ Z, we get the simple model of (5) for the projection of
ðX0; Y 0; Z0Þ to ðx0; y0Þ. In other words, we get a skewed image
of a skewedscene. Suchaprojection isdemonstrated inFig. 2c
(note that the skew is three-dimensional).

2.3.5 X-Slits and Other Projection Models

Both perspective projection and linear pushbroomprojection
[6] are special cases of the X-Slits projection. Perspective

projection is obtained when the two slits intersect and the
intersection point is the optical center of the perspective
projection (the projection of points on the plane containing
the two slits should be defined accordingly). Linear
Pushbroom projection is a special case of the POX-Slits
projection, when the vertical slit resides on the plane at
infinity. Itwas shown in [6] that a line in3D isprojectedby this
projectionmodel to a hyperbola in the image. This is a special
case of the result shown in Section 2.3.1.

3 GENERATING X-SLITS IMAGES BY

NONSTATIONARY MOSAICING

Our goal is to synthesize new X-Slits views from “regular”
perspective images. The input sequence is assumed to be
captured by a pinhole camera translating along a horizontal
line in 3D space in a roughly constant speed, and without
changing its orientation or internal calibration. As we show
below, in the simplest case, we can generate a new X-Slits
image where the two slits of the underlying virtual X-Slits
camera are defined as follows:

1. A horizontal slit that lies on the path of the optical
center of the moving pinhole camera.

2. A vertical slit that is parallel to the image’s vertical
axis and whose location is determined by the
parameters of the mosaicing process.

In practice, new view synthesis is performed by
nonstationary mosaicing. Basic nonstationary mosaicing is
defined as follows:

. From each frame t, sample the vertical column (strip)
centered on the horizontal coordinate sðtÞ.

. Paste the strips into a mosaic image, as in [16].

In the general case, we may sample slanted strips rather
than vertical columns (strips), and the orientation may also
change as a function of t. In this case, the “vertical” slit of the
underlying virtual camera may not be parallel to the image’s
vertical axis.However, for clarity ofpresentation andwithout
loss of generality, we will continue calling one slit of the new
virtual camera “horizontal” and the other slit “vertical.”
Typically, the “horizontal” slit is aligned with the path of the
camera, while the second “vertical” slit is not constrained
a priori and need not be orthogonal to the first slit.

The parameters of the strip sampling function sðtÞ
determine the location of the vertical slit of the virtual
camera. A virtual walkthrough is obtained by generating a
sequence of X-Slits images via nonstationary mosaicing,
while moving the vertical slit along a planar path. Adjusting
the image plane orientation is done by warping the
mosaiced image, using (10).

In Section 3.1 and in the Appendix, we show how to
sample vertical strips from the input images in the sequence
in order to generate a valid X-Slits image.We also discuss the
relation between the sampling function sðtÞ and the para-
meters of the virtual X-Slits camera. In Section 3.2, we discuss
implementation issues, including the treatment of deviation
from constant speed and aspect-ratio normalization.

3.1 Nonstationary Strip Sampling

We start our analysis with the simplest case where the input
image sequence is generatedby a cameramoving sideways in
a direction parallel to the X-axis of the image. The camera is
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also assumed to be internally calibrated. In this simple case,
the new synthesized image is a POX-Slits image (see
Section 2.3) and the nonstationary strip sampling is a linear
function. Below, we show the exact relation between the
parameters of the linear sampling function and the para-
meters of the virtual POX-Slits camera. In the Appendix, it is
shown that, evenwhen the camera isnot internally calibrated,
any linear strip sampling function results in a X-Slits image
(but not necessarily POX-Slits). When the motion of the
camera is not parallel to the image plane, the sampling
function is not linear anymore.

When the basic assumptions of the analysis are violated,
namely, the camera changes its orientation and internal
calibration arbitrarily along the input sequence, we need to
preprocess the sequence. One solution involves registering
all the images with each other using the homography of the
plane at infinity. This computation requires, however, either
(partial) internal camera calibration or some domain
knowledge (such as parallel lines in the scene) [7].

3.1.1 Mosaicing by Linear Strip Sampling

Let our input be a sequence of images captured by a pinhole
camera translating inconstant speedalong theX axis fromleft
to right. We generate a new panoramic image by pasting
columnsfromtheinput images,as illustratedinFig.3.Westart
by sampling the left column of the first (leftmost) image, and
conclude by sampling the right column of the last (rightmost)
image. In between, intermediate columns are sampled from
successive images using a linear sampling function.

A schematic illustration of this setup is given in Fig. 4a, in a
top-down view. A sequence of positions of the real pinhole
camera is shown, together with the corresponding field of
view. The moving input camera, whose optical centers are
locatedatpositionscðtÞ ¼ ðXt; 0; 0Þ, generates imagesaccord-
ing to the following mapping:

p ¼ ðX;Y ; ZÞ ¼) p ¼ ðx; yÞ ¼ f
X �Xt

Z
; f

Y

Z

� �
: ð12Þ

We denote the range of columns (x) in each pinhole image
as ½�r; r�, and the range of camera pinhole positions (Xt) as
½�l; l� (see Fig. 4a). The new synthesized image is constructed
by pasting columns from the input images. The range of

columns in the synthesized image is ½�ðrþ lÞ; rþ l�. For each
t 2 ½�1; 1�, we assign to the ðlþ rÞt column of the new image
the image values at the rt column of the pinhole camera
positioned at ðlt; 0; 0Þ (i.e.,Xt ¼ lt, see Fig. 4a). It now follows
from (12) that rt ¼ f X�lt

Z . In addition, for each column x 2
½�ðrþ lÞ; ðrþ lÞ� in the new image, t ¼ x

lþr and, therefore,

X ¼ rt

f
Z þ lt ¼ x

r

lþ r
� Z
f
þ l

lþ r

� �

or

x ¼ lþ r

r
f � X

Z þ f l
r

Observe that this defines a vertical slit at Z ¼ �f l
r (see

Fig. 4a). The horizontal slit is at Z ¼ 0 (all pinhole camera
centers are at Z ¼ 0). Equation (12) can therefore be
rewritten as

p ¼ ðX;Y ; ZÞ ¼) p ¼ ðx; yÞ ¼ fx
X

Z þ�
; fy

Y

Z

� �
; ð13Þ

where fx ¼ lþr
r f is the horizontal focal length, fy ¼ f is the

vertical focal length, and� ¼ f l
r is the distance between the

two slits.
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Fig. 3. The nonstationary column sampling routine that is used to
synthesize new images.

Fig. 4. New image formation with two possible positions of the vertical slit (see text).



Suppose next that, instead of taking the rt column from
the camera at ðlt; 0; 0Þ, we choose an arbitrary linear column
sampling function. More specifically, for t ¼ �sþ �, we
take the rs column of the lt camera, see Fig. 4b. (Recall that
r; l are fixed, while t; s are free parameters which determine
the rate of column sampling). Let the field of view of the
original pinhole camera be 2�. It can be shown as above that
such a choice of columns defines the mapping

ðx; yÞ ¼ f þ �l

tan �

� �
X � �l

Z þ �l
tan �

; f
Y

Z

 !
: ð14Þ

This can be written simply as

ðx; yÞ ¼ fx
X �X0

Z þ�
; fy

Y

Z

� �
; ð15Þ

where X0 ¼ �l, � ¼ �l
tan � , fy ¼ f , and fx ¼ f þ�.

The method described so far produces images that do
not follow the perspective projection model. They do,
however, follow the X-Slits projection model. To see this, we
observe that all the rays, which participate in the generation
of each new image, must intersect the following two lines:

1. The line of camera motion; this is because each
projection ray must be collected by some camera
whose optical center is on this line.

2. The vertical line located at ðX0; Z0Þ (as in (15), where
Z0 ¼ Z þ�).

The projection model is therefore defined by a family of rays
intersecting a pair of lines (“slits”), projecting 3D points onto
a plane. Moreover, the model is POX-Slits (compare (15)
with (5)).

In thederivation leading to (15),weeffectively showedthat
any linear sampling function yields a valid new POX-Slits
image. Furthermore, we can set the location of the vertical slit
to ðX0; Z0Þ by fixing � ¼ � Z0

l tan � and � ¼ X0

l . This result
enables us to synthesize new views of the scene with any
vertical slit of our choice, by sampling the columns of the
original input sequence according to t ¼ �sþ �, with� and �
assigned the appropriate values.

3.2 Implementation Issues

In this section, we address the case when the motion of the
camera deviates from constant speed (Section 3.2.1) and
how the aspect ratio of the resulting mosaic is determined
(Section 3.2.2). We also present an alternative implementa-
tion of mosaicing, namely, the slicing of space-time volume
(Section 3.2.3).

3.2.1 Variable Camera Speed

When the camera moves in a linear trajectory but varying
orientation and speed, we compensate for this variability by
estimating the camera motion (see [7]) and by derotating the
image planes. We found that, when the changes in camera
orientation are small, a simple approximation is sufficient.
Specifically, we compute the 2D rotation and translation
between consecutive input frames using the method
described in [3], and warp the images to cancel 2D rotation
and vertical translation. The residual 2D translation is used
as a rough approximation to the 3D velocity of the
translating camera and determines the thickness of the
vertical strip. This approach is similar to the pushbroom
mosaicing technique described in [16].

3.2.2 Aspect-Ratio Normalization

The most apparent aspect of the distortion in X-Slits images
is the variation of aspect-ratio, as analyzed in Section 2.3.2.
To reduce this distortion, we vertically scale the new
images. This normalization is essential for achieving
compelling results.

Specifically, the distortion on the image plane of objects
at depth Z given in (8) can be written as Z

Zþ� � fyfx in the
notation of (15). In order to keep the horizontal field-of-
view angle constant in the walk-through animation, we
sample all the columns from left to right (from the
appropriate frames, according to the column sampling
function). Without any scaling, this process generates an
image in which only the plane at infinity (Z ¼ 1) appears
undistorted. Therefore, in order to cancel the distortion at
depth Z0, we scale the image vertically by the factor:

1þ �

Z0
: ð16Þ

3.2.3 The Space-Time Volume

In Section 3.1, we described how to synthesize an X-Slits
image by sampling columns from the input images using
the following linear sampling formula:

t ¼ �sþ �; ð17Þ
where t denotes the camera translation. Recall that �; � are
free parameters which control the location of the vertical slit.

Auseful representation for thevisualizationof thisprocess
is the Space-Time Volume (or the epipolar volume), which is
constructed by stacking all input images into a single volume.
In case of constant sideways camera motion, any vertical
planar slice in thevolumeaccording to (17) is anX-Slits image.
This process is illustrated in Fig. 5; it assumes that the input
sequence has high frame-rate and negligible spatial aliasing,
so that simple interpolation (such as bilinear or bicubic) of the
volume is sufficient. Thus, rendering newX-Slits images is as
simple as slicing a plane in the space-time volume.

4 EXTENDED X-SLITS MODELS

The X-Slits projection presented so far was characterized by
two properties: The set of projection rays was defined by
two linear slits and the image surface was assumed to be a
plane. This model can be generalized by modifying the
form of the slits, or the shape of the image surface, or both.
In this section, we introduce a few useful generalizations of
the basic X-Slits model.

In Section 4.1, we discuss nonlinear slits and, specifically,
the case of a circular-slit. Linear slits with nonplanar
imaging surfaces are discussed in Section 4.2. This case is
useful, for example, for synthesizing virtual panoramic
views from a panoramic camera input.

4.1 Nonlinear Slits

One of the slits in the synthetic X-Slits images is the trajectory
of the camera. When the camera’s trajectory is not linear, an
X-Slits view can be generated for which one of the slits is
curved. An interesting family of such views has one circular
slit and one linear slit. One way to generate such images is to
use a camera rotating off-axis on a circle, as in concentric
mosaics [20]. Concentric mosaics allow the generation of
images in which the viewer can move continuously in a
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circular region. Each image generated from concentric
mosaics is consistent with a circular X-Slits projection: One
slit is the horizontal circular path of the camera center and the
second slit is a vertical linear slit placed at the location of the
viewer. To generate an image from a different viewing
position, the vertical slit is placed in the new location.

While images generated from the concentricmosaics point
outward, and the viewer location is inside the circle, it is also
interesting to generate inward looking images from locations
outside the circle. This can be realized bymoving the camera
in a circle around an object or by having a stationary camera
viewing anobject rotating on a turntable.Now, the location of
theviewer in the synthesized imagescanbeas faror as close to
the object as we wish, inside or outside the circular slit.

The column sampling function which generates circular
X-Slits images is not linear. It is easier to express it in angular
terms, so we denote columns by their angle from the optical
axis, and frames by the angular position of the camera.
Assume that the images were taken by a pinhole camera
rotating off-axis at radius R0. In order to synthesize a X-Slits
image with vertical slit at radius R1, we take column � from
the pinhole camera at � and paste it as column � in the new
image, as shown in Fig. 6. It can readily be seen that the
following relation should hold: � ¼ arcsinðR1

R0
sin�Þ and

� ¼ � � �.
The distortions of such images are more complicated to

analyze. However, in practice, since the field-of-view angles
of cameras tend to be rather small, the circular slit in the
relevant region is nearly linear and, therefore, the distor-
tions are approximately the same as with linear slits. Using

the same aspect-ratio normalization method as with linear
slits, the results we achieve are quite convincing.

4.2 Panoramic Images

Synthesizing novel panoramic views turns out to be simple
under the X-Slits model. In this case, a cylinder can be used
as the image surface for both the input and output images,
and the novel panoramic views can be generated in a
method very similar to the usual X-Slits images.

We assume that the cylindrical input images are
captured by a panoramic camera moving on a straight line.
Without loss of generality, we assign the origin of the
coordinate system to the first location of the camera and the
point l 0 0ð Þ to the last location of the camera. One slit of
the synthesized panoramic view is the path of the input
camera, as illustrated in Fig. 7. The other slit can have an
arbitrary location X0 0 Z0ð Þ þ � 0 1 0ð Þ.

From Fig. 7, one can see that the virtual image can be
generated by pasting and scaling columns from the input
images.Note that columns are indexed by horizontal angle. It
follows that column� should be sampled from a correspond-
ing column � from the image captured at time t, where
t ¼ Z0 tan�þX0, as illustrated in Fig. 7. Thus, new view
synthesis can be done simply by stacking the input images in
a space-time volume and slicing the volume by the function
t ¼ Z0 tan�þX0. After slicing, every column � should be
scaled by R

Z0
cos�þR

, where R is the radius of the cylinder.

5 EXPERIMENTAL RESULTS

In all our experiments, we used a camera moving in the
horizontal plane. As discussed above, new view generation,
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Fig. 5. A schematic description of images generated as slices in the space-time volume. (a) Changing the orientation of the slice moves the vertical

slit inside and outside the scene. (b) The central slice gives a pushbroom image (the “traditional” mosaic). Sliding parallel slices in the space-time

volume results in different viewing directions of oblique pushbroom images.

Fig. 6. Synthesizing new views using the circular slit model.
Fig. 7. Synthesizing new panoramic images using the X-Slits projection
model.



in this case, is done by sampling vertical strips from

successive images and pasting them together into individual

X-Slits images. The parameters of the strip sampling function

determine the location of the vertical slit of the X-slit camera.

In our experiments below,wemanipulated the parameters of

the sampling function so that the location of the vertical slit

moves according to the desired ego-motion. A very compel-

ling impression of camera motion is obtained, even though

the horizontal slit of the X-slits camera,which is the trajectory

of the input camera, remains fixed.
In addition, we also simulated a change of camera

orientation using the equations derived in Section 2.3.3. Note

that, we leave the slits as they are, changing only the

orientation of the image plane. This is because the full

rotation of the slits would change the set of visible projection

rays and, therefore, cannot be performed by a 2D transforma-

tion of the image.
Next, we discuss two applications: the generation of a

virtual walkthrough from a sequence of perspective

images (Sections 5.1 and 5.2) and 3D object visualization

(Section 5.3). The input video sequences used in our

examples, as well as the synthesized walkthrough

movies, are currently available on the Web at http://

www.cs.huji.ac.il/~daphna/demos.html\#xslits.

5.1 Virtual Walkthrough

In the first experiments (Figs. 8, 9, 10, and 11), we synthesized

new sequences that correspond to a camera motion that has

forward motion component, with visible parallax and light-

ing effects. In addition, the direction of the image plane was

changed.
Another example used a sequence taken by a helicopter

flying along a rocky coast in an unknown path and viewing

direction (Fig. 12). Here, we synthesized a new sequence

that corresponds to a forward moving camera. This

sequence was more challenging since the input sequence
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Fig. 8. This scene was filmed by a sideways moving camera, a total of
585 frames. We generated a movie that included both rotation about the
person and forward motion. Three frames of this movie are shown above;
note the changes in the window reflections, which appear vertical.

Fig. 9. This scene is located in a small room where moving backward to
capture thewhole room is impossible. Thescenewas filmedbyasideways
moving camera, a total of 591 frames; one of the original frames is shown
in (a).We show three new images: (b) onewhere the vertical slit is located
in front of the original track and two (c) and (d) where the vertical slit is
located behind the original track. For comparison, we took a normal
(pinhole) picture from the same location as (c), where part of the scene is
obscured by the wall; this picture is shown in (e), and it demonstrates our
ability tomake images from impossiblecamerapositions.Finally, (f) shows
a simulated image where the camera was translated and rotated.

Fig. 10. This scene was filmed by a sideways moving camera in our lab, a total of 567 frames. (a) and (b) We generated an X-Slits movie where the

virtual camera rotated about an object in the scene and (c) then translated ahead in a diagonal.



was taken in free motion with random disturbances (e.g.,
the effect of wind) and, thus, motion compensation was
required (see discussion in Section 3.2.1).

5.2 New Views of Extended X-Slits Images

In this example, we show how to generate new views from
a sequence of a rotating object, where the new sequence
demonstrates forward motion with parallax (Fig. 13). The
projection model of the new images correspond to non-
linear slits, as discussed in Section 4.

5.3 Object Visualization

Here, we demonstrate the use of the X-Slits projection for
object visualization. Specifically, we show how an object

can be “flattened,” revealing several of its sides simulta-
neously. This is done by positioning the vertical slit behind
the object (Fig. 14). Since the image is a valid X-Slits image
that can be characterized and analyzed, we need not worry
about such issues as duplicate images, which usually
require handcrafted stitching.

6 DISCUSSION

Related rendering methods to the one proposed here were
discussed in the IBR and computer vision literature, e.g.,
[20], [22], [4]. There are two important differences between
the method presented here and these earlier methods:
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Fig. 11. Virtual walkthrough from a translating camera. (a) and (b) Two frames from the input sequence. (c) and (d) Two images rendered in forward

motion. Note the apparently realistic changes in parallax and reflection.

Fig. 12. Virtual walkthrough generated from a sequence taken by a freely flying helicopter. (a) and (b) Two frames from the input sequence. (c) and

(d) Two images rendered in forward motion (diagonal slices). (e) and (f) Two images rendered in different viewing angles (parallel slices).



1. In order to generate a virtual camera translation, our
methoddoesnotneedthecalibrationparametersof the
input sequence.Allweneed toknowis that thecamera
moved in constant velocity along a line in space; we
don’t need to know the camera’s internal parameters.
Instead of exact calibration, we can use qualitative
guidelines to achieve a certain effect. For example,
“rotate the orientation of the epipolar-volume slice
counterclockwise to obtain a sense of forward
motion.” Or, “slide the slice forward to obtain the
effect of sideways motion.”

2. The theoretical analysis of the projection model is
unique toourpaper; it also allowsus todoa few things
thatwerenoteasy todopreviously.Oneexample is the
generation of a syntheticmovie. Ifwe just put together
a sequence of images generated along a path in space
using onemethod or another, a lot of manual fiddling
will be needed to achieve a sense of realism because
each frame has a different distortion as compared to
the pinhole ideal model. Our understanding of the
distortion as a matter of depth-dependent scaling
allows us to scale the images individually and
automatically as described in Section 3.2.2; as a result,
we get the compellingmovies shown abovewith very
little human interference.

Our method generates X-Slits images that are inherently

different from pinhole images, as described above. The

distortion is depth dependent and, therefore, (due to occlu-

sions) there is no practical way to fix it even when given the

exact 3D coordinates of the scene. If the distortion is not

acceptable, the current alternatives are touse computervision

techniques or IBR techniqueswith 2D sampling, as described

in Section 1.2. Our examples in Section 5.1 are intended to

demonstrate that X-Slits images can appear realistic and

compelling and, therefore, can be used effectively for

visualization or even recognition when 3D reconstruction or

full IBR are not possible or not practical. Finally, we note that

our method scales easily to long input sequences due to its

simple nature.

7 CONCLUDING REMARKS

We presented a new nonperspective projection model,
which is defined by two slits and a projection surface. This
model can be physically realized and has been built in the
late 19th century. Algebraically, we showed that this model
corresponds to a second order transformation from three-
dimensional space to two-dimensional space (while per-
spective projection is a linear, or first order, transformation).

Themainapplicationwepursued in thispaper isnewview
generation, or image-based rendering. New view generation
with theX-Slits camera is greatly simplifiedas comparedwith
perspective new view generation since it is performed by
nonstationarymosaicing or by slicing the space-time volume.
TheX-Slits theory helps the user to “drive” the slicing process
in order to get the desired effect. When compared to
traditional mosaicing, X-Slits images can be shown to be
closer to perspective images than linear pushbroom images.

Using our method, we can also generate new images
taken from “impossible” positions, like behind the back
wall of a room or in front of a glass barrier. Movies with
new ego motion can also be generated, such as forward-
moving movies from a side-moving input sequence.
Although not perspective, the movies generated in this
way appear compelling and realistic.

APPENDIX A

COLUMN SAMPLING FOR LINEAR
CAMERA TRAJECTORY

A.1 Linear Column Sampling: The Uncalibrated Case

Assume that the motion direction of the input camera is
only parallel to the image plane, with the internal
parameters of the camera being fixed but unknown. We
now show that any linear sampling of the columns results
in a valid X-Slits image.

LetJ denotethe inverseof thecalibrationmatrix ([7,p.141])
and assume that column x ¼ sðtÞ is sampled from the image
captured at time t. The 3D physical location of this column on
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Fig. 13. A rotating object: (a) and (b) Two images from the original

sequence of a rotating object. (c) and (d) Two synthesized images from

a forward moving viewpoint.

Fig. 14. Object representation. (a) and (b) The original input images.

(c) and (d) Visualization with the vertical slit located behind the object.

The object is seen as if “opened” inside out, giving a cubist effect:

multiple sides are seen in a single picture.



the camera’s projection plane, in standard coordinates
denoted p; q, is the line defined by:

p
q
1

0
@

1
A ¼ J

sðtÞ
y
1

0
@

1
A ¼

J11sðtÞ þ J12yþ J13
J22yþ J23

1

0
@

1
A:

(J is upper triangular.) Eliminating the free variable y, the

line is parameterized by:

p ¼ K1q þK2 þK3sðtÞ; ð18Þ
where

K1 ¼ J12
J22

; K2 ¼ J13 � J12
J22

J23; K3 ¼ J11:

Assume as before that the camera center at time t is
cðtÞ ¼ ðlt; 0; 0Þ. Assume also that columns are sampled
linearly, i.e., the column sampled from the image taken at
time t is defined byðsðtÞ; yÞ 8y, and sðtÞ ¼ �tþ � for some
�; �. We will show that the result of pasting these columns
together into a mosaic image is an X-Slits image.

First, from the definition, it follows that the image taken
at time t contributes a set of rays that lie on a 3D plane. This
plane is defined by the translating camera center cðtÞ and
the line on the image plane which corresponds to column
sðtÞ (see Fig. 15, right inset). Denote this plane by �ðtÞ. We
first show that all the planes �ðtÞ intersect in a line; this line
defines the vertical slit of our X-Slits camera. The horizontal
slit is defined by the trajectory of the camera.

Specifically, the plane �ðtÞ is defined by the camera
center cðtÞ ¼ ðlt; 0; 0Þ and two points on the line given in
(18); we choose two such points by setting q ¼ 0 and q ¼ 1:

lt

0

0

0
B@

1
CAþ

K2 þK3ð�tþ �Þ
0

1

0
B@

1
CA;

lt

0

0

0
B@

1
CAþ

K1 þK2 þK3ð�tþ �Þ
1

1

0
B@

1
CA:

As can be readily verified, the plane incident with all three
points is defined by

�ðtÞ ¼ ð�1; K1; K2 þK3ð�tþ �Þ; ltÞ
¼ ð�1; K1; K2 þK3�; 0Þ þ tð0; 0; K3�; lÞ:

ð19Þ

It follows from (19) that the family of planes �ðtÞ is a
pencil of planes which intersect in a line and we define this
line to be the vertical slit of the camera. The slit direction is
determined by the cross product:

ð�1; K1; K2 þK3�Þ � ð0; 0; K3�Þ / ðK1; 1; 0Þ:
From the requirement that the slit coincides with �ðtÞ from
(19) for every t, we arrive at the following slit equation:

�l
K3�

ðK2 þK3�Þ
0
�l
K3�

0
@

1
Aþ �

K1

1
0

0
@

1
A 8� 2 R:

Thus,bycollectingvertical strips linearlyandplacing them
in a mosaic, the resulting image is equivalent to an X-Slits
image whose slits are parallel to the image plane. In case of
zero skew, J12 ¼ 0 and, so, K1 ¼ 0; now the two slits are
orthogonalas in thePOX-Slits cameradiscussed inSection2.3.

A.2 Input Camera Moving on a General Straight Line

We shall now analyze the sampling function when the
motion of the input camera is not parallel to the image
plane. Let the motion direction be an arbitrary line in 3D.
Let cðtÞ ¼ c0 þ�c � t denote the camera position at time t

(in R3) and let the pinhole camera’s projection matrix
be A;�AcðtÞ½ �, where A ¼ ½A1; A2; A3�T denotes the
3� 3 matrix determined by the camera’s internal calibra-
tion and its orientation. It follows that, when the camera is
located at cðtÞ, a scene point p 2 R3 is projected to ðxw ; ywÞ
such that

x
y
w

0
@

1
A ¼

AT
1 ðp� cðtÞÞ

AT
2 ðp� cðtÞÞ

AT
3 ðp� cðtÞÞ

0
@

1
A: ð20Þ

Suppose we sample strips from these images, at varying
positions and varying orientations. Let sðtÞ and �ðtÞ denote
the sampling functions, giving the position of the strip on
the image x-axis and the strip’s orientation, respectively, so
that we sample, in image t, the points on the oriented line
x
w ¼ sðtÞ þ �ðtÞ y

w . Using (20), we obtain

x� �ðtÞy� sðtÞw ¼
AT

1 ðp� cðtÞÞ � �ðtÞAT
2 ðp� cðtÞÞ � sðtÞAT

3 ðp� cðtÞÞ ¼ 0:

This defines a plane (on which p lies)—the plane coincident
with the sampled oriented line in image t and the center of
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Fig. 15. Illustration of the relevant geometry, including the camera’s path, the center of projection cðtÞ, the column sampling function sðtÞ, and the
plane �ðtÞ.



projection of the camera cðtÞ. We denote this plane by �ðtÞ (as
in Fig. 15). Thisplane inhomogeneous coordinates is givenby

�ðtÞ ¼ A1 � �ðtÞA2 � sðtÞA3

�ðAT
1 � �ðtÞAT

2 � sðtÞAT
3 Þ � cðtÞ

� �
: ð21Þ

For our sample to give an X-Slits image, it is necessary and
sufficient that all these planes 8t intersect in a line. There are
three cases to note in (21):

1. If sðtÞ ¼ constant and �ðtÞ ¼ constant, then �ðtÞ is
linear in t and, therefore, describes a line. When
�ðtÞ ¼ 0, we get the linear (oblique) pushbroom
camera model [6], [17], see Fig. 5.

2. IfAT
3 �c ¼ 0,sðtÞ is linear in tand�ðtÞ ¼ constant, then

once again �ðtÞ is linear in t. This is the case when the
cameramotion is parallel to the projection plane—the
POX-Slits projection discussed in Section 2.3 (when
�ðtÞ 6¼ 0, we get the tilted slit variant discussed in
Section 2.3.4).

3. In the general case, if �ðtÞ and sðtÞ are of the form

�ðtÞ ¼ � a2 þ b2t

a1 þ b1t
; sðtÞ ¼ � a3 þ b3t

a1 þ b1t
: ð22Þ

Substituting these expressions into (21) gives

�ðtÞ / �ðtÞ � ða1 þ b1tÞ ¼
ða1 þ b1tÞA1 þ ða2 þ b2tÞA2 þ ða3 þ b3tÞA3

�ðða1 þ b1tÞA1 þ ða2 þ b2tÞA2 þ ða3 þ b3tÞA3ÞT
ðc0 þ�c � tÞ

0
B@

1
CA

which is linear in t if and only if

ðb1A1 þ b2A2 þ b3A3ÞT�c ¼ 0: ð23Þ
It is easy to see that the first two cases are special

cases of (22).

There are four degrees of freedom (up to scale) in
choosing a pair �ðtÞ; sðtÞh i of sampling functions which
satisfy constraint (23). Each pair of sampling functions of
the form (22) for which (23) holds implies that all �ðtÞ
intersect in a single line (the virtual slit). And vice versa, it
can also be shown that every family of planes �ðtÞ which
intersect in a single line uniquely defines such a pair of
sampling functions.

We can therefore conclude the following: Using the
sampling method described above with sampling functions
as in (22) and given a linear camera path, we can produce the
image of any X-Slits camera with one slit overlapping the
camera path.
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