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Abstract

Semi-Supervised Learning (SSL) is a framework that uti-
lizes both labeled and unlabeled data to enhance model per-
formance. Conventional SSL methods operate under the as-
sumption that labeled and unlabeled data share the same
label space. However, in practical real-world scenarios,
especially when the labeled training dataset is limited in
size, some classes may be totally absent from the labeled set.
To address this broader context, we propose a general ap-
proach to augment existing SSL methods, enabling them to
effectively handle situations where certain classes are miss-
ing. This is achieved by introducing an additional term into
their objective function, which penalizes the KL-divergence
between the probability vectors of the true class frequen-
cies and the inferred class frequencies. Our experimental
results reveal significant improvements in accuracy when
compared to state-of-the-art SSL, open-set SSL, and open-
world SSL methods. We conducted these experiments on two
benchmark image classification datasets, CIFAR-100 and
STL-10, with the most remarkable improvements observed
when the labeled data is severely limited, with only a few
labeled examples per class

1. Introduction

As the collection of data becomes increasingly widespread,
new scenarios that pose challenges to the traditional super-
vised machine learning framework are continuously emerg-
ing. Consider, for instance, a scenario wherein the acquisi-
tion of accurate labels for data collected in an unsupervised
manner requires specialized expertise or expensive machin-
ery. Such scenarios may occur more frequently in fields
like medical research or genomics. In this scenario, the size
of the unlabeled dataset can be vast, but due to limited re-
sources, only a small portion of it may be selected in an
unsupervised manner to be further processed for labeling1.

1We note that active learning aims to replace the random selection of
the set of points to be labeled by a more effective selection methodology.

(a) Labeled train data (b) Unlabeled train data

Figure 1. A toy example with 6 classes: 3 seen {cheeta, elephant,
octopus}, and 3 unseen {zebra, whale, frog}. (a)-(b) Images from
seen classes are marked by black bounding boxes, while images
from unseen classes have grey bounding boxes. Bottom: Different
classification outcomes when adopting different SSL frameworks.

In the end, we are left with a substantial unlabeled dataset
and a relatively limited number of labeled data points.

The above scenario is unique in that by assumption, the
composition of the set of labeled examples is not moni-
tored by a teacher (or oracle). In particular, when the la-
beled set is very small, certain classes may be totally ab-
sent from the labeled set. We call them “zero-shot” or “un-
seen” classes. The remaining classes are called “few-shot”
or “seen”. Thus, in the proposed scenario, the labeled set
is constructed of classes with only a few labeled examples,
or none at all. Additionally, due to the random selection of
points to be processed for labeling and differently from tra-
ditional few-shot scenarios, the class distribution of labeled
points may deviate widely from the true class distribution.

We identify valuable constraints in this scenario, called
few-zero-shot SSL in Fig. 1, which can be leveraged for
the successful handling of zero-shot classes. Firstly, by as-
sumption the unlabeled training set is derived from the same
distribution as the test dataset. Secondly, there is no need to
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Train labeled data Train unlabeled data Test data Expected output

Settings seen unseen seen unseen seen unseen seen unseen

†zero-shot learning Y N - - Y/N Y classify classify

*Semi-Supervised Learning (SSL) Y - Y Y/N Y - classify -
*Open set SSL (OSSL) Y N Y Y Y Y classify reject

Open world SSL (OWSSL) Y N Y Y Y Y classify discover/classify

Our settings few-shot N Y Y Y Y classify classify

Table 1. Catalogue of different relevant frameworks as discussed in the text. The training set is divided into seen and unseen classes, a
distinction not originally made in most frameworks. For each framework, the symbols ’Y’ and ’N’ denote that such data as specified in the
column is permitted in the framework; ’Y’ indicates that such data exists, and ’N’ that it doesn’t. ’*’ indicates frameworks wherein unseen
classes may include OOD samples (see text). † indicates that additional semantic side-information such as attributes is needed. Expected
output: Open-set SSL methods are not designed to classify new examples from unseen classes, only to reject them. Most open-world SSL
methods are transductive, designed to ’discover’ structure in a fixed test set rather than classify new unseen examples.

account for Out-Of-Distribution (OOD) samples. Finally,
the set of possible labels is fixed throughout.

While Semi-Supervised Learning (SSL) appears to be a
suitable framework to address the problem at hand, it is im-
portant to note that most SSL methods assume the presence
of all classes in the labeled set, namely, that there are no
zero-shot classes. A step in the right direction is taken in
the open-set SSL (OSSL) framework, where the data con-
tains points sampled from either unseen classes or OOD (or
both). However, open-set techniques are designed to reject
test samples that do not belong to any seen class and do not
predict missing class labels.

These differences between frameworks are illustrated in
Fig. 1 and Table 1. To evaluate the significance of these
differences, we compare our proposed method to state-of-
the-art SSL and OSSL methods adapted to identify unseen
classes (see details in Section 2.3), showing large perfor-
mance gains.

A closely related scenario is addressed in the open-world
SSL framework, which aims to classify seen classes and to
discover unseen classes in an unlabeled set. Typically in this
framework, a learner is given substantial labeled and unla-
beled sets for training, where both sets are sampled from
the same distribution. Originally, the aim of such methods
was to partition the unlabeled set in a transductive manner.
Such methods can be extended to our inductive scenario by
providing the partitioned unlabeled set as input to a regular
SSL method, see discussion of related work below.

Another related methodology is Zero-Shot Learning
(ZSL). Traditionally, ZSL methods are designed to train
models that can classify objects from unseen classes by uti-
lizing semantic side-information and knowledge acquired
from seen classes [see survey by 17]. Differently, in our
scenario, we lack access to any auxiliary semantic informa-
tion. Another difficulty with adopting this framework to our
scenario stems from the fact that ZSL usually assumes that

seen classes are adequately sampled, i.e., they are not “few-
shot” but “many-shot”.

1.1. Our proposed approach: outline

We propose a simple end-to-end framework that tackles the
few-zero-shot SSL scenario, offering a general solution that
can be used to enhance any semi-supervised learning (SSL)
method. The approach consists of two main steps: (i) Mod-
ify the last layer of a given SSL architecture to incorporate
both seen and unseen classes. By doing so, the model is ca-
pable of handling and classifying instances from both types
of classes. (ii) Introduce an additional term into the loss
function, which penalizes discrepancies between the out-
put class-distribution of the trained model and the veridical
class-distribution.

As the field of semi-supervised learning continues to
evolve, the proposed approach can be used to adapt future
SSL methods to our scenario. When compared to zero-shot
learning, instead of relying on hard-to-collect semantic side
information, we exploit the fact that the unlabeled set accu-
rately represents the underlying class distribution and con-
tains classes that are not present in the labeled set. By doing
so, we are able to transfer knowledge from few-shot to zero-
shot classes without auxiliary information.

We assess the performance of our method on standard
image classification datasets, re-constructing training sets
where labels are obtained as described above. While vary-
ing the number of unseen classes, we also vary the condi-
tions under which seen classes are sampled, including both
balanced and imbalanced scenarios. Current SSL methods,
after being adapted to identify unseen classes (see details in
Section 2.3), are unable to successfully classify them. Our
methodology, when incorporated with the same SSL meth-
ods, greatly improves their performance on unseen classes,
while usually matching or even surpassing their perfor-
mance on seen classes. Additionally, our method surpasses
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the overall performance of both open-set and open-world
SSL methods, see Section 3.2. The improvement is espe-
cially pronounced when the labeled set is small.

1.2. Related work

A number of related frameworks have been investigated in
the machine learning community, motivated by problems
that also inflict our scenario. Table 1 summarizes the main
characteristics of the most relevant frameworks, highlight-
ing the differences between them. Next, we discuss each
one in more detail.

Closed- and Open-Set Semi-Supervised Learning, de-
noted SSL and OSSL respectively. SSL has made remark-
able progress in recent years, see survey by Chen et al. [6].
It involves leveraging sparsely labeled data and a consider-
able amount of additional unlabeled data, typically sampled
from the same underlying data distribution as the labeled
data. In more general settings, Out Of Distribution (OOD)
data may also be present in the unlabeled set.

In the original SSL settings [4], both the labeled and un-
labeled data share a label set within the same domain. It
is not, however, suitable for our scenario because it does
not allow for unseen classes. Going a step further, open-
set SSL (OSSL) permits the presence of unseen classes or
OOD data in the unlabeled set. However, this framework is
only designed to identify and reject data points that do not
belong to the classes in the labeled set, and is not tailored to
classify unseen classes.

Some of the most effective SSL methods at present time
combine ideas from self-supervised learning (e.g., con-
sistency regularization), data augmentation, and the as-
signment of pseudo-labels to unlabeled data points, in or-
der to utilize unlabeled data [e.g., 5, 20, 24, 30]. The
field of Open-set SSL (OSSL) is also rapidly developing
[9, 12, 16, 21, 28]. For comparison, we use the competitive
OSSL method proposed by Saito et al. [19], which uses the
SSL and novelty detection frameworks in combination.

Open-World SSL, denoted OWSSL. This paradigm is re-
lated to Novel Class Discovery, which aims to discover un-
seen classes within unlabeled data [11, 25, 26]. Joining
SSL with this paradigm, OWSSL [3, 10, 18, 31] aims to
discover unseen classes in an unlabeled set and to classify
seen classes. Initially, OWSSL methods were transductive,
in the sense that the test set is processed as a single batch,
and classes are discovered by partitioning this set. Typi-
cally this is accomplished by learning pairwise similarities
between the points in the unlabeled set.

In OpenLDN, Rizve et al. [18] extended the scope of the
open-world methodology to our scenario. Specifically, they
proposed to add a step to the algorithm and use its outcome,
both seen classes and the partitioned unlabeled set, as input

to train a new SSL model, thus obtaining a classifier for
both seen and unseen classes (the latter up to permutation
of unseen labels). Our method differs from OpenLDN in
that it solves the problem in an end-to-end fashion, and is
thus more suitable for the low-budget regime with very few
labeled examples.

Zero-Shot Learning, denoted ZSL. Work on ZSL often
involves the computation of a separate label embedding
space and assumes access to semantic data that may be dif-
ficult to obtain. Some recent work aims to expand the scope
of this methodology to domains where the seen classes are
only sparsely sampled. For example, Li et al. [14], Xu et al.
[27] leverage SSL in order to aid the computation of label
embedding, in a two-step manner.

1.3. Summary of contribution

We introduce and motivate a novel SSL scenario, character-
ized by classes that are present in both the unlabeled set and
the test set, yet absent from the labeled set. Addressing this
scenario, we offer a solution that:

i Outperforms all current baselines by a large margin, in-
cluding SOTA methods from related SSL frameworks.

ii Can be assimilated into any SOTA SSL method.
iii Converges significantly faster than its underlying SSL

method in few-shot settings.

2. Our Approach

After the introduction of some notations, in Section 2.2
we describe our method, designed to learn a classifier for
the Semi-Supervised Learning scenario with few-shot and
zero-shot classes. In Section 2.3 we discuss how baseline
methods can be adapted and used for comparison. Specifi-
cally, since most of the relevant frameworks (see discussion
above) are not designed to classify unseen classes, we de-
scribe an adaptation step, which allows us to obtain unseen
class classification from SSL and open-set SSL methods.
Finally, in Section 2.4 we detail the different metrics that
are used to evaluate performance when dealing with labeled
or unlabeled data, as customary.

2.1. Notations and definitions

Let X denote the set of all possible examples, and C the
set of possible classes. We consider a learner denoted f :
X → C, which has access to a labeled set of examples
L ⊆ X × C and an unlabeled set of examples U ⊆ X .
In our scenario, the labeled examples in L do not contain
all possible classes of C. Let Cseen ⊆ C denote the set
of classes that appears in L, and Cunseen ⊆ C the set of
classes that do not appear in L. Note that Cseen∩Cunseen =
∅, and Cseen ∪ Cunseen = C.

3



For evaluation purposes, we assume the existence of a
test set T ⊆ X × C, which is disjoint from both U and
L. T contains examples from all classes. We denote the
examples from seen classes in the test set as Tseen and the
examples from unseen classes as Tunseen.
Empirical class probability, definition. Let B denote the
batch size of the learner and [pi]i∈C the vector of empirical
class probability. In a specific batch {xb}Bb=1, pi is com-
puted as follows:

pi =
1

B

B∑
b=1

fi(xb), i ∈ C

Above fi(xb) denotes the soft-max confidence of learner f
in the assignment of example xb to class i ∈ C. Finally, let
[qi]i∈C denote the vector of veridical marginal class proba-
bility derived from the data distribution over X × C:

qi = Ex∈X [1[label(x)=i]], i ∈ C

2.2. Our Method

Objective function

Let ℓkl denote the KL-divergence between the two proba-
bility vectors [qi]i∈C and [pi]i∈C :

ℓkl =
∑

i∈Cseen∪Cunseen

pi [log(qi)− log(pi)] (1)

If the prior vector of class frequencies [qi]i∈C is uniform
(i.e., all classes are equally likely), this definition reduces to
the negative entropy of the empirical class frequencies (up
to an additive constant):

ℓkl =
1

|C|
−

∑
i∈Cseen∪Cunseen

pi log(pi)

Most SSL methods optimize a loss function which is es-
sentially the sum of an unsupervised term ℓu and supervised
term ℓs. In our approach, we adopt the full pipeline of the
method, while optimizing the following objective function:

ℓ = ℓs + ℓu + λℓkl

This design is illustrated in Fig. 2.

Early stopping

During the training of our algorithm, we sometimes en-
counter a phenomenon in which the confidence of the
model’s predictions falls drastically, especially the confi-
dence of points from unseen classes. This phenomenon
results in the model being essentially unable to generate
pseudo labels, and therefore the scores show a sharp sudden
decline. This may happen relatively early in the training

Figure 2. The combined SSL loss used in our approach, where
KL([pi], [qi]) denotes the KL-divergence between the vectors.

as there are fewer labels per class. To address this prob-
lem, we track the gradient graph of the loss term ℓkl during
training. Once a sharp decline is identified, the training is
stopped a few epochs prior to the sudden decline. Interest-
ingly, this procedure has a curious artificat, where our al-
gorithm converges much faster than its original SSL variant
while achieving a greatly improved accuracy.

2.3. Baseline methods for comparison

Semi-Supervised Learning in the Few-Shot Zero-Shot Sce-
nario is a new setting, and there are no ready-to-use baseline
methods that are designed to solve it effectively. Conse-
quently, we extend methods designed to deal with closely
related problems, as discussed in the introduction (see Ta-
ble 1), and report their results. It should be kept in mind that
since the methods are designed for other scenarios, their in-
ferior results here should not be taken as evidence that they
are not suited for their original task, where they achieve
state-of-the-art results.

More specifically, we adapt methods designed to deal
with the following scenarios: (i) traditional semi-supervised
learning (SSL), (ii) open-set SSL (OSSL), (iii) open-world
SSL (OWSSL). We start by describing how to extend SSL
and OSSL methods to the OWSSL scenario, similarly to
how it’s done by Cao et al. [3]. We then conclude by dis-
cussing the adaptation of the OWSSL scenario.
Traditional SSL These methods are designed to classify
seen classes, but they do not expect to encounter unseen
classes in the test set. In order to extend them to the OSSL
scenario, we adopt a common way to add a reject option
to classifiers [e.g., 22], by applying a threshold test to the
softmax confidence score of the model. To compensate for
the simplicity of the approach, we choose for each method
its optimal threshold based on ground truth information. In
the end, we have a set of points classified into seen classes,
and a set of rejected points, similar to the OSSL scenario to
be discussed next.
Open-set SSL These methods are designed to classify seen
classes and reject unseen classes, but do not classify unseen
classes. In order to extend these methods to our scenario, an
additional step is employed to partition the rejected points to
|Cunseen| parts. This is accomplished with K-means clus-
tering, performed over the model’s feature space.
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As customary for unlabeled data, and for the purpose of
evaluation only, the set of cluster labels is matched to the set
of unseen labels Cunseen using the best permutation. Note
that the unseen classes accuracy score in (3) below involves
a similar procedure. As a result, the set of test points is now
classified to all the labels in C.
Open-world SSL These methods are designed to process
the labeled and unlabeled training sets and output a partition
of the unlabeled set. This partition is matched to Cunseen as
described above. Finally, in order to generate a classifier for
future unseen points, we follow the procedure suggested by
Rizve et al. [18]: use the labeled training set as is and the
unlabeled set with its inferred labels to train another SSL
classifier, whose domain of output labels is C. Note that the
outcome of the two-stage model is unique up to permutation
of the unseen labels Cunseen.

2.4. Evaluation scores

As customary in novel class discovery and OWSSL, the fol-
lowing scores are used:
• Seen classes accuracy

accseen =
1

|Tseen|
∑

xi∈Tseen

1[f(xi)=yi] (2)

• Unseen classes accuracy

accunseen =
1

|Tunseen|
∑

xi∈Tunseen

1[f̃(xi)=yi]
(3)

Above f̃(xi) denotes the class assignment of xi based on
the best permutation of the unseen classes, as customary
when measuring clustering accuracy.

• Combined score

|Cseen|
C

· accseen +
|Cunseen|

C
· accunseen (4)

3. Empirical Evaluation
We start in Section 3.1 by describing the empirical settings
used to evaluate our method in comparison to established
baselines. In Section 3.2 we report comprehensive results.
In Section 3.3 we report the results of an ablation study.

3.1. Methodology and technical details

Datasets. We use two benchmark image datasets in the
experiments below: CIFAR-100 [13] and STL-10 [7].
When using STL-10, we omitted the unlabeled split due to
its inclusion of out-of-distribution examples.

Baselines. We compare our method to the following base-
lines: (i) SSL - FreeMatch [24] which performs well in the
few-shot regime, and FlexMatch [30] which is the backbone

of our own method. (ii) Open-set SSL - OpenMatch [19].
(iii) Open-world SSL: OpenLDN [18], which includes its
own adaptation to our scenario using MixMatch [1]. For
FlexMatch and FreeMatch we employed the SSL evalua-
tion framework established by [23], ensuring a fair compar-
ison. For OpenMatch and OpenLDN we used the source
code provided with the original papers. The methods were
adapted to our scenario as detailed in Section 2.3.

Architectures and Hyper-parameters. When training
FlexMatch, FreeMatch, and OpenMatch, we employed
Wide-ResNet-28 (WRN) [29], trained with stochastic gra-
dient descent optimizer, 64 batch size, 0.03 learning rate,
0.9 momentum and 5e-4 weight decay. In Fig 3 we used
8 width factor, as was done in the original papers. Due to
its heavy computational cost, in all other experiments, we
reduced the width factor to 2. We note that the qualitative
results remained the same.

When training OpenLDN, we used the official code,
composed of a basic model and a MixMatch model. Both
models use ResNet-18, trained with Adam optimzier. The
base model uses a 200 batch size and a 5e-4 learning rate.
MixMatch uses 64 batch size and 0.002 learning rate.

The λ for ℓkl was set to 1.5 in all experiments. We used
NVIDIA GeForce RTX 2080 GPUs for all experiments.

Split of classes to seen and unseen. When training on
CIFAR-100, the split of the 100 classes into seen and unseen
classes was done randomly, repeating the exact same parti-
tion for all models. It’s important to note that in the empir-
ical evaluation of OpenMatch, outlined in [19], the choice
of unseen classes was determined by their super-class mem-
bership, introducing a potential bias. This may explain the
differences in accuracy between the results we report below
for OpenMatch, and those reported in [19]. To validate this
point, we used their split method in a subset of our experi-
ments, those involving the many-shot scenarios with 100 or
250 examples per class, replicating the reported results (see
case 4 below).

3.2. Results

Case 1: Balanced labeled set, few-shot for seen classes.
We begin by comparing the performance of our method,
using FlexMatch as the backbone, with two SSL methods
– FlexMatch and FreeMatch, one OSSL method – Open-
Match, and one OWSSL method – OpenLDN. FlexMatch,
FreeMatch, and OpenMatch are adapted to our scenario,
as described in Section 2.3. All methods are trained on
CIFAR-100, with 35/40 unseen classes (similar qualitative
results are obtained when the number of classes is varied,
see case 5). The number of labeled points in each seen class
varies, from one-shot with 1 example, very few-shot with
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(a) 1 label per class, 35 unseen classes (b) 4 labels per class, 40 unseen classes (c) 25 labels per class, 40 unseen classes

Figure 3. Comparison of our method to the baselines discussed in Section 3.1, case 1. All methods are trained on CIFAR-100, where
(a),(b), and (c) differ in the size of the labeled set and the number of unseen classes. In the top row, we show the combined score (4) of
each method. In the bottom row, we show the seen accuracy (2) and unseen accuracy (3) scores for each method. We clearly see that our
method outperforms all baselines by significant margins. When compared to SSL methods - FreeMatch and FlexMatch, we see that while
the performance on the seen classes is comparable, our method improves the performance on the unseen classes quite drastically. Both
OpenMatch and OpenLDN are not suitable for the few-shot regime, and their performance is therefore poor.

4 examples and few-shot with 25 labels, see Figs. 3a,3b,3c
respectively. Additional results with 35 unseen classes are
shown in the Suppl. Fig. 9.

Inspecting the combined accuracy score (4) in the top
row of Fig. 3, we observe that our method outperforms the
other baselines by large margins. In each case, we also
plot the seen and unseen accuracy scores, (2) and (3) re-
spectively. Evidently, the improvement over other SSL al-
gorithms is caused primarily by their poor performance on
unseen classes, which in turn is caused by their overconfi-
dence in their erroneous classification of seen classes. This
is a well-known problem [15] when attempting to add a re-
ject option to deep models, which can be further appreciated
from the comparison in the ablation study, Fig. 7.

It’s worth noting that the subpar performance of
OpenLDN can be attributed to the intended focus on sce-
narios with considerably higher availability of labeled data,
see Figs. 4b-4c (case 4). OpenMatch addresses the open-set
scenario, where out-of-distribution data may occur.

The same pattern of results can be seen when using a
second image dataset, STL-10. In Fig. 5a we report results
with 40 labeled examples for each of 6 seen classes, and
4 unseen classes. Since OpenMatch and OpenLDN are not
natively adapted to STL-10, we only compare our method,
which is based on FlexMatch, to plain FlexMatch adapted
to our scenario.

Case 2: Non-uniform labeled set, approximately one-
shot. We now move on to address the more general sce-
nario as envisioned above, where the labels are obtained as
follows: To begin with, the learner is given a large set of un-

labeled data randomly collected. Additionally, the learner is
restricted to the labeling of only n randomly chosen exam-
ples from the unlabeled set, thus establishing the labeled
training set. Typically, the labeled set is not class-balanced.
In our experiments with n = 100, the actual number of ex-
amples per seen class varied from 1 to 4. The remaining
examples compose the unlabeled training set.

Results are shown in Fig. 4a, for CIFAR-100 and n =
100 labeled examples. Once again, when inspecting the
combined score (4) shown in the top row, our method out-
performs all other baselines. Given the technical difficulties
that this unusual setup poses, we could not obtain reliable
results with OpenLDN. Nevertheless, we expect OpenLDN
to perform poorly in these conditions, similarly to the case
of 1 labeled example per seen class (see Fig. 3a).

Case 3: Non-uniform class frequencies. Our method, as
described in Section 2.2, is able to handle non-uniform class
distributions, where the loss component lkl defined in (1) is
designed to reduce the discrepancy between the empirical
class frequencies and the prior class distribution. To evalu-
ate the effectiveness of our method in this regard, we now
test our method while using dataset with imbalanced class
distribution. Specifically, we use a few variants of the long-
tail CIFAR100 dataset, described in [2].

When evaluating the outcome of classification on imbal-
anced datasets, class accuracy is a very skewed measure of
performance. As customary, we replace the combined score
(4) by a score recommended for use when using imbalanced
datasets. Specifically, we use the multi-class balanced F1-
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(a) Case 2, total of 100 labeled examples (b) Case 4, 100 labels per class, 45 unseen classes (c) Case 4, 250 labels per class, 50 unseen classes

Figure 4. Additional results with CIFAR-100. (a) Case 2: total of 100 labeled examples sampled at random (see the caption of Fig. 3).
On average, there are 36.61 ± 1.38 unseen classes, and 1.58 ± 0.03 labeled examples per seen class. (b-c) Case 4: Split is based on
super-classes as explained in Section 3.1.

(a) STL10, 40 labels per
class, 4 unseen classes.

(b) Modest long-tail, 165 la-
beled examples.

(c) Modest long-tail, 260 la-
beled examples.

(d) Sharp long-tail, 238 la-
beled examples.

(e) Sharp long-tail, 247 la-
beled examples.

Figure 5. (a) Case 1, STL10. (b-e) Case 3, CIFAR100 with 40 unseen classes. Here, the total number of labeled examples vary because
the class distribution is long-tail, and the number of labeled examples from each class is different. Three different conditions are shown,
corresponding to (b-c) modest long-tail distribution, (d) sharp long-tail distribution, and (e) sharper long-term distribution (see Suppl. §C).

score [8], computed as customary while using the following
multi-class balanced precision and recall scores:
• Multi-class balanced precision

Balanced Precision =
1

|C|
∑
k∈C

TPk

TPk + FPk

• Multi-class balanced recall

Balanced Recall =
1

|C|
∑
k∈C

TPk

TPk + FNk

Above, TPk, FPk, FNk denote respectively the True Pos-
itive score of class k, its False Positive score, and its False
Negative score.

Results - balanced F1 scores of the different methods,
are shown in Figs. 5b-5c for modest long-tail imbalance,
and Figs. 5d-5e for large long-tail imbalance. Clearly the
method is able to handle these challenging scenarios, sig-
nificantly improving the outcome of plain FlexMatch. Note

that in these conditions, where almost all the points in the
unlabeled set belong to unseen classes (see Suppl. §C), both
methods predict unseen classes better than seen classes.

Case 4: Many-shot zero-shot SSL. In our final setting,
we increase the number of labeled examples per class, thus
obtaining scenarios that are more favorable to the alterna-
tive methods, especially OpenMatch and OpenLDN. Re-
sults2 with 5 repetitions are shown in Figs. 4b-4c. For
completeness, we report additional scores, which are some-
times favored when evaluating open-set SSL methods, in
the Suppl. Fig. 8. Our method significantly outperforms all
baselines, though the benefit against OpenLDN decreases.

Case 5: A few zero-shot classes. Given the analysis above,
we expect that the relative advantage of our method will
decrease as the number of unseen classes decreases. To in-
vestigate this point, we repeat the experiment whose results

2Since FlexMatch and FreeMatch perform similarly in the many-shot
case, we only show results using FlexMatch.
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are reported in Fig. 3c, while reducing the number of unseen
classes from 35 to 10. Results are shown in Fig. 6. While
the advantage of our suggested method indeed decreases as
expected, our method still outperforms all baselines by a
large and significant margin.

Figure 6. Case 1, CIFAR-100 with 25 labels per class and 10 un-
seen classes. While the gap between the methods is smaller as
compared to Fig. 3, our method is still the best performer.

3.3. Ablation study

SSL adaptation. To adapt the SSL methods to our sce-
nario, we introduced in Section 2.3 a two-step adaptation
process: (i) Points with low classification confidence are
rejected from the classifier trained on seen classes. (ii)
K-means clustering is used to partition the rejected points
within the feature space. This partitioning is then matched
to unseen classes. Without this adaptation, SSL methods
would not identify anything as unseen, and would therefore
erroneously match all points from unseen classes to some
seen class. In each case, the rejection threshold was opti-
mized to give each method its best possible rejection out-
come.

Here we evaluate the added value of this adaptation, as
shown in Fig. 7. Evidently, the impact is minor (especially
in the mid-shot regime). The reason is that the optimal
threshold tends to be relatively low, resulting in a relatively
modest count of predicted unseen instances. This count of-
ten pales in comparison to the actual prevalence of unseen
classes within the test data. The underlying reason for this
failure is the known property of deep models to be over-
confident in their predictions. It is therefore hard to distin-
guish between seen and unseen classes based on the confi-
dence threshold.

Convergence time As described in Section 2.2, sometimes
the SSL training, performed by our method, is stopped rel-
atively early. This happens when the new loss term lkl
suddenly declines sharply, and is usually correlated with a
small number of labeled examples per seen class. As a re-
sult, it so happens that our model needs much fewer epochs
to converge, as compared to the original model that serves

(a) 25 labels per class, 40 unseen
classes.

(b) 1 label per class, 35 unseen
classes.

Figure 7. Combined score (4) of FlexMatch and FreeMatch with
and without the being adapted to our scenario (see Section 2.3),
on CIFAR-100. With adaptation - dark blue, without adaptation -
light blue.

as its backbone, FlexMatch. This result is shown in Table 2.

Labels per Unseen Convergence
class classes epoch

1 35 224.6± 44.19
4 40 523.0± 24.61
25 40 726.6± 8.85

Table 2. The mean number of epochs to convergence, in a scenario
where FlexMatch needs 1024 epochs to converge.

3.4. Summary and Discussion

We investigated Semi-Supervised Learning (SSL) in a small
sample framework with few-shot and zero-shot classes,
thereby confronting a previously unexplored real-life chal-
lenge. To address this challenge, we add a penalty term
– the KL-divergence between the empirical and true class
frequencies vectors – to the loss of an established state-of-
the-art SSL method, such as FlexMatch or FreeMatch. This
enhancement mediates the transfer of knowledge from the
few-shot to the zero-shot classes. Thus, the proposed ap-
proach allows us to convert any state-of-the-art SSL algo-
rithm to readily face the new challenge.

Our extensive empirical evaluation provides strong ev-
idence for the effectiveness of our approach in addressing
the previously mentioned challenge when compared to al-
ternative baselines. These baselines include SSL and open-
set SSL methods (adapted to accommodate our scenario
as detailed in Section 2.3), along with open-world SSL. It
is worth mentioning that our algorithm emerges as a top-
performer by significant margins, particularly in situations
characterized by the scarcity of labeled data.

In future work, we will investigate the dynamic incorpo-
ration of the penalty term throughout the training process.
This adaptive integration holds promise for enhancing the
robustness and versatility of our approach.
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Supplementary material

A. Alternative Scores

In OSSL, where the goal is only to reject unseen classes and
not to classify them, different scores are sometimes used.
For completeness, we report these scores below for cases
favorable to traditional OSSL with many missing classes
and sufficient labels for each seen class.
• Closed accuracy

1

|Tseen|
∑

xi∈Tseen

1[f |seen(xi)=yi] (5)

Here, f |seen is the prediction of f when forced to choose
a class out of Cseen. Thus an OSSL method is not allowed
to reject. Other methods are not allowed to classify points
for labels in Cunseen.

• Unknown accuracy

1

|Tunseen|
∑

xi∈Tunseen

1[f(xi)∈Cunseen] (6)

This score captures the rejection accuracy.
• AUROC

Area under ROC curve of ′reject′ classifier (7)

Note the difference between seen classes accuracy and
closed accuracy: the first penalizes for seen points recog-
nized as unseen, while the second doesn’t, and therefore
seen classes accuracy is always lower than closed accuracy.

(a) Case 4, 100 labels per class, 45 unseen classes

(b) Case 4, 250 labels per class, 50 unseen classes

Figure 8. Alternative scores corresponding to the results shown in
Figs. 4b-4c, using OSSL scores (5)-(7) as described in Section 2.4.

B. Additional Results
Fig. 9 shows additional results with 35 unseen classes, fur-
ther demonstrating the robustness of the method’s beneficial
contribution.

(a) 2 labels per class (b) 3 labels per class

Figure 9. Combined score, CIFAR-100, 35 unseen classes.

C. Long-Tail Class Distribution

Figure 10. The distribution of classes in the long-tail CIFAR-100
is determined by ρ.

Imbalanced CIFAR-100. Following [2], in order to ob-
tain a long-tail class distribution of a dataset containing C
classes, the number of samples in each class Ni is fixed at
Ni = Nmax · ρ−

i
C−1 . Here ρ determines the imbalance ra-

tio, and N0 = Nmax is the maximum number of samples per
class.

Fig. 10 shows an example with Nmax = 500, which is
the case for CIFAR-100, and 3 values of ρ. Accordingly, in
Figs. 5b-5c, the term ”modest long-tail distribution” corre-
sponds to ρ = 10, while ”sharp long-tail distribution” cor-
responds to ρ = 50 in Fig. 5d and to ρ = 100 in Fig. 5e.

In our experiments, we designated the unseen classes to
be the first classes in the distribution, namely, classes i ∈
[Cunseen] with a total of

∑Cunseen

i=1 Ni examples. To adapt
SSL algorithms in this scenario, the rejection threshold is
set to guarantee that in the model’s predictions, the fraction
of rejected examples matches the correct fraction as dictated
by the long-tail class distribution.
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