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Abstract

We demonstrate a real time system for image registration
and moving object detection. The algorithm is based on de-
scribing the displacement of a point as a probability dis-
tribution over a matrix of possible displacements. A small
set of randomly selected points is used to compute the reg-
istration parameters. Moving object detection is based on
the consistency of the probabilistic displacement of image
points with the global image motion.

1 Background
Detecting moving object in a video sequence is usually

done by aligning pairs of images and creating the difference
image. Moving objects can be found in the difference im-
age using algorithms such as clustering [1, 2, 5, 3]. Unfor-
tunately image alignment is usually not exact at every im-
age point, and the difference image is noisy, causing false
alarms. Another problem with image alignment and sub-
traction is execution time, as every image point is examined
in both the registration, the alignment, the subtraction, and
the clustering. Therefore, only special harward could be
used if a real-time system was needed [1, 3].

As an alternative, we introduced in [4] a method to de-
scribe the displacement of a pointp as a discrete prob-
ability distribution matrixYp(u; v). The matrix is com-
puted using the sum of squared difference (SSD) values:
Yp(u; v) = K � exp (�SSDp(u; v)=�), whereSSD(d) =P

i;j2W (	2(i + dx; j + dy) �	1(i; j))
2 for a window

W around the pointp in image	1.

2 Image Registration
Consider the simple case where the motion model is

a uniform image-plane translation. Given the matrices
Yp(u; v) at N points, the distribution of the displacement
of all the points is: Psum(u; v) =

P
i=1::n Yi(u; v).

Psum(u; v) is the expectednumber of points with a dis-
placement ofd = (u; v). NormalizingPsum gives a proba-
bility matrix approximating the distribution of the displace-
ment of the image points.Psum is very robust for outliers
and for image noise. The robustness applies also when the
image motion is not an exact translation. In this case the
maximal entry in the sum matrix belongs to the dominant
translation and the matrix as a whole shows the deviation
from the dominant translation.
Registration of Translation and Rotation: Assume that
the rotation� is known and the image-plane translation
should be found. In this case,each matrix is shifted with
the offset induced by the rotation and the sum matrixP �

sum

is computed. To find an unknown rotation angle, different
angles are searched with steps of��. For each angle� in
the range, the matrixP �j

sum is computed, and the chosen an-
gle�̂ is the one which maximizes a measure of the sharpness
of the matrixP �

sum.
Registration of an Affine Transformation: A similar ap-
proach can be developed to compute an affine transforma-
tion: �xi = a11xi + a12yi + wx � xi, �yi = a21xi +
a22yi + wy � yi.

Theoretically, a sequential search can be done for the pa-
rameters setA = fa11; a12; a21; a22g. However, search-
ing in a 4-dimensional space is very slow. An alternative
method is to perform a separate search for the two pairs:
fa11; a21g andfa12; a22g, reducing the problem into a dou-
ble 2-dimensional search.

Consider the case where all the points have the same
value of y: pi = (xi; y) so that the transformation is re-
duced to:�xi = a11xi + k1 � xi, �yi = a21xi + k2 � yi
where:k1 = a12y andk2 = a22y. In this case, the relative
shift between the matrices depends only ona11; a21. Nev-
ertheless, not all the points have the samey, therefore, the
image is divided intoM horizontal stripsSj , j = 1::M so
that all the pointspi 2 Sj , have roughly the samey. We
search sequentially fora11; a21 and for each guess a sum



matrix is computed separately for the points belonging to
each stripSj :

PA
sj
(u; v) =

X

pi2Si

Yi(u ��xi(A); v ��yi(A))

where:A = fa11; 0; a21; 1g. The best choice fora11; a21 is
the one that maximizes:

X

j=1::M

Q(PA
sj
(u; v))

whereQ(B) is the quality measure of the matrixB.
After finding the best pairfâ11; â21g, the remaining two

parametersfa12; a22g can be found with a simple two di-
mensional search. LetA = fâ11; a12; â21; a22g. We search
for fa12; a22g, choosingÂ = maxargfQ(PA

sum(u; v))g.
After Â is found,P Â

sum(u; v) can be used as the es-
timation of the probability distribution of the displace-
ment of a pixel under the computed registration parameters
and the maximum likelihood choice forfwx; wyg will be:
fŵx; ŵyg = maxargu;v(P

A
sum(u; v))

3 Coarse to Fine Registration
The registration algorithm is based on the probability

distribution matrices at N points. For real-time implemen-
tation, matrix sizes should be kept small. To enlarge the dy-
namic range of the registration, image pyramid can be used.
However, the implementation in real-time is very hard. As
an alternative we use a more efficient approach especially
tailored for our registration implementation.

Currently, our system uses a three levels coarse to fine
implementation with a matrices size of(�3::3;�3::3). At
the top level the matrices at N points are computed with
jumps of 9 pixels, so that the displacement range covered
by the matrix is�27::27 pixels, The registration parameters
are computed at this level and are used as the base regis-
tration for the next level. At the next level, N matrices are
computed with a jump of 3 pixels. At the bottom level, N
matrices are computed with a jump of one pixel.

4 Moving Object Detection
After global image registration, moving objects can be

detected. A uniform grid of ”detectors” are deployed on the
image. Each detector is an image point whose displacement
probability is computed. The displacement probability ma-
trix of each detector is compared to that of the background.
These comparison gives two measures:Pm - The confi-
dence that the point moves differently than the background.
Pb - The confidence that the point moves as the background.
These two measures are not reciprocals, as a flat matrix has
no confidence of any type. This measures are more robust
to noise than image difference and they take into account
the uncertainty of the image registration.

Figure 1. Examples of moving objects de-
tected from a moving camera.

Clustering points into moving objectsMoving object are
detected and tracked using the detectors grid. A moving
object is defined as a region R where

P
(Pm � Pb) > 0.

The boundaries of the object should be those who maximizeP
(Pm � Pb). This reflects the assumption that a moving

object contains points with a motion different than the back-
ground. The measures are further used to decide if a cluster
belongs to a single moving object or to multiple objects.
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