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Abstract

One of the intriguing questions in brain research concerns the neural code, i.e. the code used by neurons in the brain to represent and process information. In order to gain more information about the neural code, the association paradigm can be used. In this paradigm researchers attempt to associate the spike trains taken from extra-cellular recordings with the stimuli the animal was presented with at the same time. The next step is to characterize this association under different conditions. In principle, this association can be performed in two ways:

- Compute the average response of cells near a known stimulus, and compare that value for different stimuli.
- Search for the locations of a given neural response, and learn about the association of the findings with the external stimuli.

The first method is more commonly used due to the high variability of the spike trains produced by a cell as a response to repeating presentations of the same stimulus. Temporal averaging over many repetitions is used to accurately estimate the response properties of a single cell as well as the strength of its functional connectivity with other cells.

The averaging method, however, suffers from some severe limitations: the alignment problem and the non-continuous search, to name only two of them. The alignment problem is based on the assumption that every time the animal is presented with the same stimulus, it goes through the same mental process—obviously, a problematic assertion. We are not able to construct exactly the same process in the brain because there are many other variables which we can not control directly. The non-continuous problem means that we “look only under the lamp”, i.e. we are not searching in all the continuous recordings taken from the animals’ brain but rather only a short time before and after something we consider important has happened. It is possible that the response we are looking for appeared in a non-stimuli-locked fashion. It might appear in unexpected places which today are not searched.

In this work, when we had to choose a method for searching the neural code, we took the one less traveled by. The method of searching for a single trial response in a continuum of data. We make use of the fact that modern technology enables us to get recordings from several cells recorded simultaneously, and therefore to reduce the variance of response in
such a manner. The view taken here is that it might suffice to accumulate the information across several cells in order to be able to gain information about the activity taken by the animal.

In this work I present a list of statistical tools used to processes such activity:

1. The detection (or classification) of a single trial in its correct behavioral mode.
2. The synergy value computed from the detection value of cells.
3. The spotting of a neural activity template in continuous data.
4. The search for excessively repeating patterns.

The detection of a single trial is the process of predicting the behavioral mode of the animal during the time the single trial was produced. In this part of the work, several methods spanning the current views regarding spike trains were examined. Among these we list the non-homogeneous Poisson process, hidden Markov models, correlation function, metric distance and empirical classification.

The most impressive result of this work is that a single segment of simultaneously recorded spike trains can predict, with good accuracy, the behavioral task of the animal. This is a non-trivial result taking into consideration the low firing rate of the cells, and the high variability from trial to trial. Building the statistical models describing the data, required the use of aligned data. Nevertheless, this result stands in contrast to many of the common analysis methods which align and average a large number of data segments, in order to get reliable results. The impressive power of detection shown here may lead to a new examination of this paradigm.

The detection methods that were based on parametric distribution function supplied us with the best detection rates. The parametric function used was based on the assumption that the spike trains are distributed according to non-homogeneous Poisson distribution. The methods that used non-parametric estimation of the probability functions had significantly worse results. The combination of these facts provides another support to the non-homogeneous Poisson statistical assumption regarding the activity of neurons.

The hidden Markov model outperformed the simplified non-homogeneous Poisson model. The possible advantages of the HMM over the PSTH are:

1. Dynamical time modeling – the ability to wrap the time scale for every example.
2. Building a high-dimensional mode and thus addressing the fact that several cells were recorded simultaneously.

The fact that the HMM was proven superior to the PSTH suggest by using these features, the description of neural data is more accurate.

The detection mechanism allows us to weigh the contribution of each cell separately, and compare it to the combination of all cells. The results show that in all the cortical delayed response paradigm recording sessions examined, the detection was a cooperative achievement and was not only based on one single cell.

This finding supports the use of simultaneous recording as a superior method for understanding the neural computation. It highlights it’s importance and suggests that more cells would allow better detection, and more reliable prediction of the animal’s actions. This result can be seen from yet another point of view. According to this view the HMM achieved better results because the exploitation of the multi-unit activity is an integral part of such a model.

Combining the tool for detecting the neural response with information theory notions such as mutual information, the idea of synergy was presented. Synergy is defined as the information gathered by examining two cells that was not found when examining each of these cells separately. The synergy value of pairs of cells is used to quantify cooperativity among neurons.

In this work the value of synergy was computed both for cortical cells and TANs’ recorded in the basal ganglia. The results show that in almost all of the cortical recording sessions a positive synergy value was found, whereas no such value was found in basal ganglia recordings. The prevailing difference between the synergy measurements in the cortex and in the TANs’ of the basal ganglia is also strengthened by the different mechanisms underlying these cells. The TANs’ are assumed to be global modulators of neuronal interactions in the striatum, whereas the information processed in the frontal cortex in this task is believed to be much more collective and complicated. Here we suggest a first handle for quantitative detection of such different neuronal activities.

The next issue under examination was the question of spotting of a specific pattern of multi-neural spike trains within the ongoing neural activity of these neural cells. Given a neural pattern, a fundamental question is: How unique or characteristic this pattern is to this particular stimulus? In other words, how specific this “code word” is in the ongoing
activity of these cells? To answer this question one should try to detect, or spot, this specific pattern within a single recording independently of any stimulus, a rather difficult pattern recognition task, considering the low firing rate of these cells.

The decision theoretic problem of spotting a pattern of sequenced data in a “noisy background” is classically considered a binary statistical hypothesis test, where the two possible sources are a statistical model of the pattern and a background statistical model. Given a complete description of the two sources there is a fully understood statistical approach, the Likelihood-Ratio-Test (LRT). Nevertheless, when the background model is not given (as is the case of our data) the LRT is not applicable.

The main novelty of this work lies in presenting the adversary background model. According to this model one could say that we are trying to spot the neural pattern - but the background is being produced by a malicious “rival” who is trying to confuse us. Fortunately this “rival” has only limited information about our pattern. In general such a competition is far from straightforward but we have shown in our case how this can be done. We assume to what extent does our rival “knows” our pattern and devise a statistical method that enabled us to spot the pattern even against such a background model.

Our method was implemented on data from the TAN’s, and we tried to spot the neural pattern usually related to the outcome of an action. As a result we found that the neural pattern under examination was not necessarily time-locked to the given action. To strengthen our results we also verified that we could not find the pattern in surrogate data. We found an interesting correlation between the spotted pattern and correct trial vs. incorrect trials. We showed that the spotting of the pattern was a collaboration of several cells. Finally, we observed the disappearance of the pattern in animals in which Parkinsonian symptoms were induced. We believe that these results could not have been obtained without such a method of spotting the reward pattern on the basis of unaligned continuous recordings.

The last work presented here consists of devising statistical methods for the search after excessively repeating precise spikes patterns. In this work we have shown several important statistical features of neural data. The outcome of this work is a complete verified method for exact pattern detection.

The main contribution of all the works presented here, lies in suggesting statistical views for the single trial multi-unit activity. Such tools allow us to investigate more elaborate questions regarding the neural code. All of these methods are motivated by the current
ability to record from a small network of cells. This ability allows as to gain a glimpse into
the complicated computations that are carried on by the brain. These computations are
believed to rely on large number of cells, and the large number of connections between the
cells.

We believe that as the number of cells recorded simultaneously increases, there will be
more need for such statistical methods. By and by such recording will also allow us to ask
questions that are inaccessible today due to the small number of cells recorded simultane-
ously. It will be fascinating to find out how much information can be gained from one subset
of cells on the other.

Our hope is that the kind of statistical methods discussed here will increase the global
knowledge about the neural code and how the brain functions.
Part I
Theoretical Background

1 introduction

1.1 Prologue: The aim of the work

The aim of this work is to create and test new tools for statistical description of a single trial multi-neuronal activity. Such tools are based on combining the information gathered from simultaneous recordings from behaving animals with ideas postulated in the field of learning theory. Such a combination may shed light on issues that were unfathomable before. An example is the spotting of neural template in a continuous neuronal.

1.2 In search of the neural code

One of the intriguing questions in brain research concerns the neural code, i.e. the code used by neurons in the brain to represent and process information. The following sections will present a few physiological and mathematical models for this problem. These models are ordered according to the evolution from single cell models to population models, ending with population models which include interacting elements. These models are not mutually exclusive, and can overlap to some extent.

1.3 Biologically oriented models

1.3.1 The single cell as a basis for neural code

The idea that the firing rate of the single cell is the basis of the neural code was suggested by many (e.g. Hubel and Weisel [52, 53], and Barlow [22]). According to this view, neurons integrate their input, and emit action potentials, as a function of some parameter of the stimulus. This means that the firing rate is the code the system uses in a “sparse” coding scheme [20]. The rich connectivity serves to funnel information to these computational elements [22, 21]. Some evidence for the existence of such cells has been found (e.g. [38, 66, 83]). Further support for this coding hypothesis was reported by Newsome et al. [69], who found a high degree of agreement between psychophysical performances near threshold, and the prediction from the firing rate of a single neuron.
From the computational point of view, this idea is attractive in its simplicity: firing rate is a convenient parameter for formulating a theoretical model of brain function as it can easily be approximated by a continuous function.

The model does, however, suffer from several drawbacks:

1. The model itself is rigid, and requires large numbers of cells for reasonable representation, while it fails to explain simple abilities [88].

2. Evidence for the existence of cardinal (“grandmother”) cells is very limited [2].

3. It is difficult to apply the idea of firing rate as the neural code in associative areas, since its average level drops in these areas, and its temporal modulation becomes sluggish [7].

1.3.2 Temporal modulation of the firing rate

Richmond and Optican[80, 65] suggested the temporal modulations of the rate function as the code used when processing information. It was shown that the amount of information carried by this signal is higher than the one carried by the constant rate. The difference between these two entities increases as one moves towards more associative areas. This theory looks attractive because temporal modulations in firing are found when examining responses of cortical neurons. However, the way in which the systems reads this temporal code is not clear. More recent work re-estimates the information gain from applying the temporal code at only 20% [59], a lower value than previous estimations. This highlights the issue of the justification for using this complex parameter for neural coding.

1.3.3 Population model: (weighted) summed activity across groups of neurons

Another approach which focuses on the summed activity of neurons, based on a different contribution of the single cell to this summing, was suggested by Georgopoulos [44]. Here, the coding of information (in this study, the direction of arm movement) is determined by the weighted summed activity over a group of neurons. Each cell contributes a vector directed towards its preferred direction, at a length proportional to its activity level. The model is based on the fact that in the cortex, many cells code any given property, with relatively broad tuning. Sharpening of the tuning curve as well as noise reduction were achieved in the model
by averaging over the population. Although this model exploits a population of neurons, it does not call for any specific interaction between the units. This could be an outcome of the fact that, at least initially, the experimental results were obtained from a single unit recording. Thus information about population activity was obtained in a sequential manner rather than simultaneously. In this way, no data was collected regarding the functional connectivity between the units. An effort to introduce the single cell interactions into this scheme was reported in [45, 99].

1.4 Mathematical oriented models

Two such models are described here: the Syn-Fire Chain [5, 4, 7], and the Attractor Neural Network [51, 13]. These models assume that “learning” is based on selective modification of the connectivity among neurons, and “computations” are carried out by selective activation of interconnected neurons. These models do not contradict each other, and can be viewed as different aspects of the same physical system.

1.4.1 Syn-Fire Chains

The Syn-Fire Chain model is based on synchronous temporal structures of spike trains. According to this model, the activity in the cortex is propagated in a network made of a chain of diverging-converging links, where each of these links is made of several neurons. The information in this model is propagated in the chain by secure transmission of a synchronous volley from link to link. This model, like the cell-assembly, takes not only an anatomical form, but also a functional one, i.e. the neurons participating in the Syn-Fire Chain may be scattered and intermingled with each other and with many other neurons. Furthermore, the same neuron may participate in several syn-fire chains. This model predicts the existence of temporal structures in the spike trains of cells, and analyzes them [5, 6]. The information is coded therefore in the currently activated syn-fire chain and the location in the chain.

1.4.2 Attractor Neural Network models

In the last decade there has been impressive development in the field of physical models of neuron-like networks, many of which can be analyzed by statistical mechanics, via the analog with spin-glass systems. One of the notable models is the Attractor Neural Network (ANN).
This model presents a network consisting of a large number of simple look-alike units, that imitate some of the basic functions of real neural networks. Each of these units is connected via weighted links to some, or all, of the other units, and alters its state according to these links and to its current state. These units are, therefore, referred to as neurons, and the whole system is referred to as a neural network.

This description defines a dynamical system, which for any given initial set of neuron states, goes on wandering among the $2^N$ possible configurations of the network, where $N$ is the number of neurons. The basic concept in this framework is the attractor. An attractor is defined as a state (or a cycle of states) of the network that is reached through the dynamics of the system, from different initial configurations. Reaching an attractor in the network can be interpreted as recalling a pattern that is stored in memory. The attractors reached can be static ones (an example of this type can be seen in the Hopefield model [51]). In a more general setup, cyclic attractors may appear.

This description suggests that an ANN is capable of performing memory recall by using the attractors of the network [56]. This ability may be seen as the first step towards a computing network that dynamically goes through a sequence of alternating attractors. This sequence of attractors is in this case the neural code used by the network.

1.5 Differentiating between models

In order to gain more information about the neural code and to be able to choose between the theories described above, the association paradigm can be used. In this paradigm researchers attempt to associate the spike trains taken from extra-cellular recordings with the stimuli the animal was presented with at the same time. The next step is to characterize this association under different conditions. In principle, this association can be performed in two ways:

- Compute the average response of cells near a known stimulus, and compare that value for different stimuli.
- Search for the locations of a given neural response, and learn about the association of the findings with the external stimuli.

The spike trains produced by a cell as a response to sequential presentations of the same stimulus are variable [41]. The common method of overcoming this variability is to
temporally average the rate signal in order to accurately estimate the response properties of a single cell as well as the strength of its functional connectivity with other cells [2]. This averaging is conducted over a relatively long period of recording time, longer than the time needed for perception, cognition and/or motor execution [27]. Thus, apparently, accuracy is not compatible with brain activity.

However, the averaging method suffers from some severe limitations: the alignment problem and the non-continuous search, to name only two of them. The alignment problem has to do with the assumption that each time the animal is presented with the same stimulus, it goes through the same mental process obviously a highly questionable assertion. We are not able to construct exactly the same process in the brain because there are many other variables which we can not control directly. The non-continuous problem means that we “look only under the lamp”, i.e. we are not searching in all the continuous recordings taken from the animals’ brain but rather only a short time before and after something we consider important has happened. It is possible that the response we are looking for appeared in a non-stimuli-locked fashion. It might appear in unexpected places which today are not searched.

The main problem that prevented researchers from performing the single trial search lies in the nature of the spike trains. The spike trains (especially in areas involved with complicated tasks) are known to be of low rate (mean of 5 spikes per second), and of high variability [1]. The combination of these facts creates a signal that has a very high variance, and therefore most of the research was involved in the process of reducing this variance by aligning several repetitions of the same task and calculating an average response.

1.6 Previous work on statistical modeling

The work presented here was partially based on ideas which emerged from the author’s thesis [42], concerning the way that information processing is carried out in the cortex. The previous work was based on the assumption that this processing may best be described by a Markovian state machine, whose output is the spike trains of cells. The model used was a Hidden Markov Model, whose parameters were the firing rate vectors of several cells recorded simultaneously. Computing such a model yields a temporal segmentation and labeling of the spike trains of the cells.
The main contributions of the previous work were:

- The presentation and implementation of the statistical modeling technique for neural data.

- Showing that the temporal segmentation of the data inspired by the model revealed different functional connectivities.

The second issue implies that the recorded cells may participate in different assemblies and may be activated under different conditions at different times, i.e. in different cognitive states of the small neural network recorded. Changes in functional connectivities between different behavioral events have been found in previous research [10, 9]. The novelty in the work done for the Masters thesis was that these changes in functional connectivities were discovered by the model directly from the data, without making use of the events of the experiment.

The check carried out showed clearly that in almost all cases in which functional connectivity existed, it changed in different states of the model, i.e. almost any pair of cells that showed a non-flat correlation function, also showed a change in functional connectivity between states of the model. It should be noted that the number of pairs of cells showing correlative behavior was far from negligible: 25% of the pairs of cells showed a state dependent non-flat correlation function.

1.7 Current work

In this work, when we had to choose a method for searching the neural code, we took the one less traveled by[39]: the method of searching for a single trial response in a continuum of data. We make use of the fact that modern technology enables us to get recordings from several cells recorded simultaneously, and therefore to reduce the variance of response in such a manner. The view taken here is that it might suffice to accumulate the information across several cells in order to be able to gain information about the activity carried on by the animal.

Some of the advantages of this view are:

- The ability to access questions not asked before concerning the differences between correct and incorrect trials.
• The ability to search the whole recording session, including time intervals which had previous been discarded.

• Specifically addressing the contribution of each cell to the neural code versus the contribution of all cells simultaneously.

Thesis organization

In this work we present a list of statistical tools used to processes such activity. In the following section (sections 2) the data used for this work will be presented. The first issue examined is the problem of detecting the origin of a single trial (sections 3 to 4). This questions deals with correct classification of a single example with the behavioral mode of the animal. In some sense it can be seen as an attempt to predict the animal’s thoughts from its brain recordings. An important tool whose practical implementation draws from the detection ideas is the amount of cooperation between cells or the synergy level (see sections 5 to 7). The next part shows the tools that can be used in order to spot a specific neural pattern in a continuous data stream (section 8 to 11). An implementation of the ideas of spotting is given in sections 12 to 14. The Next part is devoted to the search for firing patters (sections 15 to 19). Finally a discussion of the methods and results obtained is given in section 20.

2 Origin of data

The data used in this report are simultaneously recorded spike trains, which were recorded at the Hadassah higher brain function laboratory. The recording were made by Y. Prut, H. Slovin, I. Halmaan, A. Feingold, and A. Raz as part of their PhD work. The work was done under the supervision of M. Abeles, H. Bergman and E. Vaadia. A detailed description of the data collection and classification methods can be found in [74, 89].

2.1 Areas under investigation

The data used in this report were taken from 24 recording sessions taken from 4 different vervet (Cercopithecus Aethiops Aethiops) monkeys. Throughout this work each monkey will be referred to by a single letter (B,C,H and I). The recording sites were the frontal cortex (FC), which is located in the anterior third of the brain, and the basal ganglia.
2.1.1 Frontal cortex

The frontal cortex is supposed to be a “high” cortical area, i.e., an area which is not directly connected to sensory or motor systems, but is reciprocally connected to many other cortical areas. The FC has been traditionally divided into three broad regions: the motor cortex (MC), the premotor cortex (PMC) and the prefrontal cortex (PFC). Two of these areas were investigated in this work, the PMC and PFC [46, 71]. Fuster claims that “the PFC is critical for temporal organization of behavior. It mediates cross-temporal sensorimotor contingencies, integrating motor action (including speech in humans) with recent sensory information” [40]. This area is also involved in the composition and execution of plans [31]. The PMC is essential for the preparation of movement and the ability to develop an appropriate strategy for movement [46]. These areas are characterized by multiple connections with many other cortical areas, most of which are associative areas. A schematic figure of a monkeys’ brain with the frontal cortex marked is given in figure 1.

![Diagram of frontal cortex with labeled areas](image)

**Figure 1:** The areas of the frontal cortex shown on a schematic figure of a monkeys’ brain.

2.1.2 Basal ganglia

The term ”basal ganglia” refers to a loosely grouped collection of large sub-cortical nuclear (gray) masses derived from the telencephalon and located deep within each cerebral hemisphere. The TANs’ (tonically active neurons) are the cholinergic inter-neurons of the basal ganglia. TANs have a spontaneous firing rate of 3-15 Hz, and after training, show strong and robust responses to cues predicting future rewards. This response is characterized by
a reduction in firing rate (pause), often flanked by brief elevation of the firing rate ([18]). Lately, these type of cells have drawn much attention due to the fact that although the TANs represent only 1-5% of the total population of striatal neurons, they have a major role in the functions of the basal ganglia ([28]). Another interesting feature of these cells is the fact that all the TANs show the same response simultaneously. A schematic figure of the basal ganglia parts is given in figure 2.

![Schematic diagram of the basal ganglia](image)

Figure 2: A schematic information flow in and out of the basal ganglia. The components of the basal ganglia are: the striatum, the globus pallidus (both the external (GPe) and internal (GPI) segment), and the substantia nigra (SNr).

### 2.2 Behavioral modes of the monkey

The work reported here was recorded under two behavioral paradigms. The vast majority of the results was produced under the delayed response paradigm, and a comparison is made also to the puzzle box paradigm.

#### 2.2.1 Delay response paradigm

In this paradigm the monkeys were trained to localize a source of light blink and then, after a delay, to touch the target from which the light blink was presented. The monkeys started
a trial by touching a *ready key*, then the central *ready light* was turned on. Three to six seconds later, a *visual cue* was given in the form of a 200 ms light blink coming from the left or the right. Then after a delay of 1-32 seconds the color of the ready light changed from red to orange (the *GO* signal) and the monkeys had to release the ready key and touch the target from which the cue was given. Correct responses were reinforced by a drop of juice. This paradigm was called the *GO* mode. In this mode, the monkey almost always fixed its gaze on the ready light in the first four seconds. As a control, the monkeys were also trained to perform a different paradigm in which all the events were identical to those of the GO mode, except that after the *GO* signal the monkeys had to refrain from responding. This paradigm was referred to as the *NO-GO* mode. A block diagram of this paradigm is shown in figure 3.

![Diagram of behavioral modes of the monkey](image)

**Four Correct Trials**

Figure 3: A block diagram of the behavioral modes of the monkey.

The monkeys were trained to switch between modes when a set of lights was turned on for 3-4 seconds. Modes were switched after 4 correct trials. In this way one could study the relation between brain activities and stimuli in two different “sets of mind”.

Trials in which the monkey responded with the required response within the time constraint were defined as correct trials. The trial was aborted immediately following any error and the central light was turned off. There was no active punishment and, following an inter trial interval (ITI), the monkey was able to initiate a new trial.

One of the monkeys (monkey I) was trained for a similar but simpler task. The monkey was trained exclusively in the ”GO’ mode with a 0.25s delay between the offset of the visual
cue and the GO signal, and 0.1-0.3 s variable delay between the end of a correct trial and the reward. All other parameters (e.g. pre-cue interval, and error definitions) were the same as for the other monkeys.

2.2.2 Box opening puzzle paradigm

In this paradigm the monkey had to select one solution from a range of options. Our implementation of this type of paradigm was the following: Nine boxes, identical in shape, had different opening mechanisms (an example of one option may be seen in figure 4).

![Puzzle Box](image)

Figure 4: A Puzzle Box. An example of a single puzzle box. This box is opened by lifting the upper cover upwards. The external surface of the boxes is identical in texture.

The external faces of the boxes had grooves arranged in a grid manner, to avoid recognition of a specific opening strategy by tactile manipulation. Each box was presented to the monkey after a piece of apple was put inside it. The monkey tried to open the box to get the reward. The boxes were given to the monkey in random order. The temporal sequence of a trial was as follows (schematic description is shown in figure 5):

![Behavioral paradigm](image)

Figure 5: Behavioral paradigm: Puzzle Box Opening. Schematic illustration of the event sequences composing the puzzle box opening paradigm. The box was presented to the monkey (Serve), who touches it in an effort to open it. After opening it, the monkey eats the reward inside the box, and then the box is removed. If the monkey had difficulties in opening the box, a Hint was given to help him. As this is a “free trial” no time limits were set.

The opening mechanisms of the boxes are as follows:

- Box 1 - lifting top cover up.
- Box 2 - sliding in x direction.
- Box 3 - sliding in y direction.
• Box 4 - left rotation of the cover.
• Box 5 - right rotation of the cover.
• Box 6 - lifting up the whole box.
• Box 7 - front drawer.
• Box 8 - side drawer.

This type of trial was composed of two main intervals:

• Pre-trial period. From the red light signal until box presentation.
• Trial period. Box presentation until box removal.

2.3 Surgery

When the monkeys were fully trained, they were prepared for recording of single unit activity. Recording chambers were attached to the skull to allow access to the brain tissue under examination. Surgery was performed under aseptic conditions and under deep anesthesia. Upon recovery and retraining, activity was recorded daily while the monkey performed the task. All procedures were conducted according to Hebrew University guidelines for animal care and in accordance with the NIH Guide for the Care and Use of Laboratory Animals (revised 1985).

During the recording sessions, the monkey’s head was immobilized and four to eight glass-coated tungsten micro-electrodes confined within a cylindrical guide (2.2-mm outer diameter) were advanced to the recording sites. Neuronal activity from each electrode was amplified, filtered (300-6000Hz), sorted and classified as belonging to a single neuron by a template-matching algorithm. Only spike-trains emitted by well-isolated single neurons (as judged by the stable spike waveforms, stationary firing rates and constant responses to behavioral events) were included in this study.

We stress that this report does not relate to the process of learning anything new, but to the sequence of states through which the neural networks (in which the recorded neurons might be embedded) pass, while the monkey performs a task with which it is familiar.
2.3.1 MPTP treatments

When recording was carried out in the basal ganglia, the monkeys were subjected to MPTP treatment. After recording in the normal state the monkeys were rendered Parkinsonian by systemic MPTP treatments. The MPTP treatment (MPTP HCl, Aldrich, Milwaukee, WI, U.S.A.) 0.4-0.5 mg/kg/day I.M was administrated for a total of four days to monkey H and I respectively. Two to three days after the completion of the MPTP course the monkeys developed severe Parkinsonian symptoms that were stable until the end of the MPTP recording period.

2.4 Periods of interest

We sliced the neuronal recording into several periods of interest.

2.4.1 Differentiating between four delay types

The segments of data used consisted of the delay periods of the trials, whose length was equal to, or longer than, 4 seconds. Each of these segments was further categorized into one of the following different refined behavioral modes:

Mode 1: “Go” mode to the left.

Mode 2: “Go” mode to the right.

Mode 3: “No-Go” mode to the left.

Mode 4: “No-Go” mode to the right.

Table 1 summarizes the characteristics of the data-base used in terms of the number of cells used, the total number of segments used and the distribution of segments among the different behavioral modes.

Table 1 shows that on most of the recording sessions used in this work, the distribution of the different modes is rather uniform.

2.4.2 The reward response

When recordings were taken from the TANs’, we concentrated on the period following the reward. Specifically we defined two segments of interest:
Table 1: The list of recording sessions used in the delay response recording in the frontal cortex. For each session the following information is given: the number of cells used, the number of delay period segments used. The percentage of data segments in each of the different modes is also given.

<table>
<thead>
<tr>
<th>Session</th>
<th># Cells</th>
<th># Segments</th>
<th>Mode1</th>
<th>Mode2</th>
<th>Mode3</th>
<th>Mode4</th>
</tr>
</thead>
<tbody>
<tr>
<td>b1</td>
<td>3</td>
<td>107</td>
<td>24</td>
<td>31</td>
<td>24</td>
<td>21</td>
</tr>
<tr>
<td>b2</td>
<td>4</td>
<td>235</td>
<td>28</td>
<td>23</td>
<td>24</td>
<td>26</td>
</tr>
<tr>
<td>b3</td>
<td>8</td>
<td>256</td>
<td>25</td>
<td>26</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>b4</td>
<td>6</td>
<td>198</td>
<td>26</td>
<td>25</td>
<td>26</td>
<td>24</td>
</tr>
<tr>
<td>b5</td>
<td>8</td>
<td>243</td>
<td>25</td>
<td>24</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>b6</td>
<td>4</td>
<td>198</td>
<td>26</td>
<td>25</td>
<td>26</td>
<td>23</td>
</tr>
<tr>
<td>b7</td>
<td>8</td>
<td>197</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>24</td>
</tr>
<tr>
<td>b8</td>
<td>5</td>
<td>245</td>
<td>23</td>
<td>26</td>
<td>26</td>
<td>25</td>
</tr>
<tr>
<td>b9</td>
<td>6</td>
<td>348</td>
<td>24</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>c1</td>
<td>5</td>
<td>207</td>
<td>24</td>
<td>28</td>
<td>26</td>
<td>23</td>
</tr>
<tr>
<td>c2</td>
<td>5</td>
<td>242</td>
<td>24</td>
<td>26</td>
<td>26</td>
<td>29</td>
</tr>
<tr>
<td>c3</td>
<td>5</td>
<td>409</td>
<td>23</td>
<td>27</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>c4</td>
<td>5</td>
<td>476</td>
<td>9</td>
<td>41</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>c5</td>
<td>4</td>
<td>426</td>
<td>42</td>
<td>10</td>
<td>40</td>
<td>8</td>
</tr>
<tr>
<td>c6</td>
<td>5</td>
<td>327</td>
<td>44</td>
<td>11</td>
<td>37</td>
<td>9</td>
</tr>
<tr>
<td>c7</td>
<td>6</td>
<td>722</td>
<td>48</td>
<td>12</td>
<td>33</td>
<td>7</td>
</tr>
<tr>
<td>c8</td>
<td>7</td>
<td>249</td>
<td>27</td>
<td>27</td>
<td>22</td>
<td>23</td>
</tr>
<tr>
<td>c9</td>
<td>5</td>
<td>182</td>
<td>26</td>
<td>25</td>
<td>22</td>
<td>27</td>
</tr>
<tr>
<td>c10</td>
<td>4</td>
<td>180</td>
<td>24</td>
<td>27</td>
<td>26</td>
<td>24</td>
</tr>
</tbody>
</table>

- The reward period which directly follows the reward cue.
- The period just after the beginning of the trial.

We defined different events of the task performed by monkey H and I as the reward cue, i.e., the event that was used by the monkey as the cue predicting the reward. The reward cue was defined as the buzz signaling the actual reward in Monkey H who performed the more complicated GO/No-GO task, with variable delays between the touch of the target and the reward. In the studied sessions, the average success rate for Monkey H was 58%, and it is therefore possible that the monkey used only the buzz tone that was linked with the physical reward as a valid prediction of reward. On the other hand, Monkey I was performing an easier task (only GO mode and a fixed delay between the spatial cue and the GO signal). The average success rate of Monkey I in the studied sessions was 85%. The spatial cue was therefore defined as the reward cue for monkey I. The definition of the reward cue was validated by examining the responses of all TANs recorded from the same monkey, and by the finding that the reward cue was able to elicit the typical (on-off-on) response of TANs to reward predicting events [14, 17].
Table 2: The list of recording sessions used in the delay response recording in the basal ganglia. For each session the following information is given: the number of cells used, the number of delay period segments used. The percentage of data segments in each of the different modes is also given.

<table>
<thead>
<tr>
<th>Session</th>
<th># Cells</th>
<th># Segments</th>
<th>Start of trial</th>
<th>Reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>h1</td>
<td>4</td>
<td>266</td>
<td>133</td>
<td>133</td>
</tr>
<tr>
<td>h2</td>
<td>3</td>
<td>186</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>h3</td>
<td>3</td>
<td>260</td>
<td>130</td>
<td>130</td>
</tr>
<tr>
<td>i1</td>
<td>4</td>
<td>476</td>
<td>238</td>
<td>238</td>
</tr>
<tr>
<td>i2</td>
<td>2</td>
<td>180</td>
<td>90</td>
<td>90</td>
</tr>
</tbody>
</table>

Table 3: The list of recording sessions used in the box puzzle experiment. The information supplied as in table 1 and 2.

<table>
<thead>
<tr>
<th>Session</th>
<th># Cells</th>
<th># Segments</th>
<th>Mode1</th>
<th>Mode2</th>
</tr>
</thead>
<tbody>
<tr>
<td>b3</td>
<td>7</td>
<td>107</td>
<td>24</td>
<td>31</td>
</tr>
<tr>
<td>b7</td>
<td>8</td>
<td>256</td>
<td>25</td>
<td>26</td>
</tr>
</tbody>
</table>

The following table summarize the data used for this detection experiment:

2.4.3 The puzzle box

In the puzzle box paradigm we concentrated on the first 1000 ms of the trial period. We tried to differentiate between possible groups of opening schemes. In table 3 the list of recording sessions and segments used are given.
Part II

Detection of neuronal response

3 Detection definition

The goal of this work was to examine the ability to classify a single trial response according to its correct behavioral mode. We compared different classification (detection) algorithms which shared a general framework:

- All the data segments belonging to a specific behavioral mode were listed together. A typical length of such a list (number of examples per mode) was 60.
- The data included in each of the different lists were used to train four different models.
- All the data segments were evaluated sequentially according to the previously computed models. Each data segment was assigned a probability of its being the outcome of any of the models. This probability is usually referred to in the literature as the likelihood of the data segment given the model. After computing the likelihood of the data segment for all the possible models, the data segment was associated with the most likely model. If the data segment under investigation was actually recorded under the same behavioral mode to which it was associated, it was declared a correct detection. Otherwise, it was declared a wrong detection.
- After evaluating all data segments, the overall detection was computed. The overall detection was the percentage of correct detection segments among all the segments. More refined detection ratios including the detection within each mode, were also computed. These later detection results were computed using only the segments of a specific mode.

Due to the small number of examples used to build each model, we did not split the data into training and testing sets, rather we used the Jacks’ Knife procedure. In this procedure when trying to detect a response \( o \), we excluded it from the train set and re-computed the model. The likelihood of \( o \) was then computed for each of the newly computed models.

The detection procedure is carried out therefore, via the following algorithm:

1. Go over all the behavioral modes.
2. For each such mode, go over all the data segment examples making it.

3. For each such example compute the probability of it’s being the outcome of all the models except for the correct one.

4. When the probability of an example is being computed with the correct model, this model is altered in the following way: the model is computed using all the examples without the current example.

5. For each example, the highest probability is found.

6. The algorithm counts the ratio of correct detections for each behavioral mode.

An example of the detection needed is given in the following two figures. In figure 6A the spike trains of 5 cells in the 4 different behavioral modes are presented, where each spike is represented as a small dot. In figure 6B one segment of data is shown. The goal of the detection problem is to tell which behavioral mode that segment of data was taken from.

![Figure 6](image_url)

Figure 6: The spike trains of all the segments in one recording session (b8). In this session there were 5 cells recorded, and the segments are parsed into 4 different behavioral modes. In the lower part we see a single trial taken from the same recording session, and we must decide which behavioral mode it is drawn from.
The segment presented in figure 6B was taken from the first behavioral mode (Go to the Left), and was identified correctly by most of the detectors that are shown in this work. The example given above shows how difficult the detection was. The average firing rate of cells in the recorded area is around 5 spikes-per-second, so on the average 4 second segments including 5 spike trains would hold 100 spikes. The detection scheme should be able to reveal the correct behavioral mode using these 100 spikes.

3.1 Modeling techniques

The different modeling techniques used in this work are:

1. Assuming the spike trains are the outcome of a Poisson process. The process may be either homogeneous (spike-count per response) or non-homogeneous (PSTH).

2. Hidden Markov models (HMM) based on firing rate vectors [43]. We also examined another type of HMM which was based on fine resolution data.

3. Pair wise cross-correlation [72].

4. Metric distance between spike trains [92, 93].

5. Optimal detection scheme based on the Jensen-Shannon information measure [48].

3.2 PSTH analysis

3.2.1 Technique description

The basic modeling technique applied to this data consisted of computing the PSTH - peri-stimulus-time histogram. In this method, all the data segments are aligned, and parceled into bins. The number of spikes found in each bin is counted (for each different cell), and normalized by the number of data segments given. The final result, therefore, is the average firing rate of the cell in terms of spikes-per-second. The resolution of the PSTH is the length of data segments divided by the number of bins used. As the number of spikes used to compute the firing rate in each bin is increased (bin width is increased) the accuracy of each bins value is increased, but the time resolution is decreased. When the number of bins increase, the opposite occurs: better time resolution but less accuracy.
Two major methods were used here in order to compute the firing rate of each bin. According to the first, the bin size was fixed and the number of bins in it was counted. According to the second method, the number of spikes to be counted was fixed, and the bin size was changed in order to include that amount of spikes. The second method is thus an *adaptive* method which depends on the temporary firing rate for its evaluation [86].

If the number of bins used in the PSTH is reduced to only one bin, the PSTH computation turns out to be rate computation. In this case, the average rate of firing in each cell is computed, and when a new data segment is presented the probability assigned to it is based only on the count (number of spikes) found in that section. This computation is carried out for each cell separately.

An example of four PSTH models is shown in figure 7.

![Figure 7: A PSTH model consisting of 5 cells in 4 different modes.](image)

In this example the PSTH of 5 cells in the 4 different modes used are presented. The value in each bin is shown in a bar whose height is proportional to the average number of counts. It can be observed that the PSTHs of different behavioral modes look alike, with
some differences. These difference are the ones sought by this type of modeling.

3.2.2 Technique motivation

The simplest interpretation of a PSTH is that it is an estimate of a Poisson process [33]. In the extreme case of one bin, the process is an homogeneous Poisson, and in the case of multiple bins it is a non-homogeneous Poisson process. The assumption made here is that the cells are independent of one another, and therefore there is no correlation between them. Furthermore, the cells’ responses in the defined time segments are locked to the stimulus. This lock is not flexible, and it does not allow any warping in time.

3.2.3 Probability computation

The computation of the probability of a given spike train segment to be the outcome of a specific PSTH, is based on the following assumption. The model PSTH is assumed to be a non-homogeneous Poisson process, in which each bin has its own mean. The likelihood of the data assuming a specific PSTH model is therefore:

$$
\prod_{i=1}^{N} \prod_{j=1}^{L} P(c_i(j), m_i(j)) = \prod_{i=1}^{N} \prod_{j=1}^{L} \frac{e^{-m_i(j)}m_i(j)^{c_i(j)}}{c_i(j)!},
$$

where:

- $N$ is the number of cells.
- $L$ is the number of bins in the PSTH.
- $c_i(j)$ is the count in the $j$’th bin of the $i$’th cell of the current example.
- $m_i(j)$ is the PSTH value in the $j$’th bin of the $i$’th cell.

For practical and computation reasons we use the log-likelihood probability measure of the data, i.e.

$$
\sum_{i=1}^{N} \sum_{j=1}^{L} -m_i(j) + c_i(j) \log(m_i(j)) - \log(c_i(j)!).
$$

The log-likelihood of the data according to all behavioral modes is computed, and the detected mode is the one with highest value. It should be noted that this computation does
not depend on the time resolution of the data, but only on the time resolution of the PSTH model.

In order to demonstrate this we will give a proof for a specific case of modeling, and show later how this can be generalized to the multi-cell, many bins case.

**Independence of window length:** Suppose the PSTH model \( m \) of one cell is constant over time \( T \) ms, with value \( \lambda \) (where \( \lambda \) is the mean number of action potentials in time \( T \)), and a given data segment \( x \) holds \( n \) spikes. The log-likelihood is:

\[
\mathcal{L}_1(x|m) = -\lambda + n \log(\lambda) - \log(n!),
\]

(3)

if we use bin size of \( T \) ms. Using \( T \) bins each of length 1 ms would produce the following result:

\[
\mathcal{L}_2(x|m) = \sum_{i=1}^{T} \left( -\frac{\lambda}{T} + n_i \log\left(\frac{\lambda}{T}\right) - \log(n_i!\right).
\]

(4)

Where \( n_i \) are the number of spikes in the \( i \)th bin. The rate at each \( ms \) bin is \( \frac{\lambda}{T} \). Assuming that two spikes are at least 1 ms apart, the last equation can be divided into two sums. The first one holds the bins in which the cell has not fired and the second one hold all the other bins.

\[
\mathcal{L}_2(x|m) = \sum_{i=1}^{n} \left( -\frac{\lambda}{T} + \log\left(\frac{\lambda}{T}\right) \right) + \sum_{i=1}^{T-n} \left( -\frac{\lambda}{T} \right) = -\lambda + n \log(\lambda) - n \log(T).
\]

(5)

It can be seen that the difference between the two log-likelihood measures depends on \( n \) and \( T \), but does not depend on \( \lambda \).

\[
\mathcal{L}_1(x|m) - \mathcal{L}_2(x|m) = n \log(T) - \log(n!).
\]

(6)

Therefore, if we compare the log-likelihood of the same data according to different models (which differ by their \( \lambda \)) all the terms that depend only on \( n \) and \( T \) are eliminated.

This proof can be generalized to the case of more than one bin PSTH, by simply summing up the log-likelihoods in the different bins, and further summation of the number of cells.
3.2.4 Technique parameters

In the results reported in the delayed response paradigm, the length of the PSTH was 4000 ms, and all the cells were used in the computation. We have varied the bin length (in the fixed bin size type of PSTH), or the number of spikes to be found in a bin (for the variable bin length PSTH). In the latter case, the maximal number of bins was used.

3.3 Stochastic modeling

3.3.1 Technique description

HMM is a stochastic modeling technique for the study of complex time series [73, 32, 76]. It is essentially a stochastic function of a Markov chain, i.e., to each state of a Markov process, a conditional probability distribution on the possible output observations is attached. Hidden Markov models theory enables modeling with many, discrete or continuous, probability distribution functions. The popularity of this technique is largely due to its efficient and robust implementation. The computational costs of both training and evaluation of the model are linear in the length of the data. In addition, the model is sufficiently rich in the possible structure of its output, which has made the Hidden Markov technology attractive for tackling problems in language, speech and signal processing[63, 77].

A detailed description of two HMM types which were applied to neuronal data can be found in [43, 85]. These method uses basically the same HMM mechanism, and differs in the feature space used for the modeling. In the first technique, firing rate vectors are the focus of observation of the HMM. In the second work the actual emission of spikes are considered the observations. The first method allows more accurate short time firing rate, whereas the second method provides us with fine resolution data. The first method was used so far in unsupervised modeling of the data, and the second method was used in supervised modeling. In this work both of these methods are used in supervised modeling.

Using the HMM enables us to find the probability of an observation sequence given a model. This ability will be discussed in detail in the next section. The other algorithm related to the HMM is the ability to build (train) a model given a list of observations. For this algorithm, there are no known optimal methods which can be performed in reasonable time (i.e. polynomial with the number of observations). An optimal method would be one
in which the likelihood of the data, given the model is the global maximum over all the existing models. Gradient ascent methods do exist, however, which bring the model into a local maxima of the likelihood function. These methods are sometimes highly governed by the initial conditions posed to the algorithm. The initial conditions in the HMM are comprised of the transition probabilities between states, and the probability of seeing a specific observation in each state. A schematic example of an HMM classification is shown in figure 8.

![Diagram of HMM model]

**Figure 8:** Classification using HMM. The example is based upon 5-state HMMs' and on recording of 5 cells simultaneously. In this classification 4 left-to-right models were created separately. Each such model is drawn as a horizontal sequence of states where each state is characterized by the firing rates of the cells and the transition matrix. The firing rate are drawn as bars whose height is proportional to the cells' firing rate. The transitions to the next state are drawn as arrows whose thickness is proportional to the their probability. The four models were combined together into a larger HMM and the classification is performed by computing the sequence of states with the highest probability for each data example. For more details see [76]

### 3.3.2 Technique motivation

The HMM assumes that the spikes are the outcome of a hidden markov process, whose states cannot be observed directly but rather through some manifestation (spikes, in this case). It may be assumed that these observations are the spikes themselves (fine-resolution HMM), or the firing rate vectors. The method could be advantageous if the data is a truly vectorial process if the combination of spike trains reveals more information than just one cell, or
any subgroup of cells. The other advantage of the method could result if it transpires that the time locking of the data is not a very strict one, i.e. dynamic time changes appear.

3.3.3 Probability computation

All the stochastic algorithms described in this section rely heavily on the optimality criterion. "An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision" [24]. Straightforward implementation of the HMM may seem at first exponential by the number of frames being modeled. However, a more sophisticated implementation may be carried out using the dynamic programming algorithm which is based on the optimality criterion [23]. The run time of this algorithm is linear with the number of frames.

In order to compute the probability of an observation sequence given the model (the likelihood of the data), we need to average the probability of a given observation sequence over all possible underlying state sequences. The number of possible state sequences is $N^T$, where $N$ is the number of states and $T$ is the number of data frames. An algorithm, known as the forward-backward algorithm [76], performs the same calculation in time linear with $T$. The popularity of the HMM is, to large extent due, to these efficient algorithms.

3.3.4 Technique parameters

The models’ parameters are:

1. The type of transition matrix. It can allow any transition, in which case the matrix is said to be ergodic. A special case of transition probabilities is the one referred to as Left-to-Right type. This type allows a transition from state $i$ to state $j$ only if $i = j$ or $j = i + 1$. In the work presented here we used a Left-to-Right type transition matrix. Such a transition matrix exploits the serial nature of response.

2. The length of the estimation window and the transition between successive windows. The length of the window used was 500 ms with transition of 100 ms between frames. These values were derived from optimizations performed in a previous work [42].

3. The number of states used by the model to describe the data. The numbers used here
ranged from 5 to 20. These values were derived from optimizations performed in a previous work [42].

3.4 **Pair-wise cross-correlation**

3.4.1 **Technique description**

According to this technique, all the pair-wise cross-correlations of the cells are computed. The values of correlations are then normalized to a correlation function such that the sum of values in each function is the same. This correlation functions serve as a model (in a similar manner to the PTH models). The normalization performed here eliminates the information about the firing rate of the cells involved.

3.4.2 **Technique motivation**

In this technique all the information about the firing rate of the cells is removed, and the only information used is the correlation between the cells. We therefore expect this type of modeling to reveal a different type of alternation between the modes. The information found in the correlation functions would, however, be much more noisy.

A typical model for one of the recording sessions is shown in figure 9.

This figure shows the pair-wise cross-correlation of 5 cells, yielding 15 correlation functions. The correlation functions were computed with a bin size of 13 ms and the correlation length was 1000 ms (for the positive and negative lags).

3.4.3 **Probability computation**

The probability computation is achieved by multiplying all the correlation vectors in scalar multiplication. In the PTH case there were $N$ histograms (where $N$ is the number of cells), and in this case there are $\frac{N(N-1)}{2}$ correlations. The probability of an example being the outcome of a specific model is:

$$P = \prod_{i=1}^{\frac{N(N-1)}{2}} \prod_{j=1}^{L} c_i(j)m_i(j).$$  \hspace{1cm} (7)

Where:

- $N$ is the number of cells.
Figure 9: Four models of pair-wise cross-correlation. In this example 5 cells were used, and the number of cross-correlations is therefore 15. The correlation functions are ordered from left to right.

- $L$ is the number of bins in the correlation function.
- $c_i(j)$ is the count in the $j$'th bin of the $i$'th cell of the current example.
- $m_i(j)$ is the normalized count in the correlation model of the $j$'th bin of the $i$'th cell.

3.4.4 Technique parameters

The parameters used were:

1. The bin length being used, typically ranging from several $ms$ to several tens of $ms$.

2. The correlation length, ranging from 100 $ms$ to few seconds. The correlation length is computed symmetrically for both sides of the correlation. The output data is, therefore, twice the length of the correlation, i.e. in a 1 second correlation the data spreads over 2 seconds.
3.5 Metric distance method

3.5.1 Technique description

An interesting detection method tries to embed the spike trains in a metric space, and then uses a stimulus-dependent clustering [93]. This can be achieved by providing a metric distance between each two spike trains. Each metric defines the distance between two spike trains as the minimal "cost" required to transform one spike train into the other. The transformation is done via a sequence of accepted elementary steps, such as inserting or deleting a spike, shifting a spike in time, or changing an inter-spike interval length.

3.5.2 Technique motivation

There are several advantages to mapping spike trains into a metric space: Each metric, in essence, represents a candidate temporal code in which similar stimuli produce responses which are close and dissimilar stimuli produce responses which are more distant.

3.5.3 Probability computation

Spike trains are considered to be points in an abstract topological space. A spike train metric is a rule which assigns a non-negative number $D(S_a, S_b)$ to pairs of spike trains $S_a$ and $S_b$, which expresses how dissimilar they are.

A metric $D$ is essentially an abstract distance. By definition, metrics have the following properties:

- $D(S_a, S_a) = 0$
- Symmetry: $D(S_a, S_b) = D(S_b, S_a)$
- Triangle inequality: $D(S_a, S_c) \leq D(S_a, S_b) + D(S_b, S_c)$
- Non-negativity: $D(S_a, S_b) > 0$ unless $S_a = S_b$.

Cost-based metrics fulfill the above general definition of a metric, and are constructed with the following ingredients:

- A list of accepted elementary steps (accepted transformations of spike trains).
• An assignment of non-negative numerical costs to each elementary step.

For any such set of choices, one can define a metric $D(S_a, S_b)$ as the least total cost of any accepted transformation from $S_a$ to $S_b$, via any sequence of spike trains $S_a, S_1, S_2, ..., S_n, S_b$.

This is a family of cost-based metrics, parametrized by a "cost per unit time" $q$ (units of 1/sec). The elementary steps and associated costs are:

• Insert a spike: cost = 1

• Delete a spike: cost = 1

• Shift a spike by an amount of time $t$: cost = $qt$ (the normal distance).

For a matching example see figure 10.

\[ S_a \quad S_1 \quad S_2 \quad S_3 \quad S_4 \quad S_5 \quad S_6 \quad S_7 \quad S_8 \quad \text{Cost} \]

\[ 1 \quad 1 \quad q\Delta t_1 \quad q\Delta t_2 \quad q\Delta t_3 \quad q\Delta t_4 \quad q\Delta t_5 \quad 1 \quad 1 \]

Figure 10: Example of matching spike trains $S_a$ to $S_b$ via insertion, deletion and substitutions. Each line represent an intermediate stage in the matching process. On the left, the stages are marked, and on the right, the cost associated with each stage is given.

If $q$ is very small, this becomes the spike count distance. If $q$ is very large, all spike trains are far apart from each other, unless they are nearly identical. For intermediate values of $q$, the distance between two spike trains is small if they have a similar number of spikes, occurring at similar times.
The motivation for this construction is that neurons which act like coincidence detectors should care about this metric. The value of $q$ corresponds to the temporal precision of the coincidence detector. This distance can be calculated efficiently by a dynamic programming algorithm.

The full procedure for classification also includes the idea of assigning a spike train to a class of responses if it is closer to the class responses than to any other set of responses. For a classification of spike train $S$ we first exclude it from the set of examples it belongs too ($s_\alpha$). Now the average distance for any stimulus class $s_\gamma$ is

$$d(S, s_\gamma) = [\langle D[q](S, S')^{z}_{S_\gamma \text{ elicited by } s_\gamma} \rangle]^{1/z}.$$  

(8)

where $\langle \rangle$ denotes an average over all spike trains $S'$ elicited by a stimulus in behavioral mode $s_\gamma$. The value of $z$ used was $-2$.

“The manner in which spike trains from multiple neurons combine to transmit information is a matter of great interest, but not one that we address here.”[92],

3.5.4 Technique parameters

The most important parameter in the technique is the value of $q$. The value of $q$ determines the accuracy needed in time - it determines whether an action potential is added, or shifted. It is possible to use different types of cost-based metrics - but for practical purposes it was sufficient to work with the cost as presented above.

The main obstacle was the one quoted from [92], relating to the use of the metric in the case of multiple neurons. In this study we used several methods, such as summing the overall distance, or using some form of multiplication. In the results section we give the maximum value for each recording session, i.e. we actually give results which are optimized to our data set.

3.6 Empirical classification

3.6.1 Technique description

Modern classification theory concerns the problem of how to classify observations into predefined categories. In principle this classification may be achieved using either a known probabilistic description, or just the training data (empirical classification). Recently, more
attention has been given to the empirical problem, and the method presented in this section is one of the optimal implementations of such a technique.

The technique described here was first shown by Gutman [48] and is also referred to as the Jensen-Shannon (JS) divergence [64]. Using this technique, a statistic is computed. It has been shown [48] that this statistic is not only optimal in a certain sense, but will also, given enough training and testing data, produce error probabilities with the same exponential rate as the likelihood ratio classifier that clairvoyantly knows the underlying statistical model for the training data.

3.6.2 Technique motivation

The advantages of using empirical classification are due to the amount of knowledge we have a priori regarding the statistical description of our data. Suppose that our knowledge is very limited, or that we do not have full access to the correct statistical model. In such a case, assuming the wrong statistical model may insert distortion into the results instead of aiding in classification. It is therefore preferable to use the empirical classification.

3.6.3 Probability computation

The scenario in this method is as follows: we are given a training set $T_j$, where the index $j$ stands for different categories of the data. The data is made up of observations, and each observation can only assume a finite set of values: $R_i \in r_1, ..., r_K$ ($K$ which is the alphabet size, is finite). When given a test set $R = R_1, ..., R_{L_R}$, the statistics are:

$$G_j = \frac{L_T}{L_R} D(\hat{P}_{T_j} | \bar{P}_{T_j, R}) + D(\hat{P}_R | \bar{P}_{T_j, R})$$

(9)

$$\bar{P}_{T_j, R} = \frac{L_T \hat{P}_{T_j} + L_R \hat{P}_R}{L_T + L_R}$$

(10)

where $\hat{P}$ is the histogram estimate of the probability mass function:

$$\hat{P}_{T_j}(r_k) = \frac{\text{# times } r_k \text{ occurs in } T_j}{L_T} \quad \hat{P}_R(r_k) = \frac{\text{# times } r_k \text{ occurs in } R}{L_R},$$

(11)

and $D(P || Q)$ is the KL-divergence [60]. For a detailed description of this function see [32, 42].
3.6.4 Technique parameters

The method can be implemented directly by building the histogram for all response values for more details see [54]. Nevertheless, the number of entries in the histogram would usually prevent us from such an implementation. Having $N$ neurons whose responses are measured across $B$ bins, the number of possible response values (the value of $K$ defined above) is $2^{NB}$. In our case $N = 4$ and $B = 600$ which results in the inability to estimate the probability for each of these values.

In order to overcome the huge set of values we need to define stationary segments of data and to quantize the possible values of response. We are forced to give up the promise of optimality, but the computation becomes feasible. Figure 11 shows an example of such a procedure. In the example it is shown that the data is sliced into stationary bins, and within each bin the possible values are computed over bins which define the size $K$ of the possible alpha-bet (which is the number of possible counts in each bin to the power of the number of cells). In the example given here we allow each such bin to have at most one spike, and given 3 cells we have $K$ equal 8. The distribution of symbols in the alpha-bet is shown in the histogram computed for one of the stationary bins.

![Histogram](image)

Figure 11: Schematic description of slicing the data into stationary segments and defining the alpha-bet size via further slicing the stationary bins into symbol-size bins.

The computation of the Gutman statistics from that point on is straightforward.
4 Detection results

4.1 How to interpret and compare the results

For each of the detection methods we computed the detection rate per recording session. The first element of comparison is to examine the mean detection rate. In order to evaluate the significance of the change between detection methods, it is not enough just to compute the variance of the results. The existence of intrinsic changes between recording session must also be taken into account. An example of this phenomenon is shown in figure 12. The results in this figure show that although the mean detection rate of the solid bars is within one tenth of standard deviation of the same rate in the dashed bars, the results are significantly different. In most of the recording sessions the detection rate difference is in the same direction.

![Figure 12: Comparison between two detection methods. Although the mean value of detection of the first method in each point is within one standard deviation, the difference between detections is significant. This fact can be clearly seen when examining the difference between detections point-wise.](image)

A better way of estimating the significance changes between detection methods is by measuring the average and the variance of the difference between the methods along the recording sessions.

Another issue which arises when examining these results is the detection significance issue. We need a method which will be able to compute if the detection results are significantly
above chance level. The chance level in the delay behavioral mode detection was 25% (four different states). Given the number of examples presented to the detector we can easily compute if the results are truly significance or could be produced by chance.

4.2 Comparison between methods

The basic results of detection are summarized in table 4.

<table>
<thead>
<tr>
<th>Sess</th>
<th>PSTH1</th>
<th>PSTH2</th>
<th>PSTH3</th>
<th>HMM1</th>
<th>HMM2</th>
<th>CORR</th>
<th>METRIC</th>
<th>EMPIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>b1</td>
<td>29.9</td>
<td>43.0</td>
<td>39.6</td>
<td>44.7</td>
<td>35.4</td>
<td>24.5</td>
<td>31.1</td>
<td>28.6</td>
</tr>
<tr>
<td>b2</td>
<td>37.0</td>
<td>61.3</td>
<td>56.6</td>
<td>65.6</td>
<td>52.7</td>
<td>24.9</td>
<td>55.3</td>
<td>46.5</td>
</tr>
<tr>
<td>b3</td>
<td>71.9</td>
<td>93.0</td>
<td>90.4</td>
<td>92.9</td>
<td>55.0</td>
<td>37.2</td>
<td>64.1</td>
<td>86.8</td>
</tr>
<tr>
<td>b4</td>
<td>64.1</td>
<td>87.4</td>
<td>86.6</td>
<td>81.6</td>
<td>69.2</td>
<td>41.9</td>
<td>62.1</td>
<td>73.6</td>
</tr>
<tr>
<td>b5</td>
<td>43.6</td>
<td>65.8</td>
<td>59.7</td>
<td>72.8</td>
<td>45.9</td>
<td>27.4</td>
<td>49.4</td>
<td>52.4</td>
</tr>
<tr>
<td>b6</td>
<td>39.4</td>
<td>56.1</td>
<td>55.0</td>
<td>64.0</td>
<td>47.3</td>
<td>33.0</td>
<td>44.6</td>
<td>44.6</td>
</tr>
<tr>
<td>b7</td>
<td>66.0</td>
<td>84.3</td>
<td>82.6</td>
<td>85.4</td>
<td>68.5</td>
<td>59.0</td>
<td>69.0</td>
<td>79.9</td>
</tr>
<tr>
<td>b8</td>
<td>44.1</td>
<td>56.7</td>
<td>56.0</td>
<td>65.5</td>
<td>44.0</td>
<td>29.1</td>
<td>48.6</td>
<td>49.6</td>
</tr>
<tr>
<td>b9</td>
<td>39.7</td>
<td>54.9</td>
<td>54.7</td>
<td>68.8</td>
<td>50.2</td>
<td>29.7</td>
<td>50.3</td>
<td>48.3</td>
</tr>
<tr>
<td>c1</td>
<td>41.5</td>
<td>59.4</td>
<td>57.5</td>
<td>68.8</td>
<td>47.3</td>
<td>31.7</td>
<td>46.9</td>
<td>45.8</td>
</tr>
<tr>
<td>c2</td>
<td>49.2</td>
<td>63.2</td>
<td>67.5</td>
<td>69.0</td>
<td>51.3</td>
<td>25.4</td>
<td>47.1</td>
<td>56.9</td>
</tr>
<tr>
<td>c3</td>
<td>56.2</td>
<td>81.4</td>
<td>81.9</td>
<td>79.5</td>
<td>58.7</td>
<td>54.9</td>
<td>69.9</td>
<td>79.3</td>
</tr>
<tr>
<td>c4</td>
<td>39.5</td>
<td>65.3</td>
<td>63.2</td>
<td>86.7</td>
<td>49.5</td>
<td>33.8</td>
<td>46.8</td>
<td>44.7</td>
</tr>
<tr>
<td>c5</td>
<td>46.2</td>
<td>71.6</td>
<td>66.0</td>
<td>66.0</td>
<td>59.1</td>
<td>35.2</td>
<td>60.3</td>
<td>43.0</td>
</tr>
<tr>
<td>c6</td>
<td>39.1</td>
<td>67.3</td>
<td>60.9</td>
<td>63.5</td>
<td>51.1</td>
<td>33.3</td>
<td>65.8</td>
<td>34.9</td>
</tr>
<tr>
<td>c7</td>
<td>49.9</td>
<td>65.1</td>
<td>61.5</td>
<td>65.5</td>
<td>57.8</td>
<td>27.0</td>
<td>56.0</td>
<td>25.6</td>
</tr>
<tr>
<td>c8</td>
<td>55.8</td>
<td>68.7</td>
<td>68.3</td>
<td>69.2</td>
<td>51.4</td>
<td>30.6</td>
<td>61.0</td>
<td>58.0</td>
</tr>
<tr>
<td>c9</td>
<td>37.9</td>
<td>65.9</td>
<td>63.6</td>
<td>70.3</td>
<td>49.3</td>
<td>33.2</td>
<td>48.9</td>
<td>51.1</td>
</tr>
<tr>
<td>c10</td>
<td>51.6</td>
<td>75.0</td>
<td>75.2</td>
<td>78.2</td>
<td>64.4</td>
<td>36.2</td>
<td>66.1</td>
<td>70.8</td>
</tr>
<tr>
<td>Av.</td>
<td>47.5</td>
<td>67.7</td>
<td>65.6</td>
<td>70.5</td>
<td>53.1</td>
<td>34.2</td>
<td>56.2</td>
<td>53.7</td>
</tr>
</tbody>
</table>

4.2.1 PSH model

The results of detection of the four behavioral modes are given in table 4. From this table, the superiority of the non-homogeneous Poisson process over the homogeneous Poisson process is clearly seen.

The dependency of the non-homogeneous fixed bin size detection method upon the bin size was examined and is displayed for one typical recording session in figure 13. In this
Figure 13: Detection as a function of bin size in two different recording sessions. The detection percentage of PSTH with bin size varying from 20 ms to 4000 ms are presented for two different recording sessions.

Figure 13 shows that the maximal value is reached around the bin size of 100 ms. Thus the detection values shown in table 4 are close to optimal detection. From this point onward the parameters of the PSTH were fixed.

We also examined the different methods for estimating the Poisson rate and comparing fixed bin width with variable bin width. The results show a tendency towards the fixed bin size. In 16 out of the 19 recording sessions examined the detection was better in the fixed bin width algorithm (in both algorithms optimal values were used).

4.2.2 Stochastic models

The firing rate hidden Markov model proved to be the optimal method for the detection of the behavioral modes. The model used was a Left-to-Right model with 8 states. The dependency upon the number of states used can be seen in figure 14. This graph shows that the optimal number of states is between 7 and 15 states.

The fine-resolution method was far from optimal even when compared with other methods
Figure 14: Detection as a function of the number of states in the firing-rate HMM.

(e.g. the different PSTHs'). In this case, if the number of cells is \( n \), there are \( 2^n \) different possible observations, ranging from no spikes, to spikes in all the cells. For more details about the method see [86].

The results shown in the \( HMM2 \) column of table 4 were produced by the following initial conditions:

1. Strong diagonal in the transition matrix, with all other elements randomly chosen.

2. Random observations probabilities.

3. 5 states of the model.

4.2.3 Pair-wise cross-correlation

The results shown in table 4 in the cross-correlation column are the outcome of using the basic correlation algorithm described in section 3.4. The bin size used was 13\( ms \) and the correlation length was 1 second.

Contrary to the results achieved by the other methods, in the cross-correlation method not all the results are significant. Only in 8 sessions out of 19 were significant results found. In the other sessions the same results could have been produced by chance.
Next we examined the following question: is the information in the correlation only partial information of the PSTH, or does it give some novel perspective on the data. In order to answer the question, we conducted the following test: We examined the erroneous trials of the PSTH, and checked the performance of the correlation algorithm on them. These figures were compared with the detection of the correlation over all trails. If the information in the correlation that enables the significant detection was only some partial information from the PSTH, we would not expect significant detection in the erroneous segments. The results of this test are shown in table 5.

Table 5: The detection of the correlation on the whole data, and on erroneous segments of the PSTH. The sessions shown are the ones for which a significant detection was achieved by the correlation method.

<table>
<thead>
<tr>
<th>Session</th>
<th>Erroneous segments</th>
<th>All segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>b3</td>
<td>38.9</td>
<td>37.6</td>
</tr>
<tr>
<td>b4</td>
<td>36.0</td>
<td>43.0</td>
</tr>
<tr>
<td>b6</td>
<td>42.5</td>
<td>38.1</td>
</tr>
<tr>
<td>b7</td>
<td>48.4</td>
<td>60.0</td>
</tr>
<tr>
<td>c3</td>
<td>40.8</td>
<td>52.0</td>
</tr>
<tr>
<td>c4</td>
<td>30.3</td>
<td>33.7</td>
</tr>
<tr>
<td>c5</td>
<td>23.1</td>
<td>34.0</td>
</tr>
<tr>
<td>c10</td>
<td>24.4</td>
<td>40.6</td>
</tr>
<tr>
<td>Mean</td>
<td>31.5</td>
<td>42.4</td>
</tr>
</tbody>
</table>

The results shown in this table are not conclusive. On the one hand, the average detection on the erroneous segments is much lower than the over-all detection of the correlation method. On the other hand, this is due to the detection in 3 sessions (c4,c5 and c10). In the other sessions detection remains significant and in some cases (b3 and b6) is even higher than the over-all detection

4.2.4 Metric space method

As already claimed in [92] there is no rigorous method of combining the information from multi unit recordings. In this work we utilized several methods of score combining (e.g. geometrical mean), and used the optimal one for each recording session. This procedure produced an over-fit to the data. The results of using this method are summarized in table 4.

It can be clearly observed from this table that the metric space method is not as strong as the previous ones. The results are significantly less than for the PSTH and HMM methods.
4.2.5 Empirical classification

We varied the parameters of transforming the spike trains into a symbol list. At first we found the optimal value for the stationary segment of data. The results of this computation are presented in figure 15A. The next step was to use the optimal value for the alpha-bet size bin. The results are presented in figure 15B.

![Graph A](image1)

![Graph B](image2)

Figure 15: Tuning of the empirical classification bin widths. First we set the optimal stationary bin width, then we set the inside alpha-bet size bin width.

The results shown in table 4 were computed from these optimal values (stationary bin width of 400 ms and alpha-bet size based on 1 ms bins). The results are significantly less than for the PSTH and HMM methods.

4.3 Technique summary

The results reported from this point onward are the ones achieved using the PSTH fixed-bin method, unless otherwise stated. We used this method despite the fact that it did not
produce the optimal results as the computation of the HMM was very cumbersome. This is
due to the need to re-compute the whole model for each example, so as to avoid an over-fit
to the correct data. The penalty for over-fitting the data is presented in section 4.6.

4.4 The amount of cooperation

We examined the contribution of each cell (or pair of cells) to achieving the goal of detection.
The question posed was whether the ability to accurately reveal the behavioral mode of the
animal is due mainly to a small subset of the cells, or to a collective effort. Two checks were
conducted in order to answer this question. In the first, we examined the dependency of
detection upon the number of cells used. In the second, we checked the average contribution
of each cell to the correct result.

4.4.1 Detection based on single cells

The results of the first check are summarized in table 6.

Table 6: The averaged detection of a single cell, using the fixed bin size PSTH. For each recording session the
detection based on single cells is shown together with the average detection (two column before last), and the
maximum detection value (one column before last). The last line averages the maximum and mean value of detection
over all the recording sessions. The last column gives the detection obtained using all the cells. The non-significant
(with threshold of 0.001 significance level) detections are marked with a star.

<table>
<thead>
<tr>
<th>Sess.</th>
<th>cell1</th>
<th>cell2</th>
<th>cell3</th>
<th>cell4</th>
<th>cell5</th>
<th>cell6</th>
<th>cell7</th>
<th>cell8</th>
<th>Av.</th>
<th>Max</th>
<th>PSTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>b1</td>
<td>42.9</td>
<td>27.2</td>
<td>*</td>
<td>25.2</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td>31.8</td>
<td>42.9</td>
<td>43.0</td>
</tr>
<tr>
<td>b2</td>
<td>45.0</td>
<td>50.3</td>
<td>51.9</td>
<td>31.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>44.7</td>
<td>51.9</td>
<td>61.3</td>
</tr>
<tr>
<td>b3</td>
<td>60.2</td>
<td>48.5</td>
<td>48.0</td>
<td>61.7</td>
<td>37.5</td>
<td>47.3</td>
<td>60.1</td>
<td>46.5</td>
<td>51.2</td>
<td>61.7</td>
<td>93.0</td>
</tr>
<tr>
<td>b4</td>
<td>55.1</td>
<td>58.1</td>
<td>47.9</td>
<td>48.5</td>
<td>64.7</td>
<td>48.5</td>
<td></td>
<td></td>
<td>53.8</td>
<td>64.7</td>
<td>87.4</td>
</tr>
<tr>
<td>b5</td>
<td>33.7</td>
<td>36.6</td>
<td>39.5</td>
<td>42.4</td>
<td>46.1</td>
<td>36.5</td>
<td>46.6</td>
<td>36.6</td>
<td>39.8</td>
<td>46.6</td>
<td>65.8</td>
</tr>
<tr>
<td>b6</td>
<td>19.7</td>
<td>34.8</td>
<td>41.4</td>
<td>42.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>34.7</td>
<td>42.9</td>
<td>56.1</td>
</tr>
<tr>
<td>b7</td>
<td>42.6</td>
<td>56.9</td>
<td>48.2</td>
<td>28.9</td>
<td>*</td>
<td>46.1</td>
<td>51.8</td>
<td>48.2</td>
<td>72.1</td>
<td>49.4</td>
<td>72.1</td>
</tr>
<tr>
<td>b8</td>
<td>42.9</td>
<td>33.5</td>
<td>42.0</td>
<td>44.8</td>
<td>30.3</td>
<td>*</td>
<td></td>
<td></td>
<td>38.7</td>
<td>44.8</td>
<td>56.7</td>
</tr>
<tr>
<td>b9</td>
<td>39.9</td>
<td>44.6</td>
<td>34.2</td>
<td>44.5</td>
<td>41.7</td>
<td>36.5</td>
<td></td>
<td></td>
<td>40.2</td>
<td>44.6</td>
<td>54.9</td>
</tr>
<tr>
<td>c1</td>
<td>44.3</td>
<td>37.7</td>
<td>44.0</td>
<td>38.6</td>
<td>35.4</td>
<td></td>
<td></td>
<td></td>
<td>40.0</td>
<td>44.3</td>
<td>59.4</td>
</tr>
<tr>
<td>c2</td>
<td>34.3</td>
<td>39.3</td>
<td>48.3</td>
<td>26.4</td>
<td>51.2</td>
<td></td>
<td></td>
<td></td>
<td>39.9</td>
<td>51.2</td>
<td>63.2</td>
</tr>
<tr>
<td>c3</td>
<td>56.0</td>
<td>58.9</td>
<td>49.6</td>
<td>55.1</td>
<td>70.0</td>
<td></td>
<td></td>
<td></td>
<td>57.9</td>
<td>70.0</td>
<td>81.4</td>
</tr>
<tr>
<td>c4</td>
<td>55.5</td>
<td>42.7</td>
<td>32.6</td>
<td>32.6</td>
<td>42.4</td>
<td></td>
<td></td>
<td></td>
<td>41.1</td>
<td>55.5</td>
<td>65.3</td>
</tr>
<tr>
<td>c5</td>
<td>40.6</td>
<td>49.3</td>
<td>42.2</td>
<td>55.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>46.9</td>
<td>55.5</td>
<td>71.6</td>
</tr>
<tr>
<td>c6</td>
<td>58.7</td>
<td>42.2</td>
<td>44.0</td>
<td>49.8</td>
<td>59.6</td>
<td></td>
<td></td>
<td></td>
<td>50.9</td>
<td>59.6</td>
<td>67.3</td>
</tr>
<tr>
<td>c7</td>
<td>34.9</td>
<td>36.6</td>
<td>48.8</td>
<td>40.7</td>
<td>49.9</td>
<td>45.1</td>
<td></td>
<td></td>
<td>42.7</td>
<td>49.9</td>
<td>65.1</td>
</tr>
<tr>
<td>c8</td>
<td>53.8</td>
<td>44.6</td>
<td>29.3</td>
<td>33.3</td>
<td>53.8</td>
<td>53.0</td>
<td>31.3</td>
<td></td>
<td>42.7</td>
<td>53.8</td>
<td>68.7</td>
</tr>
<tr>
<td>c9</td>
<td>44.5</td>
<td>43.1</td>
<td>42.3</td>
<td>45.1</td>
<td>45.4</td>
<td></td>
<td></td>
<td></td>
<td>44.1</td>
<td>45.4</td>
<td>65.9</td>
</tr>
<tr>
<td>c10</td>
<td>44.4</td>
<td>47.6</td>
<td>53.9</td>
<td>61.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>51.9</td>
<td>61.9</td>
<td>75.0</td>
</tr>
<tr>
<td>Av.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>44.3</td>
<td>53.6</td>
<td>67.7</td>
</tr>
</tbody>
</table>
From the table it is clear that both the average and maximal detection per recording sessions are significantly less than the detection achieved using all the cells.

4.4.2 Dependency of detection by the number of cells

In order to visualize the contribution of groups of cells we examined the detection rate using all possible subsets of cells. Starting from single cells, moving on to pairs of cells, and ending with all the cells used together. We compared this type of dependency in three scenarios:

- Recording cortical activity under the delayed response paradigm.
- Recording cortical activity under the box puzzle paradigm.
- Recording basal ganglia activity under the delayed response paradigm.

Typical examples of these three cases is presented in figure 16A,B,C.

![Graph A](image1.png)

**Figure 16:** The dependency of the detection rate on the number of cells used. For each number of cells all the permutations were tried and used for the detection problem. The error bars indicate the maximal and minimal detection value for each group of cells. A. Detection in the cortical activity of delayed response. B. Detection in cortical activity in box puzzle. The detection task examined was to differentiate between Box 1 and Box 3 (see section 2.2.2). C. Detection in basal ganglia activity of delayed response.

It can be seen that in parts A and C, as the number of cells increases the detection improves, whereas in part B, the detection of the best cell equals the detection of all the cells together. It is interesting to note that in the box opening paradigm the identity of the best cell varied with the detection goal. For example, in trying to differentiate the opening of two types of boxes, one may find that the best cell for detection was cell number 1. However when trying to differentiate between two other types of boxes we found that the only contributing cell was cell number 2.

A more detailed examination of the amount of cooperation is presented later in section 5.

39
4.5 Relationship between firing rate and detection

Using the single trial detection tool we looked into the relationship between the firing rate of the cell and it’s detection power. The hypothesis was that the higher the firing rate of the cell, the higher the detection rate.

Computing the correlation coefficient between the two variables, we reached the value of 0.29. We can conclude from this value that some positive correlation exists between the firing rate and the detection rate - but this correlation is a weak one. A typical example is presented in figure 17

![Bar chart showing relationship between firing rate and detection](image)

Figure 17: An example of the relationship between firing rate and detection (data taken from session b7). The upper part shows the average firing rate in the delay period for each of the cells. The lower part shows the detection rate computed for each cell separately. The correlation coefficient in this case is 0.46, which is higher than the average correlation coefficient.

Examining the correlation exhibited in figure 17 it can be seen that:

- The cell with the high firing rate (cell number 5) is only fifth when the cells are ranked according to detection rate.
- The cell with highest detection rate (cell number 8) is only fourth in it’s firing rate.
- A cell with very low firing rate (cell number 4) is also unable to supply us with reasonable detection.
4.6 Jacks’ knife algorithm - the problem of over-fit

The Jacks’ knife algorithm is the method for dealing with a small training set that also suffice the test examples. According to this method, whenever a test example is examined, the models are re-computed by subtracting the current test example from them. In this section we will show the influence of not using this algorithm on the cortical data. The first example is based on the PSTH algorithm, and the second on the fine resolution HMM. The importance of using the Jacks’ knife algorithm was demonstrated throughout all the detection algorithms.

4.6.1 Fixed bin size PSTH

The result is shown in figure 18. In this figure, the detection is shown for bin sizes ranging from 20 ms to 4000 ms. For each such bin size, the detection is given for the non over-fit algorithm (that computes the new PSTH each time without the example in question), and the algorithm which over-fits the data (that uses the pre-computed PSTH models).

![Graph showing detection as a function of bin size.](image)

**Figure 18:** Detection as a function of bin size. The continuous line represents the non over-fit algorithm (with Jacks' knife), whereas the dashed line shows the outcome of over-fit. In this example the number of segments ranged from 50 to 57 in each mode.

It is clear that the over-fitting of data changes the results quite dramatically when the
bin size is short. This is due to the amount of parameters to be estimated. Note, however, that the effect is quite evident even when the number of parameters is rather small as in the case of homogeneous Poisson process, using bin width of 4000 ms.

4.6.2 Fine resolution HMM

Another example is the case of the fine resolution HMM. This example is important because at first sight it might be considered as implementing the Jacks’ knife algorithm. In this algorithm the following steps should be taken:

1. A new set of data including all the train examples should be created, excluding the current test example.

2. A new model should be initialized with random initialization.

In this section we will show an example in which the second stage was omitted for the purpose of computational speed [86]. The new data set is, therefore, created and trained without over-fit, but only the initialization is based on a train phase that includes the test example. The results of applying the fine-resolution HMM to two recording sessions are shown in table 7. The first column shows the detection results obtained with the Jacks’ knife correction, and the second column shows the results of the algorithm that lacks the random initialization.

The change in detection results between these cases is quite dramatic. It is important to note that this is not due to the shape of the error function that the HMM is trying to minimize in the learning process [76], but rather to the amount of parameters and the over-fit to the data due to the starting point. Nevertheless, it is a weak point of such an algorithm that a small change in the initialization due to over-fit can change the results in such a dramatic manner.

<table>
<thead>
<tr>
<th>Session</th>
<th>Mean over-fit (%)</th>
<th>Mean Jack-knife (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>b7</td>
<td>76.2</td>
<td>45.0</td>
</tr>
<tr>
<td>c3</td>
<td>77.8</td>
<td>58.0</td>
</tr>
</tbody>
</table>
5 Synergy definition

Measuring ways by which several neurons in the brain participate in a specific computational task can shed light on fundamental neural information processing mechanisms. While it is unlikely that complete information from any macroscopic neural tissue will ever be available, some interesting insight can be obtained from simultaneously recorded cells in the cortex of behaving animals. The question we address in this study is the level of synergy, or the level of cooperation, among brain cells, as determined by the information they provide about the observed behavior of the animal.

Our measure of synergy level among cells is information theoretic and was recently proposed by Brenner et al. [30] for analysis of spikes generated by a single neuron. This is the first application of this measure to the quantification of cooperativity among neurons.

5.1 Synergy and redundancy

A fundamental quantity in information theory is the mutual information between two random variables $X$ and $Y$. It is defined as the cross-entropy (Kullbak-Liebler divergence) between the joint distribution of the variables, $p(x, y)$, and the product of the marginal distributions $p(x)p(y)$. As such, it measures the statistical dependence of the variables $X$ and $Y$. It is symmetric in $X$ and $Y$ and has the following familiar relations to their entropies [32]:

$$I(X; Y) = D_{KL}[P(X, Y)|P(X)P(Y)] = \sum_{x,y} P(x, y) \log \left( \frac{p(x, y)}{p(x)p(y)} \right)$$

$$= H(X) + H(Y) - H(X, Y) = H(X) - H(X|Y) = H(Y) - H(Y|X).$$

When given three random variables $X_1$, $X_2$, and $Y$, one can consider the mutual information between the joint variables $(X_1, X_2)$ and the variable $Y$, $I(X_1, X_2; Y)$ (notice the position of the semicolon), as well as the mutual informations $I(X_1; Y)$ and $I(X_2; Y)$. Similarly, one can consider the mutual information between $X_1$ and $X_2$ conditioned on a given value of $Y = y$,

$$I(X_1; X_2|y) = D_{KL}[P(X_1, X_2|y)|P(X_1|y)P(X_2|y)],$$

as well as its average, the conditional mutual information,

$$I(X_1; X_2|Y) = \sum_y p(y) I_y(X_1; X_2).$$
Following Brenner et. al.[30] we define the synergy level of $X_1$ and $X_2$ with respect to the variable $Y$ as

$$S_{Y}(X_1, X_2) = I(X_1, X_2; Y) - (I(X_1; Y) + I(X_2; Y)),$$  \hspace{1cm} (15)

with the natural generalization to more than two variables $X$. This expression can be rewritten in terms of entropies and conditional information as follows:

$$S_{Y}(X_1, X_2) =$$

$$= H(X_1, X_2) - H(X_1, X_2|Y) - ((H(X_1) - H(X_1|Y)) + (H(X_2) - H(X_2|Y)))$$

$$= \underbrace{H(X_1|Y) + H(X_2|Y) - H(X_1, X_2|Y)}_{\text{Depends On } Y} + \underbrace{H(X_1, X_2) - (H(X_1) + H(X_2))}_{\text{Independent of } Y}$$

$$= I(X_1; X_2|Y) - I(X_1; X_2).$$  \hspace{1cm} (16)

When the variables exhibit positive synergy value, with respect to the variable $Y$, they jointly provide more information on $Y$ than when considered independently, as expected in synergetic cases. Negative synergy values correspond to redundancy - the variables do not provide independent information about $Y$. Zero synergy value is obtained when the variables are independent of $Y$ or when there is no change in their dependence when conditioned on $Y$. We claim that this is a useful measure of cooperativity among neurons, in a given computational task.

It is clear from Eq.(16) that if

$$I_y(X_1; X_2) = I(X_1; X_2) \ \forall y \in Y \Rightarrow S_{Y}(X_1, X_2) = 0,$$  \hspace{1cm} (17)

since in that case

$$\sum_y p(y)I_y(X_1; X_2) = I(X_1; X_2).$$  \hspace{1cm} (18)

In other words, the synergy value is not zero only if the statistical dependence, hence the mutual information between the variables, is affected by the value of $Y$. It is positive when the mutual information increases, on the average, when conditioned on $Y$, and negative if this conditional mutual information decreases. Notice that the value of synergy can be both positive and negative since information, unlike entropy, is not sub-additive in the $X$ variables.
6 Synergy among neurons

Our measure of synergy among the units is based on the ability to detect the behavioral mode from the recorded activity, as we discuss below. As discussed above, synergy among neurons is possible only if their statistical dependence changes with time. An important case in which synergy is not expected is pure “population coding”[44]. In this case the cells are expected to fire independently, each with its own fixed tuning curve. Our synergy value can thus be used to test if the recorded units are indeed participating in a pure population code of this kind, as hypothesized for certain motor cortical activity.

Theoretical models of the cortex that clearly predict nonzero synergy include attractor neural networks (ANN)[13] and SynFire chain models(SFC)[1]. Both these models predict changes in the collective activity patterns, as neurons move between attractors in the ANN case, or when different SynFire-chains of activity are born or disappear, in the SFC case. To the extent that such changes in the collective activity depend on behavior, nonzero synergy values can be detected. It remains an interesting theoretical challenge to estimate the quantitative synergy values for such models and compare it to observed quantities.

6.1 Time-dependent cross correlations

In our previous studies[43] we demonstrated, using hidden Markov models of the activity, that the pairwise cross-correlations in the same data can change significantly with time, depending on the underlying collective state of activity. These states, revealed by the hidden Markov model, depend in turn on the behavior, and enable its’ prediction. Dramatic and fast changes in the cross-correlation of cells has also been shown by others[11]. These findings indicate directly that the statistical dependence of the neurons can change (rapidly) with time, in a way correlated to behavior. This clearly suggests that nonzero synergy should be observed among these cortical units, relative to this behavior. In the present study this theoretical hypothesis is verified.

6.2 Redundancy cases

If, on the other hand, the conditioned mutual information equals zero for all behavioral modes, i.e.

\[ I_y(X_1; X_2) = 0 \quad \forall y \in Y, \]  

(19)
while $I(X_1; X_2) > 0$, we expect to get negative synergy, or redundancy among the cells, with respect to the behavior variable $Y$. We observed clear redundancy in another part of the brain, the basal ganglia, during the same experiment, when the behavior was the pre-reward and post-reward activity. In this case, different cells provide exactly the same information, which yields negative synergy values.

7 Experimental results

7.1 Synergy measurement in practice

To evaluate the synergy value among different cells, it is necessary to estimate the conditional distribution $p(y|x)$ where $y$ is the current behavior and $x$ represents a single trial of spike trains from the considered cells. Estimating this probability, however, requires an underlying statistical model. Otherwise there is never enough data, since spike trains can never be reproduced exactly. In this work, we chose the rate representation, which is the simplest to evaluate. The estimation of $p(y|x)$ goes as follows:

- For each of the $M$ behavioral modes $(y_1, y_2, ..., y_M)$ collect spike train samples (the training data set).

- Using the training sample, construct a Post Stimulus Time Histogram (PSTH), i.e. the rate as a function of time, for each behavioral mode.

- Given a spike train, outside of the training set, compute its probability to be a result of each of the $M$ modes.

- The spike train is considered correctly classified if the most probable mode is in fact the true behavioral mode, and is otherwise considered incorrectly classified.

- The fraction of correct classification, for all spike trains of a given behavioral mode $y_k$, is taken as the estimate of $p(y_k|x)$, and denoted $P_{c_i}$, where $c_i$ is the identity of the cells used in the computation.

In the case of only two categories of behavior and for a uniform distribution of the different categories, the value of the entropy $H(Y)$ is the same for all combinations of cells, and is simply $H(Y) = - \sum_y p(y) \log_2(p(y)) \log_2 2 = 1$. The full expression (given in units of bits)
for the synergy value can thus be written as follows:

\[
\sum_x p(x) \left[ -\sum_y P_{c_1,c_2} \log_2(P_{c_1,c_2}) \right] > \\
1 + \sum_x p(x) \left[ -\sum_y P_{c_1} \log_2(P_{c_1}) \right] + \sum_x p(x) \left[ -\sum_y P_{c_2} \log_2(P_{c_2}) \right],
\]

(20)

If the first expression is larger than the second than there is (positive) synergy and vice versa for redundancy. However there is one very important caveat. As we saw, the computation of the mutual information is not exact, and what one really computes is only a lower bound. If the bound is tighter for multiple cell calculation, the method could falsely infer positive synergy, and if the bound is tighter for the single cell computation, the method could falsely infer negative synergy. We have shown in great detail above (see section 4) that the method we use for this estimation is quite reasonable and robust. We therefore believe that we have an estimate of synergy that might even be considered conservative (i.e. less positive).

### 7.2 Observed synergy values

![Figure 19: Raster displays of simultaneously recorded cells in the 2 different areas. In each area there were 2 behavioral modes.](image)

In the first set of experiments we tried to detect the behavioral mode during the delay-period of correct trials. In this case the two types of behavior were the “Go” and the “No-Go” described in the introduction. An example of this detection problem is given in figure 19A. In this figure there are 100 examples of multi-electrode recordings of spike trains during the
Table 8: Examples of synergy among cortical neurons. For each example, the mutual information of each cell separately is given together with the mutual information of the pair. The matching detection probability (average over $p(y|x)$) is given in parenthesis. The last column gives the percentage of increase from the mutual information of the single cells to the mutual information of the pair. The table gives only those pairs for which the percentage was larger than 20% and the detection rate higher than 60%.

<table>
<thead>
<tr>
<th>Session</th>
<th>Cells</th>
<th>Cell1</th>
<th>Cell2</th>
<th>Both cells</th>
<th>Syn (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>b3</td>
<td>5,6</td>
<td>0.068 (64.84)</td>
<td>0.083 (66.80)</td>
<td>0.209 (76.17)</td>
<td>38</td>
</tr>
<tr>
<td>b4</td>
<td>1,4</td>
<td>0.201 (73.74)</td>
<td>0.118 (69.70)</td>
<td>0.497 (87.88)</td>
<td>56</td>
</tr>
<tr>
<td>b4</td>
<td>3,4</td>
<td>0.082 (66.67)</td>
<td>0.118 (69.70)</td>
<td>0.240 (77.78)</td>
<td>20</td>
</tr>
<tr>
<td>b6</td>
<td>0.3</td>
<td>0.062 (62.63)</td>
<td>0.077 (66.16)</td>
<td>0.198 (75.25)</td>
<td>42</td>
</tr>
<tr>
<td>b6</td>
<td>1.2</td>
<td>0.030 (60.10)</td>
<td>0.051 (63.13)</td>
<td>0.148 (72.22)</td>
<td>82</td>
</tr>
<tr>
<td>c7</td>
<td>2.3</td>
<td>0.054 (62.74)</td>
<td>0.013 (61.50)</td>
<td>0.081 (68.01)</td>
<td>20</td>
</tr>
<tr>
<td>c9</td>
<td>0.2</td>
<td>0.074 (65.93)</td>
<td>0.058 (63.19)</td>
<td>0.160 (73.08)</td>
<td>21</td>
</tr>
<tr>
<td>c9</td>
<td>0.4</td>
<td>0.074 (65.93)</td>
<td>0.042 (62.09)</td>
<td>0.144 (71.98)</td>
<td>24</td>
</tr>
<tr>
<td>c9</td>
<td>3.4</td>
<td>0.061 (62.09)</td>
<td>0.042 (62.09)</td>
<td>0.111 (69.23)</td>
<td>20</td>
</tr>
<tr>
<td>c10</td>
<td>0.1</td>
<td>0.070 (65.60)</td>
<td>0.063 (64.44)</td>
<td>0.181 (74.44)</td>
<td>36</td>
</tr>
</tbody>
</table>

delay period. On the left is the “Go-mode” data and on the right the “No-Go mode”, for two cells. In the lower part there is an example of two single spike trains that need to be classified by the mode models.

Table 8 presents some examples of detection results obtained by using 2 cells independently, and by using their joint combination. It can be seen that the synergy is positive and significant. We examined 19 recording sessions of the same behavioral modes for two different animals and evaluated the synergy value. In 18 out of the 19 sessions there was at least one example of significant positive synergy among the cells.

For comparison, we analyzed another set of experiments in which the data was recorded from the striatum in the basal ganglia. An example of this detection is shown in figure 19B. The behavioral modes were the “pre-reward” vs. the “post-reward” periods. Nine recording sessions for the two different monkeys were examined, using the same detection technique. Although the detection results improve when the number of cells increases, no positive synergy value was found in any of these recordings. For most of the data, the synergy value was close to zero, i.e. the mutual information among two cells jointly was close to the sum of the mutual information of the independent cells, as expected when the cells exhibit (conditionally) independent activity.

The prevailing difference between the synergy measurements in the cortex and in the TANs’ of the basal ganglia is also strengthened by the different mechanisms underlying these cells. The TANs are assumed to be global modulators of neuronal interactions in the
striatum, a relatively simple task, whereas the information processed in the frontal cortex in this task is believed to be much more collective and complicated. Here we suggest a first handle for quantitative detection of such different neuronal activities.
Part III

Spotting a template

8 Introduction

Our goal in this work is the spotting of a specific pattern of multi-neural spike trains within the ongoing neural activity of these neural cells. We assume, for the sake of simplicity, that the pattern is a given before the search, and we do not look here for ways of self-constructing such patterns (a possibility which also exists).

Given such a pattern, a fundamental question is: How unique or characteristic is this pattern to this particular stimulus? In other words, how specific is this “code word” in the ongoing activity of these cells? To answer this question one should try to detect, or spot, this specific pattern within a single recording, independently of any stimulus. This is a rather difficult pattern recognition task, considering the low firing rate of these cells.

The decision theoretic problem of spotting a pattern of sequenced data in a “noisy background” is classically considered a binary statistical hypothesis test, where the two possible sources are a statistical model of the pattern and a background statistical model. Given a complete description of the two sources, there is a fully understood statistical approach, the Likelihood-Ratio-Test (LRT), first derived by Neyman and Pearson (see e.g. [62]). When one or more of the possible sources are not fully defined, the LRT is not applicable.

In many practical cases all one knows is that the sources belong to a certain parametric family, and is given a training sequence emitted from one of the sources. For this problem, also known as the two-sample problem [62], a decision is made about whether the training sequences and a candidate test sequence were both emitted from the same source. An asymptotically optimal information theoretic approach to the two-sample problem was proposed by Ziv in [100] and extended by Gutman in [48]. Their method relies on the information theoretic notion of “typicality” of the empirical sequences and is proven to provide the best exponential decay of the probability of classification error. Strictly speaking, their methods are restricted to finite alphabet Markov sources, for which the empirical entropy can be efficiently estimated via universal compression. The above information theoretic approach clearly suggests, however, that an optimal detection method is possible without knowing
the specific statistical model of the background, using the “empirical type” of the classified sequence. The main drawback of these methods lies in the need to estimate the probability of the finite alphabet from the data.

In the next section we will present the basic setup and definition of this work. The statistical assumption, together with the exact details of treating the spike trains. The third section will show the problems that may occur when using the wrong background model for spotting a pattern in such data. The fourth section will present a more plausible background model. The calculation for this background model will be given in detail.

9 Definitions

9.1 Statistical assumptions

In this work we will concentrate on detecting a neural response in multi-unit recordings. An example of such a response is given in figure 20A and B. These figures show several of the problematic features of neuronal data, e.g. the low firing rate on the one hand, and the fast changes in rate on the other. It can be seen that a prominent response is observed in this data (seen in part C). Nevertheless, it is far from trivial to observe the same response in a single trial.

The response is mainly manifested in elevation in firing rate (between 150 and 220 ms after the alignment point), followed by a reduction in rate (until 400 ms), and another elevation (until 500 ms). Due to the low firing rate of the cells a few spikes per second this whole pattern may be determined by the existence (or absence) of a single spike.

For the statistical description of this data we work under the common assumption that the spike trains are the outcome of a non-homogeneous Poisson process [1]. According to this view the spikes within a short time (a bin) are obeying a Poisson distribution. A pattern to be searched in such data is therefore parameterized by a sequence of $M$ firing rates $(\lambda_1, \lambda_2, \ldots, \lambda_M) = \Delta$. The value of $\Delta$ are the estimated expected number of spikes in the corresponding bins of the pattern. Notice that when the bin sizes are sufficiently small such a pattern can account for arbitrarily precise spike timing. When the bins are wider larger variability and randomness in the pattern is allowed but there are fewer parameters to estimate. This pattern is therefore of sufficient generality, where the bin sizes are determined,
Figure 20: Spike trains of single trial and alignment of many repetitions. A, B show examples of 4 cells recorded simultaneously from the basal ganglia. Each line represents the action potential of one cell. C shows the alignment of many repetitions according to some external stimulus.

such that the spike-rate parameters are reliably estimated from the training data. The \( \lambda \) rates are usually estimated by alignment of several spike trains around an external stimulus. An example of such an alignment was shown in figure 7.

An observed firing sample is a vector of spike counts (number of spikes found in each bin in a single trial) \( (n_1, n_2, \ldots, n_M) = \underline{n} \). This vector is the outcome of a counting process which splits the data into bins and within each bin, counts the number of spikes. The observed firing sample will be used in this work as the data point to be searched using the pattern defined above. Examples of slicing the data into bins and computing the count vectors are shown in figure 21.

9.2 The log-likelihood distribution

The basic statistical relationship between the data points and the pattern is the likelihood, which is the statistical value that defines how likely a pattern is, given a data point. Given
Figure 21: An example of the spotting process. The template (shown above) is shifted on the spike trains. Each shift produces a parsing of the spike trains into bins, where the number of spikes is counted in each bin. The output matrices are shown in the lower part. The task of the spotting is to assign probabilities to the combination of counting matrices and the template being sought.

a variable rate Poisson pattern with $M$ bins

$$(\lambda_1, \lambda_2, \ldots, \lambda_M) = \Lambda, \quad \sum_{i=1}^{M} \lambda_i = \Lambda,$$  \hspace{1cm} (21)

and a multi-cell spike train, we can produce the sample sequence of counts

$$(n_1, n_2, \ldots, n_M) = \underline{n}, \quad \sum_{i=1}^{M} n_i = N,$$  \hspace{1cm} (22)

by slicing the spike trains into bins with the same width as the bins used to estimate the rate Poisson pattern. The likelihood of the observed counts under the pattern is:

$$p_{\Lambda}(\underline{n}) = \prod_{i=1}^{M} e^{-\lambda_i} \frac{\lambda_i^{n_i}}{n_i!}.$$  \hspace{1cm} (23)

When summing this probability over all possible count sequences with the same total number of spikes, $N$, one obtains,

$$\sum_{\underline{n}} p_{\Lambda}(\underline{n}) = \sum_{\underline{n}} \prod_{i=1}^{M} e^{-\lambda_i} \frac{\lambda_i^{n_i}}{n_i!} = e^{-\Lambda} \frac{\Lambda^N}{N!},$$ \hspace{1cm} (24)
which is the well known compositionally rule for Poisson distributions. In other words, the Poisson distribution remains invariant under changes of the bin sizes when summing over all possible internal partitions.

In the current formulation we do not give special treatment to the relationship between bins from the same cell. We assume all bins to be independent of each other no matter which cell they were recorded from.

9.3 Spotting paradigm

Using the building block defined in this section we can now construct the search for a pattern in a continuous data. We first need to have a statistical description of the pattern, which holds the following details:

- The length of the pattern.
- Number of cells used.
- The bin width.
- The values of $\lambda$ in those bins.

We can now build a window whose width is the width of the pattern and slide it upon the continuous spike trains. This sliding is performed with short pre-defined shifts (shorter than the PSTH bin width), and creates frames of data. We can now compute the likelihood of each such frame and conclude whether it is similar to the original pattern sought. The main issue that will be discussed in the following sections is the exact details of such computation, or, to be more specific, what we should consider as the background model for our data. A background model should describe the activity of the cells when the pattern is not presented. As described above, we do not have a reasonable background model at hand, and we require a plausible one for this search. Figure 21 gives an example of such a spotting paradigm.

10 Selection of background model

10.1 Using an incorrect background model

The LRT can be shown to be optimal given a correct background model. In this section we will briefly show the consequences of using an incorrect background model. The simplest
assumption regarding the background may be that it is constant over all the data. The LRT in this case is reduced to the likelihood of the examined data point (Eq. 23).

The drawback of this method is quite evident when we look at a simple example. Suppose that we want to search for one of the patterns given in figure 7. It can be seen from our formulation that the frame with the highest likelihood for that pattern is the frame that contains no spikes at all. This is due to the fact that for a Poisson variable of value less than 1 the most likely value is 0. Applying this procedure to data with high variability would supply us only with the frames in the data whose spike count is the lowest. This can be demonstrated by selecting different similarity thresholds for the spotting under this background model. When the threshold is set higher (so that the probability of crossing it becomes lower) it can be seen that the total number of counts in the spotted examples goes down monotonically, as shown in figure 22. Nevertheless, the problem shown here is not limited to cases in which the expected number of counts in each bin is very small. Rather, it is a symptom of using an inadequate background mode.

![Counts as a function of threshold](image)

**Figure 22:** The average number of spikes in examples that crossed the threshold, decreases monotonically as the threshold of similarity is increased. The data presented here was computed using the following process: We chose a uniformly distributed set of $\Delta$ and created 10,000 simulations of random Poisson spike trains according to the correct $\Delta$. For each of these simulations we counted the number of spikes and computed the likelihood with the assumption of constant background.
10.2 Adversary background model

We suggest using an adversary background model. This model is adversary in the sense that it has a first order statistics, as in our data, and uses this data to confuse us. It produces examples with probability according to the given distribution family with parameters taken from the first order statistics. The background model cannot distinguish between the different examples (all having the same first order statistics) and therefore they all have the same probability.

The following spotting problem is an example of the use of an adversary background model. Suppose we want to spot the hand-written digit “2” - in a natural writing environment, i.e. the person can write whatever she wishes and we attempt to spot only the cases of “2”. For that purpose we can collect many examples of how people write the digit but it is a much harder task to produce a model that describes the default scribbling of a person. From this point onward we will assume that we have a statistical model for the writing of “2”, and we were also able to estimated its parameters using our training examples.

![Diagram showing examples of handwritten digits]

Figure 23: An adversary background model for spotting the digit “2” in an unknown background. In the first row we see a data example of “2” (the figure to the left), followed by indication of the first order statistics being used (the points on the digit). We show two examples of our background adversary model which has this first order statistics. The second row shows that the LRT is computed between the original example (and our statistical model), and the background examples.
Given a scribbling, we would divide it into \( N \) segments and would call the position of the end-points of these segments our first order statistics. The adversary background model would therefore be composed of all the scribbling that goes through the same end-points as our original example. An example can be seen in figure 23.

In figure 23A we see the example presented to the spotter. The first order statistics defined in this example are given in 23B, and consist of a finite set of points defined for the scribbling. Furthermore, we see two examples of the adversary background which imitate the scribbling up to a first order statistics, i.e. they go through the same points defined on the scribbling (23C,D). The ultimate goal is to compute the LRT of the example with the background, as seen in 23E, and to differentiate between 23A and 23C,D.

The adversary model is optimal if all that is known about the background is the first order statistics. This use of uniform distribution over the permutations of the data is optimal due to the principle of maximum entropy. The background model is the maximum entropy distribution subject to the partial information of the first order statistics. Any other classifier which does not impose a uniform distribution can be seen as adding some structure to the background model. If this structure does not stem from correct information about the background it would on average increase the probabilistic distance between the background and the pattern. Such an increase creates a decision boundary which is less tight, and therefore the decision would be less accurate.
In general what we have here is a case in which the LRT, which can be seen as a linear separator in the probability simplex (see [32]) can be extended according to our data points. An example of this phenomenon is shown in figure 24. In this figure, we see two linear separators, each for a different background model. This figure shows how some of our data points would not have been spotted using a wrong background model.

Using the adversary background model, one still have to choose the first order statistics to be used, i.e. to what extent can the adversary background imitate the data points. We also need to choose the parameters of these statistics, i.e. the number of points used in the case described above. The building of an adversary background model is in general a difficult problem, and in this work we solve it for a specific case.

11 Computing the adversary background model

11.1 Adversary background model and types

In the case of spotting a neuronal response in an unknown background activity we choose our statistic as the type class of our data point. The type class [32] is defined as the class of all spike patterns that have the same empirical distribution of bin-counts, i.e., $c_0$ empty bins, $c_1$ bins with one spike, $c_2$ with 2 spikes, etc. The type class is completely characterized by the vector of numbers $c_0, c_1, c_2, \ldots$. Given a data point, we therefore need to calculate the LRT between the data and the background model consisting of all the possible manifestations of the same type class. In other words, we need to compute the probability of the data point according to the distribution of the type class.

In order to do that, we will show in the following sections what the distribution of the type class is, and how to estimate its parameters. We will start by showing the distribution of the log-likelihood distribution (23), and later on show how to break-down this distribution into the much narrower type class distributions. Finally we will present the method for computing the LRT of a given data example according to the type class distribution.
11.2 The log-likelihood distribution

Let us examine the logarithm of the likelihood, $\log p_{\Lambda}(n)$, in Eq. (23). This expression is a sum over $M$ independent random variables,

$$\log p_{\Lambda}(n) = \sum_{i=1}^{M} (-\lambda_i + n_i \log \lambda_i + \log(n_i!))$$

$$= -\Lambda + \sum_{i=1}^{M} (n_i \log \lambda_i + \log(n_i!)) .$$

When $N$ and $M$ are large enough, this is the sum over many independent random terms, and by the central limit theorem the distribution of this sum approaches a normal (Gaussian) distribution, centered around its mean. The mean is simply given by:

$$\mu_{\Lambda} = \langle \log p_{\Lambda}(n) \rangle_{\Lambda}$$

$$= -\Lambda + \sum_{i=1}^{M} \lambda_i \log \lambda_i - \sum_{i=1}^{M} \langle \log(n_i!) \rangle_{\Lambda}$$

and can be easily determined from the model rate vector $\Lambda$. The last term can be evaluated numerically for each $n_i$ (notice that the $n_i$ are small and the Stirling approximation is not valid). To illustrate this, suppose that $\lambda_i = 0.15$, then $\langle \log(n_i!) \rangle_{\Lambda}$ is governed by the first four values for $n!$, i.e.,

$$\langle \log(n_i!) \rangle_{\Lambda} \approx 0 \times e^{-0.15} + 0 \times e^{-0.15}0.15 + \log(2) \times e^{-0.15} \frac{0.15^2}{2} + \log(6) \times e^{-0.15} \frac{0.15^3}{6} .$$

The evaluation of the variance of the sample log-likelihood, (Eq. 25), under the model distribution, is similar:

$$\sigma_{\Lambda}^2 = \text{Var}(\log p_{\Lambda}(n)) = \text{Var} \left( -\Lambda + \sum_{i=1}^{M} n_i \log(\lambda_i) + \log(n_i!) \right)$$

The first term, $-\Lambda$, is constant and its variance is 0 and we are left with

$$\sum_{i=1}^{M} \text{Var} (n_i \log(\lambda_i) - \log(n_i!)) .$$

Using the expression for $\mu_{\Lambda}$ the variance of each term in this sum can be written as

$$\langle (n_i \log \lambda_i)^2 \rangle + \log^2(n_i!) - 2 \log \lambda_i n_i \log(n_i!) - (\lambda_i \log \lambda_i - \langle \log(n_i!) \rangle)^2$$
\[ = (\lambda_i \log \lambda_i)^2 + \langle \log^2(n_i!) \rangle - 2 \log \lambda_i \langle n_i \log(n_i!) \rangle \]
\[ - \left( \lambda_i^2 \log^2 \lambda_i - 2 \lambda_i \log \lambda_i \langle \log(n_i!) \rangle + \langle \log(n_i!) \rangle^2 \right) \]
\[ = \lambda_i \log^2 \lambda_i + \text{Var} \langle \log(n_i!) \rangle - 2 \log \lambda_i \langle n_i \log(n_i!) \rangle - \lambda_i \langle \log(n_i!) \rangle \).

The model and its sample log-likelihood distributions are shown in figure 25.

Figure 25: The distributions of the model log-likelihood \( \log p_\lambda(n) \) for samples generated by the model (the bars) compared with the estimation (solid line).

11.3 Computing the log-likelihood distribution of a sample class

Denoting by \( T(n) \) the type class of the count vector \( n \) and by \( c_i(n) \) the number of bins with \( i \) spike counts in \( n \), clearly, for patterns with \( M = \sum_i c_i \) bins, the size of \( T(n) \) is given by:

\[ |T(n)| = \frac{M!}{\prod_{i=1}^{M} c_i(n)!} \]

(31)

where \( | \cdot | \) is the number of elements in a variable.

Since sample type classes are disjoint sets, the sample log-likelihood distribution is
uniquely broken-down into a sum of the log-likelihood distributions for each type. That is,
\[ P_{\lambda}(\log p_{\lambda}(\mathbf{n})) = \sum_{T(\mathbf{n})} P_{\lambda}(T(\mathbf{n})) \times P_{\lambda}(\log p_{\lambda}(\mathbf{n})|T(\mathbf{n})) . \] (32)

When given a sample, its type is easily computed. The idea, therefore, is to use only one term in this sum for detection, rather than the whole sum. In other words, the sample type serves as a sufficient statistic, together with the sample likelihood, for each term in this mixture distribution. It only remains to evaluate the different distributions in this process of breaking-down.

The probability of the type class \( T(\mathbf{n}) \) under the model \( \lambda \) can be determined through
\[ P_{\lambda}(T(\mathbf{n})) = \sum_{\mathbf{n}' \in T(\mathbf{n})} P_{\lambda}(\mathbf{n}') = |T(\mathbf{n})| \langle p_{\lambda}(\mathbf{n}) \rangle_{T(\mathbf{n})} \approx |T(\mathbf{n})| e^{\log p_{\lambda}(\mathbf{n})|T(\mathbf{n})}, \] (33)
where \( \langle ... \rangle_{T(\mathbf{n})} = \frac{1}{|T(\mathbf{n})|} \sum_{\mathbf{n}' \in T(\mathbf{n})} ... \) denotes an average over all the members of the type class \( T(\mathbf{n}) \), i.e., an average over all the \(|T(\mathbf{n})|\) permutations of bins.

The last exponential approximation in Eq. (33) is based on the fact that \( p_{\lambda}(\mathbf{n}) \) is a product over many positive statistically independent terms (each with a well behaving distribution) and thus distributed by a log-\( \text{n} \)ormal distribution for a large enough \( M \) (its’ log “self-average”).

The type probabilities, \( P_{\lambda}(T(\mathbf{n})) \), should be normalized to 1, i.e.,
\[ \sum_{T(\mathbf{n})} P_{\lambda}(T(\mathbf{n})) = 1 , \] (34)
so each term can be considered as the type prior.

Where \( T \) is the number of configurations of counts into bins, \( Type(t) \) is the number of possibilities to put the \( t \) configuration into the \( M \) bins, and the remaining Poisson probability is just the probability of the configuration. A configuration is defined as an infinite set \( c_0, c_1, ... \), where \( c_0 \) is the number of empty bins, \( c_1 \) is the number of bins with one count, etc. Therefore
\[ P(\text{Type}(t)) = c_0 e^{-\lambda_i} \times c_1 e^{-\lambda_i} \lambda_i \times c_2 e^{-\lambda_i} \lambda_i^2 \frac{1}{2} \times c_3 e^{-\lambda_i} \lambda_i^3 \frac{1}{6} \times ... \] (35)

11.4 The log-likelihood distribution in each type

Next we evaluate the parameters of the distribution of \( \log p_{\lambda}(\mathbf{n}) \) in each type. As can be seen from the histogram of the log-likelihood in the type, figure 26.
We now calculate the mean and variance of this normal distribution, or the mean and variance of $\log(p_{\mathbf{x}}(\mathbf{u}))$ in each type.

The log-likelihood, $\log p_{\mathbf{x}}(\mathbf{u})$, can be written as

$$\log p_{\mathbf{x}}(\mathbf{u}) = \sum_{i=1}^{M} [-\lambda_i - \log(n_i!) + n_i \log \lambda_i] = -\Lambda - L(\mathbf{u}) + \sum_{i=1}^{M} n_i \log \lambda_i , \quad (36)$$

with the notation

$$L(\mathbf{u}) \overset{\text{def}}{=} \sum_{i=1}^{M} \log(n_i!) . \quad (37)$$

Notice that in each type class, the counts $\mathbf{n}$ are fixed and the only randomness is in the permutation of the bins, i.e., a permutation $\pi(i)$ between the index of $n_i$ and $\lambda_i$. Since all these permutations are equally likely in each type (which is also the assumption about the adversary background) the type mean, $\mu_{T(\mathbf{u})}$, is readily evaluated as follows,

$$\mu_{T(\mathbf{u})} = \langle \log p_{\mathbf{x}}(\mathbf{u}) \rangle_{T(\mathbf{u})} = -\Lambda - L(\mathbf{u}) + \sum_{i=1}^{M} n_{\pi(i)} \log(\lambda_{\pi(i)}) \in T(\mathbf{u}) . \quad (38)$$
Since the last term is averaged over all the permutations of the sequence \( \{n_i\} \), each count \( n_i \) is multiplied by the all the rates \( \log \lambda_i \) the same number of times. Thus,

\[
\mu_{T(\bar{\omega})} = -\Lambda - L(\bar{\omega}) + \langle \bar{\omega} \rangle \sum_{i=1}^{M} \log \lambda_i = -\Lambda - L(\bar{\omega}) + \frac{N}{M} \sum_{i=1}^{M} \log \lambda_i .
\] (39)

Namely, to compute the mean of the normal distribution of the model log-likelihood in a specific type one should compute the sum of all rates \(-\Lambda \) (which is fixed for the model), the sum of \( \log(n_i!) \) (fixed for the type), and the sum of the log rates of the bins \( l(\lambda) \overset{def}{=} \sum_{i=1}^{M} \log(\lambda_i) \) (fixed for the model) multiplied by the mean number of spikes in the bins.

The evaluation of the variance is somewhat more tricky. We first compute the mean-square:

\[
\mu_{T(\bar{\omega})}^2 = \langle \log p(\bar{\omega}) \rangle^2
= \Lambda^2 + L^2(\bar{\omega}) + \left( \frac{N}{M} \right)^2 l^2(\lambda) + 2\Lambda L(\bar{\omega}) - 2\Lambda \frac{N}{M} l(\lambda) - 2L(\bar{\omega}) \frac{N}{M} l(\lambda) ,
\] then the average of the square of \( \log p(\bar{\omega}) \) over the type permutations,

\[
\langle \log^2(p(\bar{\omega})) \rangle_{T(\bar{\omega})} = \langle (-\Lambda - L(\bar{\omega}) + \frac{N}{M} l(\lambda))^2 \rangle =
= \langle \Lambda^2 + L^2(\bar{\omega}) + \left( \frac{N}{M} \right)^2 l^2(\lambda) + 2\Lambda L(\bar{\omega}) - 2\Lambda \frac{N}{M} l(\lambda) - 2L(\bar{\omega}) \frac{N}{M} l(\lambda) \rangle_{T(\bar{\omega})}.
\] (41)

The only terms that contribute to the variance are those that contain both \( \{n_i\} \) and \( \{\lambda_i\} \) and we are left with

\[
\text{Var}(\log p(\bar{\omega})) = \langle \sum_{i,j} n_i n_j \log \lambda_i \log \lambda_j \rangle_{T(\bar{\omega})} - \left( \frac{N}{M} \right)^2 l^2(\lambda).
\] (42)

The first sum can be divided into two parts - the first for \( i = j \) and the second for \( i \neq j \). Since both \( i \) and \( j \) undergo the same permutation,

\[
\langle \sum_{i,j} n_{\pi(i)} n_{\pi(j)} \log \lambda_i \log \lambda_j \rangle_{T(\bar{\omega})} = \langle \sum_{i} n_{\pi(i)} \log^2 \lambda_i \rangle_{T(\bar{\omega})} + \langle \sum_{i \neq j} n_{\pi(i)} n_{\pi(j)} \log \lambda_i \log \lambda_j \rangle_{T(\bar{\omega})}.
\] (43)

Averaging, as before, on all the permutations in the type this term can be written as

\[
\frac{\sum_{i=1}^{M} n_i^2}{M} \log^2 \lambda_i + \frac{\sum_{i \neq j} n_i n_j}{M^2 - M} \sum_{i} \log \lambda_i \log \lambda_j ,
\] (44)
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or as

$$\frac{1}{M^2 - M} \left( \sum_i n_i^2 - \sum_i n_i^2 \right) \left( \hat{\ell}^2 - \sum_i \log^2 \lambda_i \right).$$  \hspace{1cm} (45)$$

Finally, the type log-likelihood variance can be written simply as:

$$\sigma_{T(\mathbf{n})}^2 = \frac{1}{M - 1} \left( \sum_i n_i^2 - \frac{N^2}{M} \right) \left( \sum_i \log^2 (\lambda_i) - \frac{l(\lambda)^2}{M} \right),$$  \hspace{1cm} (46)$$

or, through the variances of the counts and log rates, as

$$\sigma_{T(\mathbf{n})}^2 = \frac{M^2}{M - 1} \text{Var}(\{n_i\}) \text{Var}(\{\log \lambda_i\}).$$  \hspace{1cm} (47)$$

The last equation clearly shows that when either the \(\{n_i\}\) or the \(\{\lambda_i\}\) are uniform, the variance of type log-likelihood vanishes and the log-likelihood is sharply centered on the type mean.

Using the above expressions for the mean and variance of the type log-likelihood distribution we obtain the type break-down of \(P_{\lambda}\) Eq. (32), as:

$$P(\log p_{\lambda}(\mathbf{n})) = \sum_{T(\mathbf{n})} P_{\lambda}(T(\mathbf{n})) P(\log p_{\lambda}(\mathbf{n}) | T(\mathbf{n}))$$

$$= \sum_{T(\mathbf{n})} \exp(\log(T(\mathbf{n}) + \mu_{T(\mathbf{n})}) e^{-\frac{(\log p(\mathbf{n}) - \mu_{T(\mathbf{n})})^2}{2 \sigma_{T(\mathbf{n})}^2} - \frac{1}{2} \log(2\pi \sigma_{T(\mathbf{n})}^2)}).$$

An example of such break-down is given in Figure 27. In this figure we show how the log-likelihood distribution is made up of a narrower distribution of type classes.

The last term is the log normal probability for which we have just computed the mean and the variance, and the first part is:

$$|T(\mathbf{n})| \exp(\log(p(\mathbf{n})) > T(\mathbf{n})), \hspace{1cm} (49)$$

or alternatively:

$$\exp(\log(|T(\mathbf{n})|) + \log(p(\mathbf{n})) > T(\mathbf{n})).$$

For a given spike sample both the type and the model log-likelihood are known and our final probabilistic score would be:

$$S_{\lambda}(\mathbf{n}) = \log(|T(\mathbf{n})|) + \mu_{T(\mathbf{n})} - \frac{(\log p(\mathbf{n}) - \mu_{T(\mathbf{n})})^2}{2 \sigma_{T(\mathbf{n})}^2} - \frac{1}{2} \log(2\pi \sigma_{T(\mathbf{n})}^2),$$

64
Figure 27: The decomposition of the model log likelihood into sample types. The different line styles represent different families of types. The dotted lines are types not including more than one count in each bin. The solid lines hold exactly one bin with two counts, and the dashed lines have 2 bins with 2 counts. Data taken from simulations of the activity of 4 cells.

Where both $\mu_{T(n)}$ and $\sigma^2_{T(n)}$ depend both on the type $T(n)$, and the model $\lambda$.

12 Reward response of TANs

Neurobiological reward systems are of major importance in our understanding of learning and drug abuse mechanisms. The dopaminergic system is the most closely studied reward system, and the role of dopaminergic transmission in appetitive mechanisms has been demonstrated in many behavioral, pharmacological and physiological studies [82]. It has been suggested that dopamine neurons are feature detectors for the discrepancy between environmental events and the animal’s predictions [84]. The spontaneous firing rate of dopaminergic neurons remains unchanged when no unpredicted events occur, increases when an event is better than predicted, and decreases when an event is less appetitive than predicted.

The striatal neurons may be classified according to their spiking activity in behaving animals [34, 50, 58] Tonically active neurons (TANs) have a broad action potential, a spon-
taneous firing rate of 3-15 Hz and, after training, show strong and robust responses to cues predicting future rewards. The response pattern is characterized by a reduction in firing rate (pause), often flanked by brief elevation of the firing rate [16, 17, 78]. Recent studies indicate that TANs are the cholinergic interneurons of the striatum [57, 97, 15, 25]. While cholinergic interneurons represent only 1-5% of the total population of striatal neurons [98], anatomical studies [29, 47] and clinical studies [19, 90] strongly suggest that they play a major role in the functions of the basal ganglia. The first aim of this study is to find whether there is a continuous reward-related activity (henceforth referred to as expectation signal) of TANs in the normal monkey. As with midbrain dopaminergic neurons this background activity might indicate that the environment is as good as predicted. Moreover, we tested whether the rate of the expectation signals increases or decreases when the environment is better or worse than predicted respectively.

The hallmark of Parkinson disease is extensive death of midbrain dopaminergic neurons, leading to substantial reduction in the dopaminergic transmission to the striatum. The reward response of TANs is significantly reduced in the MPTP primate model of Parkinsonism ([14, 78] or following local application of dopamine antagonists [96], without significant change in their tonic (spontaneous) firing rate. The second aim of this study is to differentiate between the two possible mechanisms for the reduction of the phasic response. The first mechanism is an overall reduction in the release of a neuronal expectation signal. In the second, neuronal expectation signal is still emitted but is no longer time locked to the reward event. We therefore searched for the expectation signal of the TANs in the striatum of monkeys treated with the dopaminergic neurotoxin - MPTP.

13 Building the reward template

In this analysis we used all recording sessions in which 3 or more TANS were recorded simultaneously. The array of four (or three) post-stimulus time histograms (PSTH) aligned to the reward cue was adopted as a template. An example of such a rate template computed for four cells is given in figure 28A. We then searched the data for matches to this rate template. The search was conducted by using a sliding window of 600 ms which was sliding in 5 ms steps. The data was thereby transformed into a sequence of overlapping frames. We computed the similarity probability of each such frame to the rate template. The result
of the search was therefore a sequence of probabilities, which describe the probability of
the neural activity in each frame to be derived from rate modulations as described by the
template.

![Peri stimulus histograms and raster displays](image)

**Figure 28:** Peri stimulus histograms and raster displays of the template and the spotted events. A. An example of
a template used in the search for reward response. This template was calculated from the peri stimulus histograms
of four simultaneously recorded TANs (HN05a). Reward was hinted at zero lag time (reward cue). The bin size
used was 20 ms (238 trials were used to compute the histogram). The Y-axis values are counts/bin per trial. B:
An example of peri-stimulus histogram computed from the spotted events of the previously defined template. The
spotted events used to construct the histogram do not include segments from the vicinity of the reward cue. 400
spotted events were used. The bin size and Y-axis as in A. C. A raster display of the reward response of four units
shown in A. Y-axis is trial number. D. A raster display of the spotted events (excluding those shown in C). Y-axis
values are as in C.

The spotting of reward rate template was performed as devised in section 11. The outcome
of the spotting procedure supplies us with a sequence of probabilities for the consecutive
data frames described above. In order to select the frames with the greatest similarity to the
reward response, we set a threshold that accepted only frames whose probability was above
the threshold. In our analysis we used a threshold that would leave us with the top 0.1% of
the frames, e.g. from a typical recording session lasting 3600 seconds and therefore holding
720,000 frames, we were left with the most likely 720 frames. In order to ensure that the
Table 9: The percentage of time-locked expectation signals out of the total number of expectation signals is weakly dependent on the threshold of detection. The fraction of expectation signals that are time-locked to the reward out of the total number of detections is presented for each recording session for a range of thresholds. The average of all recording sessions is presented in the right column. As expected, the fraction of time-locked detections increased with higher threshold (e.g., selection of a smaller fraction of the events). However, the changes are moderate. Note that with very high thresholds (< 0.05%), the number of detections is very small, and therefore the results are noisier than in the lower range.

<table>
<thead>
<tr>
<th>Session</th>
<th>hn06a</th>
<th>hn06b</th>
<th>hn07</th>
<th>in05</th>
<th>in13</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td># Cells</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Thresh (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0 %</td>
<td>3.4</td>
<td>4.1</td>
<td>4.8</td>
<td>12.4</td>
<td>7.9</td>
<td>6.5</td>
</tr>
<tr>
<td>0.5 %</td>
<td>3.5</td>
<td>5.5</td>
<td>7.3</td>
<td>15.9</td>
<td>7.7</td>
<td>8.0</td>
</tr>
<tr>
<td>0.1 %</td>
<td>5.8</td>
<td>7.7</td>
<td>13.0</td>
<td>23.1</td>
<td>11.0</td>
<td>12.1</td>
</tr>
<tr>
<td>0.05 %</td>
<td>7.0</td>
<td>9.3</td>
<td>17.0</td>
<td>35.9</td>
<td>7.0</td>
<td>15.2</td>
</tr>
<tr>
<td>0.01 %</td>
<td>7.7</td>
<td>13.6</td>
<td>20.0</td>
<td>33.3</td>
<td>15.0</td>
<td>17.9</td>
</tr>
</tbody>
</table>

results are not due to this arbitrary threshold, we tested a number of different thresholds, and compared their physiological findings (e.g. fraction of time-locked events) see Table 9.

14 Spotting the reward template

14.1 The expectation signal of TANs is not time-locked to the reward cue

For each of the recording sessions we calculated a 600 ms multi-rate template (figure 28A) and searched for matches of the parallel activity of the recorded TANs to this template. Matches were sought in frames lasting 600 ms and shifted over data in steps of 5 ms. Only the best 0.1% of frames were selected (see Methods). This search provided us with frames of spike trains, to be referred to henceforth as the spotted frames. We excluded from this set the subset of frames found in the vicinity of the reward cue and examined the resemblance of the spotted frames to the original reward signature. As can be expected, in all the five sessions examined, the resulting PSTH was very similar to the original reward rate template. An example of this resemblance can be seen by comparing figure 28B (the reconstructed multi-PSTH) to figure 28A (the original rate template). This example shows both the PSTH (figure 28A,B) and the raster display (figure 28C,D) of the neuronal responses to the reward cue (figure 28A,C) and the spotted frames (figure 28B,D). The raster display of the spotted frames shows that the complex (on-off-on) response appeared in every spotted frame. We can therefore, rule out the possibility that it was formed from excitation in some frames and suppression of firing in others. The probability distribution of the matching of the template
among the spotted frames was very similar to the probability distribution of reward locked frames.

The reconstructed PSTH was composed of those spotted frames which did not appear in the vicinity of the reward cue, suggesting that co-variations (on-off-on) of TANs’ discharge were not time locked to any of the recorded behavioral events. A major question is the percentage of time locked vs. non-time locked events, i.e. how many of the frames spotted were actually in the vicinity of the reward cue? The result of this test showed that, using a 0.1% threshold level, the percentage of time-locked spotted frames ranged from 6% to 23% of all spotted frames for the different sessions, with an average of 12%. The percentage anticipated by chance (taking into account the duration of the post reward-cue epoch out of the total recording duration) is equal to 0.028%. We may conclude therefore, that the spotting mechanism significantly found the neuronal signal that it was seeking, i.e. the time-locked response to the reward cue.

Despite the significant number of the exception signals in the vicinity of the reward cue, the data show that most of the detections were not time-locked to the reward cue. Figure 29 shows an example of this phenomenon: the rate of the detection is maximal near the reward cue, and yet most of the detections are found in different time periods of the task. With a 0.1% threshold, 77%-94% of the expectation signal are not time locked to the reward cue, and are probably the result of a continuous emission of the expectation signal.

The robustness of the percentage of time-locked events out of all events, to arbitrary setting of the threshold level, is critical for an objective estimate of the biological relevance of the spotting algorithm. When we varied the threshold in the range of 1% to 0.01%, the percentage of time locked events remained steady (see Table 9). For example, when we set the threshold at 0.01% level, the percentage of reward cue time locked frames was 18% on average, with a range of 8-33%. This may indicate only a mild jitter of the shape of spontaneously emitted signals compared with the time-locked responses that were used for the construction of the template.

\[1\text{Due to the fact that bins were 20ms and the shifts 5ms, we filtered the results so as not to include successive bins in the spotting.}\]
14.2 The expectation activity is not found in surrogate spike trains

The spotted neuronal event was composed of elevation, depression and subsequent re-elevation of firing rate (which occurs simultaneously in all the TANS). We call this on-off-on firing pattern the reward expectation activity. Although the spotting method is based on sound statistical grounds, it is possible that the appearance of short bursts and/or pauses of activity (one of the most frequently observed neural phenomena in the brain) might be falsely detected as an indicator for the searched event. Having parallel recordings of several TANS, enabled us to conduct two validity tests. The first was based on shuffling the spike trains and the second on using other templates.

In the first validity test, we calculated the significance of the number of spotted frames. This was carried out by shifting the spike trains with respect to each other (figure 30A), where the amount of the shift was uniformly distributed between 0 and the length of the recording file (on the order of 100 seconds). We performed the same searching algorithm on the surrogate data. The absolute value of the threshold used in the search for the expectation signal in the shifted data was the same as in the original data; i.e. it was not tuned so as to filter out a certain proportion of frames out of the shifted data. The program performed 100
different shifts, and the distribution of the number of spotted frames in the shifted data was compared to the number of such frames in the original data. A comparison of this type is presented in figure 30B and reveals a large difference between the number of spotted frames in the original data and in the shifted data. We refer to this difference as the significance of the expectation signal detection and quantify it in units of standard deviations.

Figure 30: Computing the spotting significance by random shifting of the multiple spike trains. A. An example of the shifting procedure: The simulated activity of four simultaneously recorded neurons is shown. All the spikes of the second neuron (from top) are time shifted to the right by a large shift. The spikes of the third neuron are shifted by a small shift to the right, and the spikes of the fourth neuron are shifted to the left by a different amount of time. The shifting was performed in a cyclical manner as not to leave empty gaps as in the figure. B. We repeat the shifting with random selection of the duration of shifts for 100 repetitions, and calculate the number of spotting of the template in the shifted data. We then calculate the mean and the standard deviation of the number of spotting in the shifted examples. The significance of the spotting was defined as the difference between the number of detections in the original data and mean number of detections in the shifted data divided by the standard deviation of the shifted data. Differences greater than 3 standard deviations (SD) are considered as significant deviations from the null hypothesis. The results shown here were taken from monkey 1 in recording session IN06, where four cells were used.

The second validity test was based on the use of null templates. We constructed several types of null templates and searched for matches for these templates in the original and shifted data. The significance level of the detection of null templates was computed in the same manner, as was the significance of the detection of the expectation signal. The null templates used were a flat template (in which all the bins of a single PSTH had exactly
the same value equal to the average counts of that neuron). A second null template was estimated from the data segments of 2 seconds before the reward cue, i.e. from the pre-cue or delay intervals. Finally, the third null shuffled template was created by random permutations of the bins of the reward response template. Examples of these types of null templates are given in figure 31A,B and C respectively.

![Figure 31](image)

**Figure 31**: The Null hypothesis templates. Examples of the null template used in the validity tests of the detections of the expectation signals. A. The flat template was calculated from the average firing rate of four simultaneously recorded TANs (HN06a). B. The shuffled template was created by random shuffling of the original template (figure 28A) of that recording. C. The reward minus 2 seconds template calculated from the peri-stimulus histograms of four simultaneously recorded TANs (HN06a) aligned on the time point of 2 seconds before reward (130 trials were used to compute the histogram). D. The average (prototypical) template adjusted to HN06b by the average firing rate of each of the recorded neurons. In all cases the bin size used is 20 ms. The Y-axis values are counts/bin per trial.

The results of the last two validity tests are summarized in figure 32. We considered a detection of a template to be significant if it was of three or more standard deviations. In the first validity test, it was found that the expectation signal was detected in a highly significant manner in all the recording sessions. The significance levels observed were in the range of 9 to 18 standard deviations. On the other hand, none of the null templates was detected in a significant manner in any of the recording sessions. Another interesting finding shown in this figure is the dependency of the significance level upon the number of cells being used. In the two sessions where the number of simultaneously recorded cells was 4 (HN06a and IN05) the significance level was higher than in the three sessions where the number of cells was only 3.
Figure 32: The neural expectation signal is significantly detected in the normal state. The X-axis labels give the animal’s identity and the session number. We used several null templates to verify the significance of spotting the reward response (calculated separately for each of the recording sessions). The templates used were a flat PSTH, a PSTH computed from segments aligned 2 seconds before the reward cue, and a shuffled template calculated by random mixing of the bins of the reward response template.

14.3 The rate of the expectation signal increased after correct trials and decreased following errors

The rate of the spotted frames was not constant over all behavioral periods. As can be expected the rate of spotted frames reached a peak in the reward cue period. Nevertheless, we observed that the level of spotted frames remained high in the 2-4 seconds following the reward cue. A typical example of this situation is shown in figure 29A and B. In order to quantify these results, we counted the number of spotted frames found between the second and third second after the reward cue. These counts were compared to the expected count (average count) both in the original session, and in the shifted data. The results of this comparison are shown in the left part of table 10 and in figure 33. The number of the spotted frames following the reward cue was higher in all recording sessions both compared to the average count in the original session and to the average count in the shifted data.

In a similar manner, we computed the rate of expectation signal occurring following erroneous trials. In such trials, the animal did not finish the trial correctly and consequently was not rewarded. However, we could still count the number of spotted frames, which occurred after the animal was informed that the trial was erroneous. As for the correct
Table 10: The number of expectation signals in one-second epochs increases after correct trials and decreases after erroneous trials. The number of expectation signals in one-second epoch is shown in the Found column. The average number of expectation signals was computed based on the threshold, the total length of the recording session, and the total length of the epochs examined. The average number of expectation signals per one second calculated over all recorded periods is shown in the Average column, and the average number of expectation signals in one second after random shifting of the spike trains is shown in the Shifted column. The epoch for correct trials starts two seconds after the reward cue and for the erroneous trials two seconds after the switching-off of the ready light indicating to the monkey that the trial was aborted due to a behavioral error.

<table>
<thead>
<tr>
<th>Session</th>
<th>Correct trials</th>
<th>Erroneous Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Found</td>
<td>Average</td>
</tr>
<tr>
<td>h1</td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>h2</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>h3</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>i1</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>i2</td>
<td>20</td>
<td>18</td>
</tr>
</tbody>
</table>

trials, we calculated the number of expectation signals in between 2nd and 3rd seconds after the point in time when the animal was informed that the trial was aborted. The number of spotted frames in such erroneous trials is presented in the right part of Table 10 and figure 33. In all of the sessions, the counts in the erroneous trials were less than the average count in the original data and more than the average count in the shifted data.

Reverse correlation of the spotted frames with the other behavioral events in the task (e.g., the ready-on, visual cues, Go signal, release and touch of central and target keys and the licking movements) failed to reveal any time lock (the only significant correlation was found with the reward cue). This failure further suggests that the elevation of the rate of spotted frames from the background level is associated only with the reward cue.

14.4 A search with a prototypical template detected the expectation signal in the normal monkey, but not after MPTP treatment

The reward response of TANs is significantly reduced in the MPTP primate model of Parkinsonism, without significant change in their tonic (spontaneous) firing rate ([14, 78]. Therefore, in order to gain more insight into the behavior of TANs in the dopamine depleted state, we searched for a prototypical template in the normal data.

It was previously shown that the responses of different distant TANs to reward predicting cues are very similar [47]. We calculated a prototypical reward template for the response of a single TAN. This template was constructed by averaging the responses to the reward cue of
23 TANs with characteristic responses of monkey H. In this reconstruction of the prototypical response, we also used recording sessions in which the number of simultaneously recorded TANs was less than 3. The prototypical template was then normalized by each neuron’s average firing rate, but no other adaptation with specific data was done. An example of the normalized prototypical template (according to the session firing rate) used in one of the sessions is shown in figure 31D. The search for the prototypical template was conducted in a similar manner to the search for the other templates, and provided us with the significance level of the detections in each session.

We computed the significance level of detections of the prototypical template both in the normal and in the Parkinsonian states. The monkeys were treated with systemic injections of the dopaminergic neuro-toxin MPTP. Following the treatment, the monkey developed severe parkinsonian symptoms, including akinesia and low frequency tremor. The monkeys were unable to perform the task, and recordings were carried with the monkey facing the same behavioral stimuli as in the normal state but rewarded with a drop of water at the end of all trials. The results of the search for the prototypical template are summarized in figure 34. This figure shows that in the normal state, the prototypical template was spotted significantly. Moreover, the prototypical template, which was based on data from monkey
H, was also effective in finding a significant level of spotted frames in Monkey I. However, when the same prototypical template was sought in the MPTP-treated animals the number of spotted frames was not significantly higher than in the shifted data.

![Graph showing spotting significance over recording days](image)

**Figure 34**: The neural expectation signal is significantly detected in the normal state, but not in the MPTP state. We searched for the expectation signal using the average template in the normal state and after MPTP. For each of the recording sessions the significance of spotting an average reward template was computed. This computation was performed in the normal state (empty bars) and in the MPTP treated (Parkinsonian) animals (filled bars). In both of them the detection threshold was set according to the original data and tested also on the shifted data.

### 14.5 The expectation signal is a network signal

Our template is a multi-neuronal template, suggesting that it detects coordinated rate changes in all the neurons. However, it is possible that only one or two neurons dominate the responses. To assess the contribution of each neuron, we carried out a modified significance test. In the previous tests we examined the number of spotted events in the real data compared with the number of spotted events in the shifted data. For this purpose, we shifted the entire spike train of each neuron by a random shift. In order to examine the role of single neurons, we tested what would happen if we shifted only part of the cells. We examined the modified significance test in the two recording sessions with four simultaneously recorded cells (HN06a and IN05).

As we shifted more and more spike trains, the significance level (the number of SD between the distribution of number of events in the shifted data and the original one) increased (figure ...
35). The average spotting significance was higher in the cases where we shifted two cells, than in the cases where only one cell was shifted, and the same happened when we compared shifting of three to shifting of two cells. Shifting three spike trains is equivalent to shifting all four because only the relative time among the spike trains counts. Shifting of any single cell did not produce the high level of significance that shifting of all of them produced. Moreover, in one case (cell 3 in HN06) a single cell is not crucial to the spotting, and when it is shifted alone we still did not get significant spotting. The combination of that cell and any other recorded cell still produced a lower SD than any other combination. In general, the contribution of any group of cells was proportional to the contribution of its’ ingredients, i.e. a group made up of the two cells which contributed the most, was usually found to contribute more than all the other groups of pairs. We therefore conclude that the TANs expectation signal is a network signal. However, different cells contribute differently to the signal.

![Graph](image)

**Figure 35:** The significance detection of the reward signal is a cooperative action. The results are given for the two recording sessions in which there were 4 cells recorded simultaneously. The X-axis gives the number of cells being shifted ranging from 0 (the original data without any shift) to 3 cells (which is equal to shifting all the cells). The Y-axis gives the number of SD’s that indicate the significance for each test. A large number of SD indicates that the shifted data produced much less spotting than the original data. The SD’s range is presented in the form of a mean value (marked by a cross) and bars to the minimum value and maximum value indicating the range of results.
Part IV
Detection of Firing patterns

15 Introduction

15.1 Goal of this work

The existence and role of fine temporal structure in neural activity is an open question in brain research. The goal of the method presented here is to provide a general framework to identify excessively repeating firing patterns. “A coding scheme that involves such temporal structures is rich and sufficiently flexible to facilitate a rapid organization of cortical neurons into functional groups. The results can be accounted for by the SynFire chain model, which suggests that cortical activity is mediated by synchronous activation of neural groups in a reverberatory mode” [75]. The analysis of firing patterns is another building block in treating the spike trains trial by trial, and exploitation of their high dimensionality.

15.2 Previous work

Reports exist regarding neurons that fire in coordinated fashion with very precise spike timing. One of the first reports regarding such activity concerns presenting a cat with visual stimulus[91]. Among other cases in which exact synchrony of two neurons was found are: motor cortex of behaving monkeys as reported by [12, 49], and visual cortex in a cat [68]. When research was aimed at events which are more complex (i.e. three spike events or more) many such instances were found: in cats’ visual cortex[37, 61], in the inferotemporal cortex of behaving monkeys [95], auditory cortex of behaving monkeys[94], and primary motor cortex of behaving monkeys [81].

The notion of precisely timed spike trains has been addressed lately by [70]. In this work the amount of information given by precisely timed spike trains is compared to the information gained just from the rate function. The authors did not find anything was gained by using precise timed data. Furthermore they show that the same amount of precise patterns of spikes can be found in surrogate data. The results reported there are lacking in certain aspects:

- The definition of patterns as every triplet of cells that repeat at least twice in a single
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response, lack several of the basic ideas shown here.

- The fact that all "patterns" in the work were treated in the same way and no effort
  was made to check their significance level.

- The work was carried out on a single spike train, and therefore might miss some of the
  crucial ideas concerning precise timing.

- The area under investigation and the behavioral paradigm may not necessarily involve
  precise timing.

The method presented here is based on ideas previously published [75]. In this work,
however, we tested all the statistical assumptions underlying the search mechanism. The
testing was accompanied by many data simulations, often more than one type of simulation
for testing the same issue. The suggested algorithm solves all the problems that were found
in previous algorithms. The two drawbacks that remains in this version are that many
simulations are needed in order to run it, and, on the way, some of the data is discarded (see
below).

The question of finding a significant firing pattern is far from trivial. How can we distingui-
sh between an excessive number of patterns and one that results merely from two or three
bursts of neurons? What are the exact statistical assumptions underlying such a search and
how can they be justified? In this report we try to answer these questions.

15.3 Definition of a firing pattern

In this work we follow the definition of a firing pattern given in [74]. A firing pattern is
defined by its composition (the units that emitted the spikes) and the time delay between
the spikes. For example, a spike emitted by unit $S_1$, then after $t_1$ ms, a spike emitted by
unit $S_2$, and after $t_2$ ms (from the first event, the spike of $S_1$) a spike emitted by unit $S_3$,
is a firing pattern. A schematic illustration is shown in figure 36.

Obviously, one should consider only those FPs which repeat significantly above the chance
level. In order to be able to test the hypothesis whether the firing patterns found are
significant we carried out the following steps:
15.4 General scheme of identifying firing patterns

The first step in the method is to generate an estimator of the probability of seeing so many repetitions of the same firing sequence. Each firing pattern is therefore assigned a probability value. In the second step, we estimate the probability of observing so many small probability values. If the probability estimated in the second stage is below a predefined significance threshold, the small probability firing patterns are defined as significant.

To validate the acceptance we use surrogate data. We produce many random examples of the surrogate data and extract the same statistics for the surrogate data. We plot the distribution of values of these statistics. If the values for the real data are well below the small tail of the distributions (e.g. 0.05), then they can be accepted as representing precise firing sequences with the same confidence level (e.g. 0.05).

In the following sections we will show in greater detail both the process of computing the probability values, and the significance estimation based on them. Finally we will describe different methods used to produce surrogate data.
16 Computing the probability of each firing pattern

The process of computing the probability of each firing pattern includes the following sub-stages:

1. Computing the three-fold correlation $^2$ of the given triplet of cells. This correlation computation produces a two dimensional matrix which will henceforth be referred to as the count matrix.

2. Estimating the expected values for the three-fold correlation based *only* on the marginals of the count matrix. The value of this estimation would be henceforth referred to as the expected matrix.

3. Based on the previous two entities, the probability of each firing pattern is computed. The value of this estimation will henceforth be referred to as the probability matrix.

16.1 Computation of three-fold correlation

We start by constructing a three fold correlation among spike trains of three single units: $S_1$, $S_2$ and $S_3$. In this computation, the X-axis represents the delay between a spike of $S_1$ and a spike of $S_2$, and the Y-axis represents the delay between a spike of $S_1$ and a spike of $S_3$. The X-Y plan is parcelled to $N^2$ bins, and at each bin we count how many times we observed a sequence $< S_1, S_2, S_3 >$ with the appropriate delays. The number of bins ($N$) should be specified in advance (we used a value of 100). The bin width represents the accuracy of the firing pattern we seek.

In our search, we used the value of 3 ms for the bin width. The outcome of this process is therefore a matrix $C_{i,j}$ whose size is $N^2$. Figure 37 illustrates such a three fold correlation matrix for a case of 3 tonically active neurons which were strongly correlated with each other. For cortical neurons the firing rates are lower and correlations are much weaker. The example of Figure 37 is useful for illustrating the point that selection of the bins with the highest count may be misleading, as a bin with 50 counts at (200, 50) may be highly significant, yet much below the non-significant bins near (0, 0) with 80 counts.

$^2$Throughout this presentation the term three-fold correlation is assigned to a count matrix whose exact details are given in 16.1. It is not a full implementation of a correlation function as it is merely the starting point for that function. We do not reduce the average, nor do we divide by the measurement time or by the variance.
We claim that the counting process is Poissonian. Note that this is not a claim about the spike-trains themselves, which may be very remote from Poissonian. This claim is based on the observation that at any time $t$, the probability of finding a particular firing sequence is:

$$P(\text{counts}) = \lambda_1(t)\lambda_2(t)\lambda_3(t)\delta t DD$$  \hspace{1cm} (52)

where $\lambda_1$, $\lambda_2$, and $\lambda_3$ are the firing rates of the three single units, $\delta t$ is the time resolution of data recording (1 ms in our data), $D$ is the bin size for the correlation histogram (3 ms in our analysis). For three neurons firing at 3 spikes per second this probability will be $3e^{-9}$. Therefore, in this case, the Poisson approximation (which holds for $P(\text{counts}) \ll 1$) holds. We try and count at each bin many times: $T/\delta t$, where $T$ is the total measurement time. If these two assertions are true, then the counting process is approximately Poissonian. The advantage of a Poissonian counting process is that even if the firing rates change drastically with time, the over all counts accumulated in every bin will still be Poissonian.

To test the validity of this claim we constructed a large number of simulated spike trains with various firing rates. The firing rates were estimated from real data, and spike trains were randomly chosen according to Poisson distribution with those variable rates. For each simulation, we computed the three fold correlation histogram. From the correlation matrices
we were able to assess the Poissonian assumption directly, i.e. build the distribution of counts in one specific bin across many simulations and examine the match for Poisson distribution. In figure 38 two such cases are presented.

![Histograms of distribution of values in count matrices of simulated data.](image)

Figure 38: The deviation from Poisson distribution. A. The histograms of the distribution of values in count matrices of simulated data. The circles show the expected value according to Poisson distribution. B. A magnification of the histogram tail that shows the large deviation from Poisson. C. The same as A., just for Poisson randomly filled matrices. D. The same as B., just for Poisson randomly filled matrices. The large deviation found in A. and B. was also mirrored in the \( \chi^2 \) and Kolmogorov-Smirnov tests that gave highly significant mismatch results.

In figure 38 parts A & B we see an example of a bin whose distribution cannot be approximated accurately using the Poisson distribution. This is due to the high rates found in the data for which \( P(\text{counts}) \) was no longer negligible compared with 1. We mainly show the counts in the tail of the distribution - because there the deviation from Poisson is more pronounced. We also examined this match using \( \chi^2 \) and Kolmogorov-Smirnov match tests, and according to these tests the deviation was highly significant. In C & D of the figure we see, by comparison, the same distribution in random Poisson variables.

Another method being used to check the Poisson assumption was based on the fact that for Poissonian counting processes, the variance should be equal to the mean. Figure 39 shows the ratio of the variance to mean for these simulations. The top two curves show that as the firing rate increases, the ratio departs more and more from one. Thus when the product \( \lambda_1(t)\lambda_2(t)\lambda_3(t) \) increased, the counting process was not Poissonian (although the simulated spike trains were).

However, the Poisson approximation can be restored if the spike trains are diluted, such that when two spikes come closer than \( \Delta t \), the second one is ignored. A schematic example of such dilution is shown in figure 40. Such a dilution effectively leaves only the first spike in a
burst of spikes. The lower two curves of Figure 39 show that such dilution is indeed effective over a wide range of firing frequencies. The value of $\Delta t$ which was found to be suitable (from simulations) was 10 ms. Therefore, the maximal rate permitted in these experiments cannot exceed 100 spikes per second.

16.2 Estimating the expected matrix

In order to calculate the probability of having a certain number of counts in a bin, we need to estimate the expected number of counts in the same bin. The term “expected” refers here to the number of counts that one should see if the spikes were only governed by a rate process and taking into account the pair-wise correlations.

The goal of the estimation is, therefore, to find the most likely matrix $E_{i,j}$ that has the same marginals and volume (total number of counts) as the original count matrix. In our
Figure 40: Illustration of dilution. The original spike trains of two cells are shown before dilution. The dilution window is given below. In the outcome spike trains, the spikes diluted out are marked by dotted lines. Pay attention to the fact that the time difference is always measured from the last spike, even if it was diluted. See for example that the last spike of the first cell is diluted although its difference from the last spike that remains is more than the dilution period.

In this case, marginals include marginals along constant Y, constant X, and constant Y-X values. These correspond to the pair-wise cross-correlations of $S_1$ with $S_2$, $S_1$ with $S_3$, and $S_2$ with $S_3$. The problem can be seen as solving an equations set where the number of variables $N^2$ (the number of elements in the matrix) is much larger than the number of equations ($4N$). In this situation we have an infinite number of solutions, and our goal is to find the most probable of all. Our first choice was to build an expected histogram with minimal entropy [8], with respect to a set of constraints (the marginal distribution). However the large number of constraints $4N$, rendered this a numerically unstable solution.

Instead, we used an iterative correction algorithm. This algorithm starts with an initial guess regarding the expected matrix, and, with each step, sequentially updates the difference between the true marginals and marginals of the current guess back into the guess. Such algorithms have been used in the past in CAT scans [55, 87]. The goal of such an algorithm is to reduce the error between the marginals of the estimated expected matrix and the true marginals to minimum. It can be shown that in each step of the algorithm the error function decreases monotonically. Nevertheless, such an algorithm supplies us only with a
local minimum in the error function space. This local minimum depends on the value of the initial guess for the expected matrix. We used an initial guess that was a cross product of all three marginals and kept the volume of the original count matrix.

Unfortunately, this algorithm does not supply us with the true expected matrix. This is due to the small amount of data we have for estimation purpose and the inevitable over-fitting of the data. A more detailed description of this phenomenon will be given in section 17. In order to overcome this difficulty, and to further validate of our technique, we used several methods for producing surrogate data. These data then underwent the same computation process as the real data, and our results are based mainly on comparison between the two. The different methods used to create surrogate data are described in section 18.

16.3 Probability estimation

At this point of the calculation we have the three fold correlation matrix and the “expected” matrix. We wish to estimate the probability in each bin of getting this many counts if the expected value is given by the matching bin of the expected matrix. As shown above, the distribution in each bin obeys a Poisson probability and we therefore assign each bin with the following probability:

$$P_{i,j} = \sum_{n=n_{i,j}}^{\infty} P_{\lambda_{i,j}}(n) = \sum_{n=n_{i,j}}^{\infty} \frac{e^{-\lambda_{i,j}} \lambda_{i,j}^n}{n!}$$

(53)

where $\lambda_{i,j}$ is the expected number of counts in a bin, and $n_{i,j}$ is the number of counts for that bin. Calculating the probability matrix in such a fashion assumes that the computation of $P_{i,j}$ relies only on the values of $C_{i,j}$ and $E_{i,j}$. We will address this assumption of independence later on when discussing the surrogate data.

In principle, when one computes this tail probability for samples drawn from the correct distribution one expects the values (the tail probabilities) to be uniformly distributed. This is due to the fact that one samples uniformly from the true distribution. In such a case, for example, we would expect around half of the cases to have accumulative values of less than half. In later stages of the computation we would like to assess what is the probability of seeing so many bins with probabilities below some $p$ (say 0.001). This will be possible if the probabilities for random data are uniformly distributed between 0 and 1 and independent. Nevertheless, we observed that this is not true for discrete value distributions such as the
Poisson distribution. This is illustrated in Figure 41. In part A we see the tail distributions for values drawn from a distribution with one mean value. It can be seen that the deviation from uniform is quite prevalent. In part B we see that this deviation is also observed when averaging over a range of \( \lambda \) values.
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**Figure 41:** Computing the tail of discrete probabilities. 10,000 \( \lambda \) mean values were uniformly drawn from a given range. For each \( \lambda \) a Poisson distributed variable was selected. The histogram shows the tail distribution of the variables according to the matching means. A. The values of \( \lambda \) were all the same (5). B. The range from which the \( \lambda \) were drawn was 5 to 10. C. Adding the correction of Eq 54.

In order to solve the problem more accurately, one may either estimate the tail distribution, or change the tail computation in such a manner as to restore its uniformity. The first solution is both tedious and heavily relies on knowledge of the prior distribution of \( \lambda \) values in the expected matrix. We did not have access to this knowledge and therefore we chose the second solution. According to this method we replace the probability given in Eq. 53 by:

\[
P_{i,j} = l \sum_{n = n_{i,j}}^{\infty} P_{\lambda}(n) + (1 - l) \sum_{n = n_{i,j} + 1}^{\infty} P_{\lambda}(n) \quad (54)
\]

where \( l \) is a random number uniformly distributed between 0 and 1. Figure 41C shows that these new values are evenly distributed between 0 and 1. We note that these new values are not true probabilities any more, so we call them \( P \) values and relate only to the fact that they are expected to be evenly distributed between 0 and 1. We also note that for the same histogram, on different trials, we may get somewhat different \( P \) values. How we overcome this difficulty will be explained later.

### 17 Is it significant?

Having reached a smooth estimate of the expected counts, one can compute the \( P \) values for all the bins and look for an excess of bins with small \( P \) values. Given a threshold \( P_{\text{thres}} \),
one can compute the number of P values that are smaller, and compare that to what was expected. The expected number of bins with such probability is just $P_{th}N^2$. This is due to the uniform distribution discussed in the section 16.3.

Unfortunately, due to the over-fit problem discussed in section 16.2 the number of P values is less than $P_{th}N^2$ even for random data. The following example shows this: construct a histogram of expected values and a histogram for random (poisonian) counts. Now recompute the expected histogram from this random count, according to the algorithm above, and use it to estimate the P values. Figure 42A,B shows that this, too, results in a shortage of small P values. The reason is that the reconstruction from the marginals of the very same data, over-fits the data. Thus, if by chance a certain bin has a large excess of counts, the marginals are likely to have a little higher bin at the corresponding delay, and their cross-product would predict a higher expected value at the very place where the bin had a high count. Such over-fitting can be largely reduce by smoothing the marginals. We found that by taking, for each point, the average of two values just before and just after the point yields a fair distribution of P values (Figure 42C). We note that this procedure will not work properly when there are sharp peaks in the pairwise cross correlations.

![Figure 42: Histograms of P values. A. For 30 3-fold cross-correlations each of which computed for spike trains from 3 different units. A clear lack of small P values is seen. This becomes more severe for very small P values. B. For random data. An expected matrix for each of the 30 histograms was computed. Then random Poissonian counts were picked, around these expected values. These were treated as real counts. Then new marginals were computed and, based on them, new expected values were computed. These were used again to compute the P values. The density of these P values showed once more lack of small values, although less severe than for the real data. C. For the same data as in A, but the marginals were smoothed. Now an excess of small P’s is seen. As approximately one third of these histograms showed excess of PFSs we believe that this excess represents the tendency of triplets of spikes to repeat excessively.](image)

Till now we assumed that the value of $P_{th}$ is fixed in advance. However, this may not be desirable due to the following reason. Two extreme cases can be envisaged: there is only one bin with extremely small P value (e.g. one bin with $P = 10^{-8}$ in a 10,000 bins
histogram), or there might be many bins with bigger $P$ (e.g. 130 bins with $P \leq 0.01$ in the same histogram). In addition there could be all kinds of intermediate cases. In order to cover this spectrum of possibilities we try and look for several critical levels of $P_{th}$. For each level we estimate the probability of seeing so many bins with small $P$ by chance.

For this end, we assume that the number of bins with a small $P$ value is Poisson distributed. This is reasonable, since the probability of seeing a bin with small $P$ is small, and we try to find it many times ($N^2$ in a histogram with $N$ bins in each axis). For a critical level $p_{th}$ the expected number of bins with $P$ value below $p_{th}$ is $p_{th}N^2$ (It should be remembered that although $P$ values are not exactly probabilities, the distribution of their values is flat in the range 0 to 1.) We call the probability of having found $m$ such bins $P_{excess}$ which is

$$P_{excess} = \sum_{m'=m}^{\infty} P(m'|p_{th}N^2).$$

If $P_{excess}$ is smaller then 0.01 we reject the null hypothesis that the $P$ values are distributed at random. If not, we move to the next $p_{th}$. We repeat this for 5 critical levels, so the probability of rejecting the null hypothesis is smaller than 0.05. This probability is an upper limit reached only when the computation for each of the $p_{th}$ is independent of each other. In reality, the values are not independent and therefore the actual probability would be even smaller.

The last problem to solve is that $P$ values have some random element in them as they were chosen as a random number (see section 16.3). To overcome this problem, we repeat the estimation of the $P$ values four times and accept the count matrix as showing excess of bins with small $P$ values only if it was significant on all 4 repetitions. The bins with excess of counts are only those that appeared on all four repetitions, and an estimator of the chance of seeing so many bins by chance is the geometric mean of the four $P_{excess}$.

18 Surrogate data

Due to the over-fit problem of the expected matrix, and for general assessment of the algorithm we need to compare our results with ones obtained on surrogate data. We have used several types of surrogate data which will be presented in detail in the following section.
18.1 Randomly shifting spikes within bins

The first method that can be used in order to produce surrogate data is slicing the data into equi-width bins and within each bin, randomly placing the spikes using uniform distribution. An example of this process is presented in figure 43A. The activity of one cell is shown together with the surrogate data produced from it.

![Figure 43: Two methods for producing surrogate data. In the upper part we see the slicing of the data into bins, with random shifting of the spikes within each bin. In the lower part each spike is being shifted by a small jitter.](image)

The method can be applied in two ways: either shift the spikes of the original data and dilute it later, or shift only the diluted data. In the first option we may change the number of spikes being used later in the data - due to different dilution. In the second method, we can keep the number of spikes exactly the same - but we need to randomly choose spikes in such a manner that they are not too close to each other (and should therefore have been diluted before). This should also be taken into consideration when crossing the bins boundaries.
18.2 Jittering the data

A different method for producing surrogate data was presented in [35, 36]. According to this method each spike is shifted by a random jitter. As in the previous method, one can either jitter all the spike trains and then dilute them, or do it the other way around. An example for such a jitter is shown in figure 43B.

18.3 Jittering the triplets

The disadvantage of all the previous surrogate methods lies in the fact that our assumption of independence between bins does not hold. An example of this is given in figure 44. In this example the spike trains of 3 cells are given, and one can see that two counts are produced due to this activity in the count matrix. The two counts are produced based on the same first two spikes (of cell1 and cell2). Therefore, these counts are not truly independence of each other as we assume in the calculation done above.

It is important to note that the surrogate data suffers from the same problem, as it is trying to shift the spike trains and compute the count matrix in the same manner. We suggest using a surrogate data that skips the phase of jittering of the spike trains - but directly jitters the counts. This can be done in the following manner: the process of computing the count matrix involves a passage over the data and a search for occasions of the triplet of cells within the predefined range. We suggest that whenever such a count occurs, we also jitter the three spikes producing it many time (using the method described in the previous section). Each such jitter would be written for a different count matrix.

In this manner we can overcome the problem shown in figure 44C because the two counts shown there would be shifted in the surrogate data independently.

19 Current state of algorithms

The pattern detection method described above summarizes the effort mad in this sphere. The method obtained was carefully examined and each stage was analytically proven. The tests it passed were both theoretical, in the understanding of statistical problems, and by using many simulations.

The algorithm presented here shows many interesting statistical features which are highly
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Figure 44: Surrogate data without correlation. Computing the count matrix for regular spike trains produces correlation between the counts (part A). This correlation is preserved in the regular jitter mechanism (part B), where the spikes after jitter are marked with dotted lines. It can be eliminated if the jitter is applied to each occurrence of three cells separately (part C). Two cases are then created and each of them is shifted independently.

important for the implementation of any such algorithm. It was therefore decided to include the algorithm, even though the results of using such an algorithm are yet to be presented.
Part V

Summary

20 Work summary

The summary of this work is given first for each of its components separately. In the last section, a global overview is presented.

20.1 Classifying the neural response

The most impressive result of this work is the finding that a single segment of simultaneously recorded spike trains can predict with good accuracy the behavioral task of an animal. This is a non-trivial result, taking into consideration the low firing rate of the cells, and the high variability from trial to trial. Building the statistical models describing the data, required the use of aligned data. Nevertheless, this result stands in contrast with many of the common analysis methods which in order to get reliable results align a large number of data segments, and average them. The impressive power of detection shown here may lead to new examination of this paradigm.

Based on these high detection figures, we have examined several detection methods under several conditions. These examinations showed that not only can the detection be achieved, it can also highlight some intrinsic features of the data. The comparison between detection methods (as summarized in table 4) shows that:

The detection methods that were based on parametric distribution function supplied us with the best detection rates. The parametric function used was based on the assumption that the spike trains are distributed according to non-homogeneous Poisson distribution. The methods that used non-parametric estimation of the probability functions had significantly worse results. The combination of these facts provides further support for the non-homogeneous Poisson statistical assumption regarding the activity of neurons [1].

The hidden Markov model outperformed the simplified non-homogeneous Poisson model. This possible advantage of the HMM over the PSTH are:

1. Dynamical time modeling the ability to wrap the time scale for every example.
2. Building a high-dimensional mode and thus addressing the fact that several cells were recorded simultaneously.

The fact that the HMM was proven superior to the PSTH suggest by using these features, the description of neural data is more accurate.

The ability of the pair-wise cross-correlation methods to detect the behavioral mode is even more surprising than the regular detection scheme. One should take into consideration that in the correlation computation of a single segment, the results of correlating around 20 spikes with 20 other spikes (4 seconds of 5 spikes-per-second on the average), were put into a vector of 150 bins (2 seconds with bin size of 13 ms). The data is highly sparse.

The correlations ability to detect the behavioral mode may be the outcome of stimulus locked activity, or the outcome of invariant correlation between the cells. In order to check this possibility, we examined the connection between the PSTH detection and the pair-wise correlation. The results were not conclusive, but they suggest that in some cases, all the correlation detection abilities are the outcome of locked activity (and therefore are contributed for in the PSTH), and in some cases they evolve from true change of correlation between the different behavioral modes.

The suggestion that correlation may represent a different type of information about neuronal activity, is very interesting. It may also be used in order to gain a deeper understanding of the nature of neuronal processes [3].

The detection mechanism allows us to weigh the contribution of each cell separately, and compare it to the combination of all cells. The results show that in all the cortical delayed response paradigm recording sessions examined, the detection was a cooperative achievement and was not only based on one single cell. In the recordings done in the TANs’ of the basal ganglia, the same phenomenon was observed. Nevertheless, in the same cortical area, when recording cells under different paradigms a different behavior was observed: the differentiation between tasks performed by all cells was as good as the differentiation of the performance performed of the best single cell.

This finding supports the use of simultaneous recording as a superior method for understanding the neural computation. It highlights it’s importance and suggests that more cells would allow better detection, and more reliable prediction of the animal’s actions. This
result can be seen from yet another point of view. According to this view the HMM achieved better results because the exploitation of the multi-unit activity is an integral part of such a model.

The amount of data used here for modeling was quite limited. The number of examples for each different mode ranged from a few tens to several hundreds (a fact which reflects the state of the art ability in simultaneous recordings). This number does not permit the splitting of the data into separate training and testing groups, while still getting reliable estimation of the detection percentage. In order to overcome this limitation, the method of Jacks’ knife was introduced. According to this method, the test group holds one example, and the training group is formed by eliminating this example from all the examples.

Throughout this work we have shown the importance of using this type of correction (and avoiding the insertion of the test examples into the train). We showed that the detection results change dramatically when this correction algorithm is not used. It may seem surprising that the results should be totally different even when the number of examples is relatively large (around 100 examples for each mode). This can be explained by the sparseness of this type of data, and its irregularity. These features construct a situation in which one example can have a large contribution to the model. This is true especially when the modeling techniques used are rich enough with parameters. This richness allows for an over-fitting of the model to the data that it is trying to describe. This over-fitting prevents the model from generalizing from the data.

Another trap that this work tried to avoid was the over-fitting of the modeling technique to the test set. Because of the limited number of examples, we did not hold a validation set and a training set, as might seem required. Instead we performed almost no optimization of our algorithms. Such optimization could have been carried out if the model parameters were chosen in order to maximize the detection on the test set. We tried each time to set the parameters of the technique in advance and allowed very little change to the initial results.

The single segment detection algorithms have proven to give reliable predictions of the behavioral task, as well as to reveal some interesting features of the neuronal process involved in the task. These persuasive results, together with previous works [42] shown on unsupervised modeling of the same data, give hope that a combined model can be suggested. In such a model the data could be modeled in an unsupervised manner, where the inherent
differences between the modes could be used for self-learning algorithms. We believe that through careful combination of the two ends - the highly successful supervised detection, and the self-emerging features of the unsupervised modeling, a better model for the neuronal activity may be constructed. Such a model may give more insights regarding the nature of the neuronal computation.

20.2 Spotting via adversary background summary

In this work we present a novel method for pattern spotting in a harsh environment. Our goal was to spot a pattern within a single trial consisting of multi-unit recordings of a specific pattern of activity. The environment we aimed at consists of multi-cellular recording of spikes in the brain of behaving monkeys. Statistical modeling of such data is difficult due to the following characteristics:

- The rate of spike discharge per single unit is very low around 5 to 10 spikes per second.

- The change of activity may be relatively high. A whole pattern of activity can be encapsulated within 600 ms, where this pattern consists of a rise in firing rate, a depression and another rise. One should remember, however, that due to the low firing rate, one may expect to see only 6 spikes within this pattern.

- The background activity is not a uniform firing rate but rather supplies us with similar fluctuations in the activity, and, furthermore, the average firing rate is similar to the pattern searched.

Due to these difficulties, the common method in using this kind of data involves aligning several repetitions of the same behavioral event together and thus receiving more reliable statistics regarding the neural code. We showed in section 4 the advantages of using single trial modeling, and the new questions that may be answered using this mechanism. In this work we tried to confront the spotting neuronal response in a single trial.

We have shown the importance of selecting a reasonable background model for the spotting algorithm. When inadequate background models were used, the spotting did not supply us with reasonable results. For example, putting a threshold on the likelihood function which
assumes a constant rate background, supplied us basically with the frames of data in which the number of spikes was the smallest.

The core idea of the method presented here, is that we are trying to spot the neuronal pattern in the adversary environment, in which all shuffles of a given pattern are equally probable. When implementing this break-down process we showed that the sample type and its log-likelihood serve as sufficient statistics. Since we are interested in patterns with a large number of bins, the total log-likelihood distribution in each sample type can be well approximated by a Gaussian, whose mean and variance may be analytically evaluated.

Based on this Gaussian approximation, we derived an exact expression for a score which does not rely on the asymptotic properties of the direct application of the method of types. While this break-down, shown in figure 27, clearly breaks the log-likelihood distribution into narrower pieces, the mean of each piece depend very weakly, (see Eq. (39)) on the model rate parameters. The type weight, however, as given by Eq. (33) is exponential in the type log-likelihood mean, thus much more sensitive to the models’ rates. For these reasons the type conditional (Gaussian) distributions separate the model patterns from the background very well.

We also examined a related solution to this problem based on the method of types [48]. Direct application of this technique for detecting multi-neural spike patterns can be carried out by treating the empirical type of every bin in a template model (PSTH histogram) of the training data [54]. In this case, one simply estimates the probability that the training data and the test sample are taken from the same source, for every bin or combination of bins in the template model. As shown above, this method suffers from insufficient training data and therefore performed rather poorly on our data, although in principal this method is able to overcome the difficulties related to this kind of pattern spotting.

Our method was implemented on data from the TAN’s (cholinergic inter-neurons of the striatum), and we tried to spot the neural pattern usually related to the outcome of an action. A thorough description of the data with the significance of the results is shown in section 14. We believe that these results could not have been obtained without such a method of spotting the reward pattern on the basis of a single trial.

There are several possible extensions to the work presented here. The most straightforward one is to extend the types used here into ones containing information on higher
correlation of the data. In our application we work against an adversary environment that consists of all the shuffles of the given pattern in single bins. Second order correlation would have to be an adversary environment that also keeps the order within pairs of bins. In order to perform such spotting we need to recompute the mean and variance inside each such new type. In general, we can work with each order of correlation, and thus would be able to cope with even more difficult spotting cases. When we extend the correlation order, the background becomes increasingly similar to the original pattern under investigation.

In general, we believe that the idea of breaking down the likelihood into sub-parts could be found useful. This could allow us to work in environments in which we cannot assume the usual flat distribution of the background, and we can perform reliable spotting without building a specific model for it. In our case, the decomposition into types seems sufficient and produced the required results.

20.3 Spotting the reward response summary

In this report, we used the novel tool we developed especially for the detection of a specific multi-neuronal response in a noisy background. This detection was performed on the continuous spike trains without any need for aligning the data around some given stimuli. The main advantage of this tool lies in the modeling of the unknown noisy background. We assume an adversary background model, which imitates the response sought up to a first order statistics. The basic validity check of these results is therefore supplied by the sound method being used. Our spotting procedure is further validated by a variety of statistical tests, and by the difference in the results in the MPTP monkey and the normal monkey. The use of this method might change the way of interpreting the relations between neuronal responses and external stimuli in many other neurophysiological studies.

A previous study [15] that tested only the pause of a single TAN response, concluded that the pause is an active suppression of the TAN firing beyond the average inter spike interval. In-vitro studies of synaptic regulation of the discharge of the cholinergic inter-neurons of the striatum [25, 26] also suggested that the pause of TANs’ firing is caused by dopamine mediated enhancement of the post-spike after hyper polarization. Our results emphasize the role of the entire complex of the neuronal response, including the flanking excitations, as the main neuronal message of these neurons. It is therefore very intriguing that in many cases
the dopaminergic response to reward cues is flanked by periods of elevated firing.

The findings of loose time locking of the TAN expectation signal, suggest that striatal cholinergic and mid-brain dopaminergic systems [84] have similar properties. These properties consist of continuously emitted signals that serve as a background activity level. As with the dopaminergic system, elevation from the background activity indicates an unpredicted appetitive event. The two systems can therefore display complicated behavior indicating both the continuous conditions where there are no unpredicted events and the arrival of an unpredicted reward. We therefore suggest that the neural signals of unpredicted rewards are used to modify the striatal network for better future performance [67]. The continuous background activity is a necessary signal instructing the plastic neural networks of the basal ganglia to stay in their current state (“no news is good news”).

The rate of the expectation signal increases when the monkey receives a cue, which predicts reward, and decreases when the monkey performs an error. Our finding of reduction in the rate following an error is important, since it occurred following erroneous trials, in some of which the absence of reward is not a disappointment to the monkey. Recently, [79] debated the connection between dopaminergic activity and reward expectation and suggested that this activity is related to reallocating attentional resources to unexpected salient events. Although more elaborate behavioral tasks are needed in order to discriminate between neural mechanisms related to attention-shift or reward expectation, we believe that the similarities between the TANs and dopaminergic neurons support the hypothesis that the basal ganglia play a significant role in reinforcement learning.

It was shown that, following MPTP treatments, TANs lose their specific response to reward cues [14, 78]. This could be due either to the fact that the continuous background level of the neural expectation signal is reduced, or to the inability of the biological system to detect the reward cue. Our failure to detect any significant expectation signal in the activity of TANs in the MPTP treated monkeys, supports the view that the on-going level of this neural signal is reduced. We therefore hypothesize that, as in the case of the dopaminergic system, the continuous decrease in the expectation signal of TANs in the MPTP treated animals indicates a continuous state of predicted rewards that fail to occur. This pathological state may lead to impaired reorganization of the basal ganglia circuitry in Parkinson’s disease.
21 Epilogue

The main contribution of this work (together with the earlier report [42]) lies in suggesting statistical views for the single trial multi-unit activity. Such tools allow us to investigate more elaborate questions regarding the neural code. All of these methods are motivated by the current ability to record from a small network of cells. This ability allows us a glimpse into the complicated computations that are carried out by the brain. These computations are believed to be gaining a lot from the large number of cells, and the large number of connections between the cells.

We believe that as the number of cells recorded simultaneously increases, there will be more need for such statistical methods. By and by such recording will also allow us to ask questions that are inaccessible today due to the small number of cells recorded simultaneously. It will be fascinating to find out how much information can be gained from one subset of cells on the other.

Our hope is that the kind of statistical methods discussed here will increase the global knowledge about the neural code and how the brain functions.
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