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ABSTRACT
The problem of providing tools to support legally valid nego-
tiations between agents is becoming more and more critical.
Agents are supposed to perform crucial tasks autonomously;
however, they cannot exploit an extensive set of laws since
the development of a full legal corpus for the computer world
is yet to come. In this work we present an innovative model
of interaction between agents that leads to an increase in
the level of trust in negotiation-intensive MASs. In particu-
lar, we address some common problems related to trust and
security in real-world negotiations and outline a set of ab-
stractions that we can use to increase the level of trust that
we can expect from agreements with third parties.
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I.2 [Artificial Intelligence]: Multiagent Systems

General Terms
Legal Aspects, Security
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1. INTRODUCTION
Agent technology is quickly evolving towards the realiza-

tion of complex societies of agents. Just to cite one recent
example, the aims and scope of the IST project CASCOM [1]
show how agents are becoming more and more relevant in
important sectors, e.g., healthcare and personal data man-
agement. This evolution is not yet matched by an equiva-
lent legal development. The lack of a legal substrate capa-
ble of grounding the interactions between agents ultimately
means that every aspect of negotiations must be explicitly
treated by the developer. Furthermore, if we cannot guaran-
tee traceability [4] of the operations of individual agents, no
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law would be sufficient to prevent and punish mendacious
agents.

Our work tackles some important aspects related to secu-
rity and trust [3] in real-world MASs by describing an in-
novative approach to the realization of negotiation-intensive
MASs that allows agents to: (i) Negotiate in a secure and
traceable way; and (ii) Guarantee the desired level of secu-
rity and trust exploiting the minimum possible number of
trusted parties. This is done through the introduction of two
closely-related abstractions: Validation-Oriented Ontologies
(VOOs) and Guarantors.

2. VOOS AND GUARANTORS
The first assumption that we take in the description of

our model is that proposals and agreements between nego-
tiating parties are exchanged in the form of individuals of
known ontologies. This assumption allows agents to man-
age the information contained in proposals and agreements
in a friendly way, e.g., to reason about proposals and to as-
sert the formal validity of proposals against the constraints
of the ontology. This assumption leads immediately to two
general problems: trusting ontologies and trusting identities.

Problem 1. Trusting Ontologies: Ontologies seem
to be a suitable means for describing agreements, but any
attempt to use them in real-world scenarios immediately en-
counters a problem: How an agent could trust a new ontol-
ogy? Could an agent (in some sense) validate the ontology
to decide whether to trust it or not?

Moreover, an ontology may be partially non-disclosed be-
cause, e.g., it contains some marketing strategies of a seller.
In this case, a full fledged reasoning on the ontology could
be done only by accessing the whole ontology, and only par-
tial reasoning is possible for third parties. In addition, we
have to take into account a third (very serious) facet of this
problem: there is no way to validate the adherence of the
ontology to real-world laws without involving highly special-
ized jurists.

In the end, it should be quite clear that trust cannot be
given to an ontology per se: it must be accorded to its signer.
Ontologies used to model formal agreements and contracts
must be provided by trusted and liable signers.

Problem 2. Trusting Identities: The ultimate aim of
our model of interaction is to guarantee legal validity. There-
fore, the problem of checking the identities of involved agents
is obviously critical. Unfortunately, a simple static control
of identities by means of certificates [2] is inadequate be-
cause, e.g., certificates can be revoked or keys can be stolen.
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From this simple consideration, it should be quite clear that
the identification of agents in a secure and trusted MAS can
be performed only through a set of runtime tools capable of
validating certificates, and thus realizing a trusted source of
identification.

The problem of checking identities is closely related to the
representation of identities. In our model, we decided to de-
sign an ontology describing legal persons and their attributes
and to associate this ontology with a set of general-purpose
tools for addressing the majority of problems related to iden-
tification.

2.1 VOOs
The two very general problems outlined above are ad-

dressed by the introduction of VOOs and Guarantors.
A VOO as a signed set containing: (i) An ontology that

models a domain; and (ii) A set of runtime tools capable of
asserting properties of individuals of this ontology.

Runtime tools are intended to provide a means for vali-
dating assertions on the domain described by the ontology
without requiring a full-fledged reasoning on the domain.

One important advantage of the introduction of VOOs is
that they reduce the amount of distributed trust, since in
a single signed object lay both the semantic description of
thing and a set of related actions.

Moreover, VOOs promote software reuse and help stan-
dardization, since many ontology-related tasks are delegated
to external bodies (the tools of the VOO) in a standard,
well-defined, trusted and secure way.

VOOs are not sufficient to address all issues related to
real-world agreements because we need to trust both the
VOO and the signer of the VOO. In fact, if we go back to
the human world, the proper way to stipulate contracts is
through a notary public. This happens because only legal
person trusted by the State can perform critical tasks (e.g.,
querying databases containing privacy-critical information).
This is the reason why we introduce the abstraction of Guar-
antor, and we say that an agent is a Guarantor for an inter-
action between two other agents if it can sign a VOO that
the two other agents can use in their interaction.

2.2 Guarantors
In our model, a Guarantor is responsible for the following

tasks: (i) Provide identity certificates; (ii) Provide signed
ontologies compliant with real-world laws; and (iii) Provide
signed runtime tools for its ontologies and/or certifying ex-
ternal tools under its responsibility.

Then, if we remember that identity certificates are pro-
vided as signed instances of concepts of an ontology, and if
we go back to the previous definition of VOO, these three
responsibilities of the Guarantor can reduce to a single re-
sponsibility: provide VOOs.

The Guarantor takes the responsibility of catalyzing the
trust of an interaction in various ways, e.g., through: (i)
A signed list of trusted tools; (ii) A certified public key
whose private key is provided only to trusted tools; and
(iii) A certified set of APIs that could access the Guarantor’s
database and whose use could be detected by the tools’ user.

Examples of Guarantors in the real world are States, no-
taries, and Municipalities. In the agent world, Guarantors
are the agent counterparts of private organizations, e.g.,
Certificate Authorities, as well as public organizations, e.g.,
States or Municipalities.

Agreements are based on VOOs published by a Guaran-
tor. If two agents trust different Guarantors, they will use
different VOOs and therefore they will never reach an agree-
ment. Since it is clear that a worldwide Guarantor is unreal-
istic and unfeasible, we require mutual recognition between
Guarantors in multi-Guarantor agreements. Obviously this
implies mutual knowledge and recognition of their public
keys, but this is not sufficient. What happens if two Guar-
antors share their keys but not their ontologies? We need to
express mutual recognition between Guarantors as a sharing
of their respective VOOs.

Mutual recognition works both for hierarchical and non-
hierarchical models: in the first, shared VOOs are defined
and signed by the upper-level Guarantor, while in the sec-
ond, shared ontologies are negotiated between Guarantors
and then jointly signed.

The multi-Guarantor model reduces to single-Guarantor
model only if there is a collective recognition, i.e., all Guar-
antors share and sign a common set of VOOs.

3. CONCLUSION
The central focus of this work is on the motivated intro-

duction of two abstractions, VOOs and Guarantors, that
we can use to provide general-purpose mechanisms to re-
alize secure and trusted MASs. The introduction of these
abstractions has two interesting properties:

Property 1. Concentrated Trust: Guarantors are
sorts of trust catalysts that we use to keep trust concen-
trated on the minimum number of parties. From the point
of view of interacting agents, this is good because the num-
ber of operations related to according or revoking trust is
minimized.

Property 2. Pragmatic Interactions: The strict cou-
pling between an ontology and a set of tools capable of per-
forming general-purpose, critical tasks on the individuals of
this ontology (i.e., the idea of VOO) guarantees the possi-
bility of performing secure and trusted interactions also to
agents with minimal reasoning capabilities.

In conclusion, we believe that the introduction of VOOs
and Guarantors provides a solid ground for the concrete de-
velopment of trusted and secure MASs. Many issues related
to these properties are encapsulated by these abstractions
and we believe that their in-depth study can lead to a bet-
ter understanding of the subtle behaviours of these complex
systems in real-world situations.
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