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ABSTRACT

We develop a sound foundation for model checking algo-
rithms for the class of PRS-style BDI agents, by showing
how a reachability graph for any given PRS-type agent can
be constructed from the agent program, thus addressing a
long-standing issue in the verification of BDI agents.
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1. INTRODUCTION

Although Rao and Georgeff [6] presented a model check-
ing algorithm for their BDI logic, they did not address the
central question of generating the underlying models from
agent programs, an essential prerequisite to applying model
checking techniques to agents of this class.

The main problem is to capture, in semantic structures,
notions of belief and intention and their dynamics, and to
systematically relate these notions to the operational be-
haviour of the agent interpreter, so agent program designers
can reason logically about the mental states of the agents
with confidence that this reasoning faithfully represents the
underlying behaviour of the agent.

Recent approaches to applying model checking to classes
of systems that include some characteristics of agency ei-
ther encode beliefs and intentions as part of the states in
model structures (e.g. Bordini et al. [1]) and so fail to pro-
vide a semantic account of these notions, or work only with
simplified notions (e.g. the analogue of knowledge used in
Raimondi and Lomuscio [5]).
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In this paper, we present an approach to representing the
execution structures, including the agent’s beliefs and inten-
tions, for any PRS-type agent program, Georgeff and Lan-
sky [3], in a reachability graph, as in SPIN, Holzmann [4].
The construction is based on our logical approach to Agent
Dynamic Logic, an extension of PDL that includes modal
operators for belief, goal and intention, Wobcke [7, 8]. The
notion of intention is a more “rational” version of the oper-
ational notion used in PRS-type systems, though does not
capture all the complexities of Bratman’s theory [2].

In the reachability graph, beliefs are encoded using a re-
lation b on states, and intentions are represented as those
actions the agent will eventually perform successfully in any
of a set of related alternative worlds (defined using a relation
a on states). For any reachability graph G, let Z(G) be the
subgraph of G that contains only those transitions of G cor-
responding to successful action executions. The satisfaction
conditions of modal formulae are as follows.

0 = Ba if ¢’ ¢ a whenever b(a,0”)
o ket if o Er) AQdo(r) whenever a(o, o)
o Ec Gy if o =¢ (achieve v)

Here achieve «y is an “action” denoting achievement of a
goal v, and a state satisfies do() if the subgraph emanating
from that state is isomorphic to an execution tree in R,
the interpretation of 7.

2. AN EXAMPLE

The reachability graph construction procedure can be il-
lustrated through a simple “waypoint following” agent (the
full version of the paper includes a general algorithm for the
construction of a reachability graph for any PRS-like agent
program). The agent has a simple task: it must visit four
waypoints, numbered 1-4, whilst not running out of fuel.
There is fuel at locations 1 and 3 though this knowledge is
not explicit in the agent’s beliefs. Rather, the agent is con-
structed to have refuelling plans that are triggered by warn
events, using which the agent visits a fuel depot (at location
1 or location 3) and attempts a refuel action.

The agent always has knowledge of its position, repre-
sented as beliefs at; and —at; (j # i), and each wisit; action
includes a correct observation of the agent’s position. The
agent initially has no belief about the fuel level, but after a
refuel action, correctly observes the state of the fuel tank,
represented as a belief full or empty. The wvisit; and refuel
actions always succeed, except that on occasion (here only
at location 3) a warn event occurs. The initial configuration
is that the agent starts at location 1 (and believes this) and
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Figure 1: Waypoint Agent Reachability Graph

has a full fuel tank (though does not believe this). In the
reachability graph shown in Figure 1, a and b-related links
between a state and itself are omitted, and states resulting
from successful executions are marked with x.

The following lists some examples of the kind of properties
of the agent that could be tested using such a graph:

Al (full & Bfull)

A<> ats

A(lvisit; Uat;)

if warn € o then o = A(lrefuel UBfull)
The first two formulae are not satisfied at the initial state
of the graph, the second since the agent may become stuck
handling an infinite sequence of fuel warnings. The third and
fourth properties represent the persistence of intentions.

3. CONCLUSION

This paper has shown how the execution models of a fam-
ily of BDI agents based on the PRS architecture, including
notions of belief and intention and their dynamics, can be
represented in reachability graphs, structures that are suit-
able for applying model checking algorithms to this class
of agents. By clarifying the mental notions underlying this
class of agents and by systematically relating these notions
to the operational behaviour of the agent interpreter, a more
robust methodology underpinning the verification of com-
plex BDI agents is made possible.
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