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1. Executive Summary

This case study examines SANGate, an Israeli/American start-up company founded in 2000, specializing in data integration for Mainframe storage networks.

	Mission Statement
	SANGate's mission statement is to provide infrastructure for data integration between mainframe and open systems storage.

	Product, Need
	SANGate's product is the ESA.  This product is the company's solution for the following needs:

1. Performance, bottlenecks and scalability problems in SANs.

2. Lack of interoperability between Mainframe and Open Systems stored data.

3. Lack of compatibility between different Mainframe storage devices.

The company has invented a system which based upon proprietary, patented knowledge.  The ESA connects between the Mainframe and its storage devices, thus reducing CPU burden off the Mainframe and alleviating performance.  The ESA also allows interoperability with Open Systems in the hardware level.

	Market
	ESA's market is mainly large firms employing both Mainframe and Open Systems networks.  Two other major markets are OEMs and resellers like IBM, BMC and others.  The company believes that its product will facilitate competition in the market as interoperability and compatibility will no longer be considered an issue.

	Competition
	There is currently no firm providing a storage appliance for both Mainframe and Open Systems like the ESA.  Most competitors provide only Open System solution or platform-specific solution.

	Weaknesses
	The company has failed to forecast technological advancement, mainly regarding the FICON standard. 

SANGate is also a year behind schedule in product delivery and to date has no support for Open Systems and a beta version in one site only.  The company has no referable customers to date.

	Threats
	Except standard start-up companies risk factors, the company is facing several threats:

It competes against very large and aggressive players such as EMC and IBM.  These companies have a specific data integration solutions for their own products.

SANGate facilitates competition in the Mainframe storage market.  This mainly affects EMC, which holds a 60% market share of the Mainframe storage market.  The company already scuffled with EMC when it hired a previous EMC senior officer as its CEO (who was banished by a court decision).  We therefore enlist EMC as a possible threat to SANGate.

The company's market relies heavily on SAN, hence, decline of SAN deployment would threat the company.  The state of the overall storage networking market is also a risk.

	Conclusions
	The company has a unique product and selling proposition for a large, existing market opportunity.  We believe the ESA is a unique storage management appliance which outperforms all competitors (even the 'gorillas') in the arena of Mainframe storage.

SANGate's business model of direct sell is risky against the market’s 'gorillas': strategic partnership is recommended.

We include Open Systems and FICON support as key features that should be developed as soon as possible.  Referable large customers is also a must.


2. Overall analysis

2.1 Mission Statement

We have defined SANGate's mission statement as "Provide infrastructure for data integration between mainframe and open systems storage".  Outside experts as well as the company's VCs have agreed to this definition, which is more focused than the company's declared mission statement ("to provide a general purpose networked based server platform for running storage based applications").
2.2 History

SANgate as we know it today was founded in January 2000 when the 1st round of VC funding was completed but, the idea leading to SANgate and the yearning desire of Samek Mokryn, a computer engineer with years of experience in the field of Data Storage, to deliver a cure to the pains the Data Storage world suffered, had started long before.
Samek Mokryn (MSEE Colombia University, BSEE Technion of Haifa) had for years been working within the field of Data Storage and it's nearby surroundings. Previously he had held many senior level technical positions with EMC corp' including leading the development team for ESCON connectivity within EMC's "Symmetrix" information storage system. During his work at EMC, Mokryn recognized the various difficulties in managing stored data a company might have particularly a mainframe company. Mokryn was determent to find a solution that would allow these companies to manage their stored data in a much better fashion.

As his first action, Mokryn went to his executives at EMC and tried talking them into developing a piece of hardware that would control a mainframe company's stored data. EMC executives, however, did not seem at all excited - their products were already selling very well and in their opinion there was no need for further development. But Mokryn thought different; he cashed in his options at EMC and went home to work on his project (1995).

During the next 3 years Mokryn sat at home living of his wife's salary and funding his project with his EMC option money. C-STAR, an one-man Massachusetts Corporation that was researching and developing connectivity technologies for storage companies, was born. Although working alone and with very little funding, C-STAR had managed to register a number of patents regarding Data Storage. Finally, in 1998, Mokryn had reached his first real breakthrough - he had developed a chip-set and, later on that year, a control panel  

Unable to sell his technology as a "single man" company, Mokryn decided he had to form a management team for a future company to become. He recruited an old friend - a successful entrepreneur and executive with almost 30 year of business and legal experience - Alan Davis as CEO, Alex Winokur a senior engineer in IBM's research devision as VP of engineering and his son Marek Mokryn and together they went looking for potential customers. 

Thanks to Alan Davis's personal contacts a meeting with BMC executives was arranged rather quickly. At first it seemed as if the outcome of the meeting was successful - BMC were willing to invest $1M in Mokryn's technology provided some configurations were made to utilize it for BMC's needs - but by the time those configurations were made, BMC had already invested in a different Start-up and were not intending to invest in C-Star.

Frustrated, but feeling they had a good technology in hand, Mokryn and his team wrote their first business plan (July 1999) for their new company ISS - Intelligent Storage Systems - and went seeking for funding. 

Once again, Alan Davis's contacts came in handy and a meeting with Battery Ventures was organized. Indifferent from the last meeting this one was much more successful. Battery Venture liked ISS's business plan and were willing to invest $50M in the company and urged Mokryn to upgrade the data storage application they intended to develop from data migration to data mirroring, and to focus on interoperability of the mainframe with the open system SAN protocol. Mokryn and the management team decided that $50M of initial funding would be to high a risk for them and that they would manage with a mere $8M. They had also decided that even though data mirroring was a much more sophisticated application to develop they would do so and that they would focus on the SAN, decisions that led to ISS's 2nd business plan (October 1999).

After finding an investor in the US it was not difficult to find an investor in Israel (where they wanted to locate R&D) and soon enough JVPVC joined Battery Ventures as the initial investors. 

Finally, in Jan 2000 the 1st round of funding was completed and $8M (Battery Ventures - 6M, JVPVC - 2M) were transferred to the new born company - SANGate. 

Development started at a frantic pace but, unfortunately, developing a data mirroring appliance was much more complicated than it seemed and SANGate, that wanted to install a beta version of its product within 18 months, decided to return to their initial plan of a data migration application.

Money ran short and in May 2001 the 2nd round of funding was completed. A total of $10M (Battery Ventures - 3M, JVPVC - 7M) was received by SANGate that was now estimated as a $60M company. During this round of funding the VC's pressured SANgate to hire a large number of VP's in order to expand. At the time SANGate's management team did not find it necessary. Their decision not to expand has, today, been proven wisely.

Although development was not quite over, SANgate decided do install a BETA version according to the time schedule it set for itself and with a slight delay of 1.5 months a BETA version was installed at a major New-York bank (September 2001).

At this time, due to various incidents within the company, Alan Davis, SANGate's first CEO, was believed by his mates to be unfit for the CEO position and by the BOD and VC pressure was let off. Doron Kempel, a former executive at EMC was appointed.  EMC were not too happy about SANGate's new acquisition and sued SANGate and Doron Kempel for the fact that Kempel was tied up in a contract with EMC.

Recently, during November 2001, a Boston court ruled in favor of EMC and banished Kempel from SANgate Until August 2002.  As a replacement Patrick Courtin was appointed as CEO (12/2001) and SANgate is back in full management team once again. 
2.2.1 Milestones Summary
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July 1999 
First business plan 
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Oct. 1999
Second business plan
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Jan. 2000 
$8M First round (JVP, Battery Ventures)

[image: image7.png]


May 2001
$10M Second round
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Sep. 2001
Beta deployment
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Nov. 2001
CEO sent home by court’s decision
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Dec. 2001
New CEO appointed

2.3 Current Status

In present, the company has two sites - Even-Yehuda (Israel) and Southborough (Mass., USA).  Development teams is mainly located in Israel, while marketing & sales in the States – total of 76 employees.
Product development completed only for Mainframe connectivity as for Dec. 2001.  Beta version exists and operates in one site, ver 1.0 expected by 2002 Q2.

2.4 Management Team

Patrick Courtin Chairman and Chief Executive Officer 

Past president and CEO positions with four companies as well as senior management, marketing and strategic planning positions. Served as chairman, president and CEO for Gensym Corporation,President and CEO of M3i Systems Inc., a real-time software technology leader based in Montreal, Canada. Chairman, president and CEO positions with Comstream Inc., Spar Aerospace, and Westborough, MA-based Proteon Inc. and has served in senior management positions with Tie Communications, Digital Equipment Corporation and Metra International-Sema.

Samek Mokryn Chief Technology Officer

Samek Mokryn invented SANgate Systems' breakthrough technologies for managing stored data. He co-founded SANgate Systems after more than 30 years of experience in product development, design and project management. Previously held many senior-level technical positions with EMC Corp., including leading the development team for ESCON connectivity within EMC's Symmetrix Information Storage Systems.

Frank Cusick Chief Financial Officer

Past corporate controller for Cascade Communications Corp., Cusick developed the finance and accounting organizations that supported the company's revenue growth from $6 million in 1993 to $350 million in 1997. Senior vice president of finance for Parametric Technology Corp.

Paul Feresten VIce President of Marketing and Business Development

25 years of experience in the high-technology sector.  Background includes management of worldwide sales, product management, operations management, international marketing and client consulting.  Launched Digital Equipment Corp.'s highly successful StorageWorks brand and established it as one of the leading brands in the industry. As vice president of sales and marketing, he managed the growth of Digital's Storage Business Unit to achieve more than $2 billion in worldwide sales.

 Alex Winokur Vice President of Engineering

Alex Winokur plans and directs SANgate Systems' engineering activities, including product development and design, process engineering and test engineering. Co-founder of SANGate Systems after a thirteen year career at IBM Corp. Received the IBM Outstanding Technical Achievement Award and was named IBM Master Inventor.

John Cummings Vice President of Sales

Served for SunGuard Business Integration (formerly Mint Communication Systems) resulted in revenue growth of more than 80 percent. Regional director of sales and financial services for Sun Microsystems Inc., where he managed a 100-person team that was responsible for more than $500 million in revenue.

Nancy Kittredge Vice President of Human Resources

Previous vice president of human resources at IronBridge Networks, Inc., grew employee headcount by 42 percent in 1999 and 70 percent in 2000. Previously she served as director of human resources at SeaChange International Inc., managing the successful integration of new employees after an acquisition.

Dave Westall Vice President of Manufacturing

Past vice president of manufacturing at CrossCom (acquired by Olicom), led the manufacturing operation through 34 quarters without a manufacturing problem or shortage affecting quarterly revenue. During that time, annual company revenues went from $1 million to $50 million.  Has also served as vice president of operations for Northchurch Communications (now part of Alcatel) and has held manufacturing management positions with Distron Corp. and International Navigation Corp.

Product & Technology

In this chapter we will look into SANGate's product, the ESA.  After defining the need, we will outline the main features of the ESA, then examine the relevant technologies and afterwards review SANGate's data replication solution.

2.5 The Need

Most large corporations are using a Mainframe computer.  For example, Bank Ha-Poalim stores all its clients transactions in its Mainframe system – billions of database records annually.  This information is available to the corporation workers as well as clients usually through an Open System such as the Internet.  However – in order to make the Mainframe data available on the Open System network as well, there is no efficient solution currently.  In most companies, data is extracted from the Mainframe and then reloaded to the Open System (ETL- extract/transfer/load).  Other solutions are data visualization of the Mainframe data.

Hence, the Mainframe – Open Systems interoperability mainly suffers from:
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Performance problems
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Communications bottlenecks
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Low scalability

Another problem is the lack of standardization in the storage market;  if Bank Ha-Poalim uses an EMC Symmetrix system, it will not be able to expand its Mainframe storage with a system of IBM – the two storage devices are assured to be compatible with one another.

2.6 The ESA Product: Overview

SANGate’s flag product is the Enterprise Storage Appliance or the ESA.  The product connects between the Mainframe and its storage devices and is intended to solve the problems aforementioned and provide:
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Vendor-Independence compatibility between storage devices
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Interoperability between Open Systems and Mainframe storage
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 Increased performance and scalability

ESA is a special purpose platform, based on proprietary hardware technologies and special purpose SAN operating system, developed in the company, and is housed on a Unix-based server. This device performs as a storage router and SAN manager. It is designed to execute advanced storage management functions on SAN and mainframe-originated data, and thus operating as a high performance bridge between mainframe and open systems.

Advanced storage management functions, refer to any data storage function beyond basic read and write capabilities. Such functions manage, replicate, redistribute, reformat, and enhance the performance of stored data. Important examples might be Data Mirroring – where the data is being stored simultaneously on several storage devices, or Data Migration – where large amounts of data are transferred, for storing purposes, between different storage devices. These data storage schemes are extremely viable for large organizations, since they assure high accessibility and availability of the data to the users.

Currently, advanced data storage functions for mainframe systems are embedded as software residing in the mainframe and/or storage controller.  Most of these functions are proprietary and dependent on specific system hardware. 

ESA allows removal of the critical storage management functions from mainframes and control units, by running them on a dedicated external platform.  ESA can be connected, as demonstrated in the figure, anywhere within the SAN fabric, between a host and a control unit, between a control unit and another control unit, or between a SAN manager and a mainframe or storage resource.
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This figure shows us the key role ESA is playing in organization’s data storage network. It has interfaces with all the different components in the SAN; It appears to hosts as a control unit, and to control units as a host. The location of ESA between these devices, allows I/O streams to be intercepted and manipulated in ways that had not been possible previously. As a result, ESA's proprietary architecture enables new kinds of functionality, control and visibility with respect to stored data, that previously were unachievable.

2.7 Technology

2.7.1 Router Technology

The routing capabilities of the product are based on new and unique proprietary ESCON chipset and controller technologies developed in SANGate.

ESCON - Enterprise Systems Connectivity – is a connectivity architecture, developed at IBM, in the late 1980s for its mainframes computers. ESCON allows data to travel up to 60 km at speeds of up to 20 megabytes per second per port. Today it is the predominant fiber optical protocol in the mainframe storage world.

First, in 1995, the company, then known as ISS, developed a new ESCON chip set, that controlled the behavior of two ports (port = connection between host and storage control unit). This new architecture allowed information to be exchanged directly between ports through a common buffer. As a result, an ESCON chipset permitted, for the first time, a very efficient exchange of data between ports.  

Then, in 1998, the company built a new four-port, PC interface adapter based upon the new chip design. This is the only ESCON-to-PCI controller in the industry to have more than one ESCON port on a single board. All four channels working simultaneously achieve an aggregate bandwidth of 60 megabytes per second, which is three and a half times faster than any current ESCON-to-PCI adapter. The bandwidth between the buffers and the ports exceeds 200 megabytes per second.

Since 1998, SANGate has developed a new chipset, which can handle 3 ports, configured in the shape of Y. This configuration enables one port to be attached to the host while enabling the other two ports to be connected to two control units, including another ESA. This new architecture contributes substantially to the efficient transfer and replication of data and permits a more efficient interception and forwarding of commands from the host.

As a result of these developments, each ESA device can support up to 48 ESCON ports (almost one gigabyte per second), and contains large amounts of computing power, up to 20 processors, 16 i960's and 4 Xeon class Pentiums per unit. Depending on customer requirements, each device can contain from 4 to 16 of the company’s high-speed adapters and support from a minimum of 12 to the full 48 ports. 

2.7.2 SAN Protocol

A storage area network (SAN) is a high-speed special-purpose network (or sub-network) that interconnects different kinds of data storage devices with associated data servers on behalf of a larger network of users. Typically, a storage area network is part of the overall network of computing resources for an enterprise. A storage area network is usually clustered in close proximity to other computing resources such as IBM S/390 mainframes but may also extend to remote locations for backup and archival storage, using wide area network carrier technologies such as asynchronous transfer mode or Synchronous Optical Networks.

A storage area network can use existing communication technology such as IBM's optical fiber ESCON or it may use the newer Fibre Channel technology. Some SAN system integrators liken it to the common storage bus (flow of data) in a personal computer that is shared by different kinds of storage devices such as a hard disk or a CD-ROM player.

SANs support disk mirroring, backup and restore, archival and retrieval of archived data, data migration from one storage device to another, and the sharing of data among different servers in a network. 

2.7.3 Rival Storage Networking protocols

SAN is only one possible way for connecting storage devices to the organization network, two other dominant protocols being NAS – Networked Attached Storage and direct storage attachment.  A comparison between the three can be seen in the next table.

	Storage Type
	Direct Attached
	NAS
	SAN

	Connection
	Storage device connected directly to server, usually via SCSI.
	Storage device connected to Ethernet LAN and shared by all other devices on LAN.
	Storage devices on separate Fibre Channel loop, connected via a switch or hub to server devices on the LAN.

	Pros
	· Well understood

· Compatibility not difficult
	· Easy to install

· Comparatively cheaper in short run than using servers for the task of setting up a SAN

· Takes file sharing burden off general purpose server's CPU
	· Alleviates both CPU overhead and LAN bottleneck

· Offers opportunities for storage consolidation and improved utilization

· Less management headcount and more comprehensive view

· Scalability- virtually infinite

	Cons
	· Difficult to manage disparate storage networks

· Sub-optimal utilization

· CPU and LAN burdens

· SCSI limits scalability
	· Does not alleviate LAN bandwidth issues

· Not appropriate for block-level data storage applications
	· Expensive to implement

· Complicated to configure

· Interoperability can be a concern

	Companies
	· HP-Compaq

· IBM

· EMC

· Sun

· Dell

· HDS
	· Network Appliance

· EMC

· Auspex

· HP-Compaq

· IBM
	· EMC

· IBM

· Sun

· HDS

· HP-Compaq

· Dell, TrueSAN, Xiotech


2.7.4 FICON: The Future SAN Interface

Storage devices are attached in a SAN using interfaces.  FICON (acronym for Fiber Connectivity) is a high-speed input/output (I/O) interface for mainframe computer connections to storage devices. As part of IBM's S/390 server, FICON channels increase I/O capacity through the combination of a new architecture and faster physical link rates to make them up to eight times as efficient as ESCON (Enterprise System Connection), IBM's previous fiber optic channel standard.

FICON channel features include:
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100 Mbps bi-directional link rates at distances of up to twenty kilometers,
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More flexibility in terms of network layout, because of the greater distances
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Compatibility with any installed channel types on any S/390 G5 server
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Bridge feature, which enables support of existing ESCON control units
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Requires only one channel address
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Support for full-duplex data transfers, which enables simultaneous reading and writing of data over a single link

2.7.5 Storage Management Solutions

The ESA dedicated operating system provides a common platform on which data storage applications can be built. It contains a set of Application Program Interfaces (APIs), which allows for the porting of any extended functions onto the platform and thus increasing its functionality.

All storage management functionality that could run on the ESA platform is incorporated into these APIs. Furthermore, the APIs are extendable for new functions that are not anticipated. All the program logic is written in C. The software contains convenient programming points for the interface of extended function logic and also allows for control and monitoring of the extended functions to take place through the ESCON channels or through any other standard communication protocol such as Ethernet, Token Ring or ATM.

The APIs contain all the essential building blocks for developing data storage applications based on the ESA platform, and include the following:
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Data replication
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Data reformatting
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Statistics
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Data translation (e.g. EBCDIC (ASCII)
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Pre-fetch algorithms
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Volume re-mapping
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Extent relocation
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Caching

This figure describes the ESA platform and its various components. ESA currently supports only ESCON connectivity with its multi-port ESCON PCI card.

To date, the company is yet to support FICON or Gigabit Ethernet links.  These features are considered to be the 2nd phase of ESA development.

The DMCA application refers to SANGate's Data Replication solution which is described in the next section.

2.8 Data Migration Application

The company decided to market the ESA platform with a data migration software which employ the ESA capabilities.  The first release of the ESA implements a volume to volume data migration and copy function. It is a  storage management tool, demonstrating the capabilities of the ESA platform.

The application transparently performs cost-efficient data migration, between any two storage subsystems at speeds of up to one terabyte per hour. It also enables the user to make point-in-time copies of mainframe-originated data to perform daily tasks, such as load balancing, performance tuning, and reducing batch windows.

This tool consumes mostly the ESA resources, and thus has a minimal impact on the entire storage network. It is connected to the mainframe and disk subsystems using the SANGate’s three-port  ESCON adapter.

The application starts to copy the data from the old control unit to the new control unit while the data is still accessible to the mainframe. While data migration is in progress, existing disk subsystems work normally. Once the data migration is complete and disk subsystems are fully synchronized, the old unit may be detached. When the operation is done, data on both the source disk subsystem and the target disk subsystem are totally consistent.

The Data Migration applications can also be cascaded to allow the replication of the same data to as many control units as desired. The devices may also be clustered; This parallel scheme permits full access to the volume through ESA so that no volume need be taken off-line.

Market Analysis

The company is competing in the market of solutions to data integration between mainframe and open-systems SAN-based storage systems.

In this chapter we shall first analyze what affects it.  Thereafter, we will evaluate its trends, segments and size.

2.9 Prerequisites

The market's behavior is defined by the combination of two markets: mainframe storage and SAN market.  These specify the demand for storage integration.

2.9.1 Mainframe vs.  Open Systems Storage
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Data storage market is divided into a) open systems and b) mainframe or high-end storage vendors.   The mainframe storage market is mainly for use of IBM S/390 servers and is divided among four companies: EMC (60%), IBM (18%), Hitachi Data Systems (15%) and Amdahl.   1999 estimate of S/390 installed units was 27,000 (IDC).  Mainframe storage accounts for 65-70% of storage market (open systems storage being 30%).  (META Group)

The steep drop in S/390 disk storage prices has contributed to a tremendous increase in mainframe storage capacity. Six petabytes of new mainframe storage capacity were installed in 1998, with over 10 petabytes of new shipments projected in 1999 (META Group). It is

projected that new capacity will continue to grow by 70% annually through 2003 (META Group). Commodity prices for disk storage are also a major factor behind the substantial growth in the value added storage management software market.

Trends

Price of S/390 storage has dropped from $1.19 in 1997 to $0.19 by 2001.   This price decline is considered a major reason to the 70% increase in overall mainframe storage sales, which are estimated 25,000 GB by 2001 (META group).   S/390 Mainframe storage sales are expected to grow by 30-35% each year until 2005 (SANGate Business Plan).
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Storage Networking

There are 3 major storage networking methods relevant to enterprises:

A) Bus attached storage

B) Network Attached Storage (NAS)
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Storage Area Networks (SAN)

Companies whose storage requirements are expected to exceed 1 TB are the market for installing SAN.  With the distinct advantages of flexibility and the capacity to mold storage configurations, fiber-attached storage also can help accommodate future growth of emerging and smaller companies.  Such storage affords the flexibility needed for a company to migrate to a SAN rather than play the SCSI-attached catch-up game.  
Trends

Server-attached storage arrays, the traditional way of open systems loading storage, are increasing at a rate of about 7% only per year.  Internal disk, which is probably the oldest method to put storage into a server, is actually on decline and supposed to show -3% growth rate through 2004.  On the other hand, network storage is inevitable.

In 1999, only $2.2 billion of the $30 billion spent worldwide on disk storage was spent on SAN or NAS devices, according to IDC, but this will shift dramatically in the next few years.  IDC predicts that by 2003 combined NAS and SAN acquisitions will exceed one-third of the estimated $46 billion disk storage market.  It is also estimated that shared or network storage will account for 40% of disk sales for Windows.

IDC estimates that NAS and SAN acquisitions are growing at a rate of about 67-68% annually from now through 2004.  Gartner forecast SAN to be the future protocol for storage networks and to constitute 70% of shared storage market by 2002.

SAN Interfaces

SAN supports several interfaces, the most common of each are ESCON, SCSI, SSA, HIPPI, Fibre Channel (FC).  IDC projects that Fibre Channel will grow in popularity, but will have "vigorous" competition from Gigabit Ethernet and Infiniband.  FibreAlliance, the FCIA (Fibre Channel Industry Association) and other organizations project that by 2002 the Fibre Channel market will surpass $2.4 billion.

ESCON interfaces, widely common in the past, are considered to be technologically inferior to FC and may become legacy interface by 2005 (SNIA).

2.10 Segmentation

Data integration market segmentation can be principally divided by several profiles.

2.10.1 Segmentation by integration method

There are several ways to integrate data from different storage sources.  The major are:

1. data replication

2. data migration

3. data virtualization

4. data mirroring

5. ETL (extract/transform/load).

Present Market Status

There is currently no integrated software which provides all-in-one solution for storage management.

Trends

Analysts "sees no respite for data integration challenges through 2005/06" (META Group).   They expect IT organizations to employ up to five data integration technologies to properly assimilate all stored data as each technology has a somewhat unique function that is not interchangeable with other integration technologies.

2.10.2 Software-only, Hardware-only or Software-Hardware solutions

Integration solution also vary by the extent to which they involve a hardware aspect.  We can divide them between:

1. Software-only solution.  These solutions work in the upper levels (e.g., application level).

2. Hardware-only solution.

3. Software-Hardware solutions.

In talks we've had with experts and analysts in the field, we have reached the conclusion that storage appliance market (which involve a hardware solution) is expanding and more and more companies offer such solutions.  We cannot determine whether this growth will reduce the market share of the software-only solution or whether the whole market is expanding.
2.10.3 Mainframe and Open System support

Data integration solutions may apply only to Mainframe system, only Open Systems or may be compatible with both Mainframe and Open Systems.

Most of the solutions apply to Open Systems storage mainly due to the complicity of Mainframe programming.  In our market survey we have found that all companies provide Open Systems data integration solutions, but only a few of them also Mainframe solutions.  (Among the Mainframe companies – the big 'gorillas' (EMC, IBM, Fujitsu) and only a few smaller companies like SANGate and NewFrame Corporation.

2.11 Market Size

We will evaluate the company's potential market of its data replication software based upon the ESA, by several methods.

Estimation through Fujitsu (Amdahl) TDMF

The size of the data migration and replication market can be measured by examining Amdahl’s current revenue stream from TDMF.  Amdahl has licensed over 1000 TDMF licenses to more than 200 customers from whom it derives about $50 million in annual sales (1999).   At Amdahl's price of $45,000 per terabyte moved, each customer presently moves or copies an average of about five and one half terabytes per year.  There are approximately 4000-5000 corporate data centers worldwide that have a suitable mainframe environment for this kind of product.  If we conservatively assume that these data centers average only three terabytes of such moves annually, the existing market exceeds $500 million.

Estimation through renewal of storage

The market can also be tested by examining the size of the market in the limited case when data needs to be migrated because a new storage unit is replacing an older one.  As mentioned above, 25PB were installed in 2001; if we estimate that 50% of the new capacity is used to replace older units, about 12.5PB will be moved this year to accommodate the new installations.  Utilizing Amdahl's charges of $45,000 per terabyte moved as the market price, this one portion of the data migration and copy market is currently over $500 million.
Estimation through storage management costs


Yankee Group has placed the cost per gigabyte of storage management at about $13 per gigabyte.  Other estimates are as high as $35 per gigabyte per year.  IDC estimates worldwide volume of stored data by 1,400PB; this data combined with the price of management per GB gives us a rough assessment for the entire storage management market of $18-49 Billion.

IDC accounts data management software for $9 Billion of this market and this evaluation is reasonable when looking at the size of the entire market.

Estimation through S/390 sales

IDC estimates that there are approximately 32,000 installed S/390 units, each with 16-256 ESCON ports. Each system that deploys ESA will use two devices minimum and 16 maximum. The company estimates that the average will be four. Therefore, the potential for total deployment is 128,000 devices. Each unit will be priced between $80,000-$240,000, with $120,000 assumed to be the average. Thus, we estimate the size of the target market for ESA devices at approximately $15.3 billion. Even if only 25% of the potential market would be serious candidates for purchase, the market would still be $3.25 billion. Since the net installed capacity base of S/390s is growing at approximately 30-35% annually, the market for ESA is growing correspondingly.

Customers

2.12 Data Centers

There are two types of direct end user customers for the ESA. The first is corporate data centers, especially large corporate data centers. As we have previously noted, there are between 4000-5000 such data centers worldwide that have mainframe environments suitable to using the ESA. About half of them are located in North America. SANGate, as we have mentioned, has already installed its Beta version of the ESA in a large New York City bank.

The second is large educational institutions and governmental entities, both of which maintain big data centers. SANgate may not seek to sell into this latter market, and if they do, it will not be during their early stages.

2.13 OEMs

As a platform, the ESA will be able to interface readily with a host of mainframe utilities, such as database backup and recovery applications, for which there is a multi-billion dollar market. The ESA will turbo-charge these applications. In addition, it will allow the companies in this market to replicate, back up and recover mainframe-originated data in new and more efficient ways that will be extremely valuable to their customers. SANgate’s founders have had discussions about the ESA with some of the leading mainframe software suppliers, such as BMC Software and Computer Associates. Based upon these discussions, SANgate believes that the ESA will be an attractive technology platform for their database and recovery products. In particular, BMC, with annual revenues of $1.3 billion, had a serious interest in utilizing the ESA for this purpose. BMC already co-operated with start-up companies like Cereva.  In fact, unless these companies move in this or a similar direction, mainframe and data storage vendors, currently developing new software applications in this area, could readily capture a significant share of their market. Therefore, SANgate believes that these organizations are strong candidates to license the ESA’s enabling technologies and to be OEM customers of ESA-based devices. Besides BMC and Computer Associates, other potential OEM customers include IBM, Microsoft, Oracle, SAP and PeopleSoft.

2.14 Resellers

SANgate intends to partner with one or more large computer software and/or hardware companies to resell the ESA, so these companies will be their direct customers. SANgate’s first choice will be mainframe software companies that become OEM customers for the ESA. Those companies already have extensive direct sales teams and are a strong and respected presence in large data centers. They are the best candidates to resell data migration application to since they already will be porting their database utilities to the ESA and selling this package to their customers. The data replication software gives them another valuable product to sell on the same platform.

Their second choice will be IBM. IBM has the strongest presence in the world in large data centers, especially due to their ubiquitous mainframe line. Moreover, in becoming the world’s largest and most successful systems integrator, they have stressed more and more the need for open standards and interoperability, which the ESA helps to achieve. Third, as indicated above, because Shark initially may not have its own data migration capability, IBM may be very open to partnering with SANgate. 

If none of these companies become resellers SANgate will look to other important vendors to data centers. These include Hitachi, Compaq, Sun Microsystems, Hewlett-Packard and perhaps Dell. Data center outsourcers, VARs and systems integrators are other strong possibilities.

Competition
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Yotta Yotta, a SANGate competitor (see below) has analyzed the storage market as can be seen in this figure, according to communication and storage scalability capabilities.

Another market analysis is shown with the axes of the product's "feature-richness" and its scalability.

[image: image76.png]o2}
FUJITSU



In this chapter we will examine the company's direct and indirect competitors, what are their advantages and disadvantages compared to the ESA.
2.15 Direct Competition

SANGate's direct competitors are companies who supply data integration solutions for SANs in general, and particularly those aiming at the managing stored data which exceeds a few terabytes.
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EMC: SRDF
EMC is the market leader in SAN storage system (see market analysis chapter).

The product is intended to manage data stored on EMC storage systems, e.g. Symmetrix.
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Supports 24x7 data mirroring.
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The company is a 'gorilla', aggressive company who provide great backing for its products
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Cross-platform support (Windows, UNIX, etc.)
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Only EMC storage systems supported.

NewFrame
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The company is an Israeli based start-up and holds offices in Southborough, Mass. (USA). It was founded in 1995 and its mission statement is to provide data sharing products across Mainframe and Open Systems' databases.

The product allows data sharing between Mainframe DBs (mainly DB2) and Open Systems databases, especially CRMs but also simple worksheets like Microsoft Excel.
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Low-cost and easy-to-implement solution.
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Referable customers.
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Imposing mainframe security on the e-business applications.
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Only database solution.
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Still suffers from performance bottlenecks.

[image: image79.png]Y/,



hp SANlink

SANlink was a start-up company, purchased by hp for $350M this year.

Its product is a hardware/software appliance which enables data integration for different Open System vendors.
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Compatibility with different platforms, operating systems, storage subsystems and network infrastructure.
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Provides data replication, data virtualization, point-in-time imaging and security features.
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Use of Fibre Channel Protocol (FCP).
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Does not support S/390 to date
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Fujitso (Amdahl) TDMF

The TDMF was one of the first products to support cross-platforms data management, already in 1999.
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Provides data mirroring, data replication and point-in-time imaging.
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Vendor-independent
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Only-mainframe or only-Open System solution
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TrueSAN Alchemy

Start-up company founded in 1999, headquartered in San Jose, CA.
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Software allows data virtualization with both NAS and SAN functionality
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Centralized data management 
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No mainframe support

2.16 Indirect Competition

As the companies main advantage is in the Mainframe data integration, a decline in the Mainframe storage market will severely affect SANGate's market as well.

SANGate is also facing non-direct competition from companies offering products which makes the ESA non-relevant and obsolete, for example those offering a non-SAN storage system.
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Cereva

YottaYotta

Blue Arc

These companies (each independently) are producing unique architecture storage systems and aims at providing an all-in-one solution for maximizing networking, communication and storage scalability, efficiency and fault-tolerance.

They present a challenge for SANGate's; should their products get a major market share, the market for SANGate's ESA may decline correspondingly.
2.16.1 Host-Specific Solutions

Storage devices companies such as IBM also provides their own data management solutions.  These products are host-specific and usually does not support interoperability with other systems.

2.17 SANGate's USP

SANGate has a unique selling proposition – the ESA is the only product offering highly efficient Mainframe-to-Mainframe and Mainframe-to Open Systems interoperability.  We concluded that the company's success is vastly depending on its success to market the ESA as the best solution for this specific market segment.

The company has yet to interact with the market openly.  After contacting several analysts and experts, we can state that while the company is known and familiar – the ESA solution is still obscure and considered 'confidential' and 'in-development' product.  However, the fact that SANGate's competitors position it as a serious challenge shows that the company does interact with the market.

The fact that SANGate's still hasn't addressed the market openly makes its competitors be one step forward.  October 1999 business plan examined, we can say that the company is losing its technological lead.  More and more competing companies offer scalable, efficient and compatible solutions, though mainly for Open Systems storage networks. This challenges SANGate as it will need to differentiate itself from these competitors.

Marketing Strategy

2.18 Sales Strategy

As previously mentioned, as the ESA is a programmable platform, SANGate plans to market it to OEM customers to run their database utility products or other data storage management applications. These sales will take the form of strategic partnerships. SANgate will seek to license ESA's enabling technologies and to sell the peripherals themselves. It is also possible that joint development and marketing agreements will arise from such relationships. These alliances will be established directly by the CEO with assistance from other key members of the management team.

SANgate will attempt to partner with mainframe software companies that become OEM customers of ESA, or with one of the established computer or storage companies, to resell ESA.

2.18.1 Indirect sales Vs. Direct sales

The trust and confidence necessary to win business usually comes from the interaction of vendors and customers over time, especially in the mainframe market. SANgate believes that an indirect sales model will produce business in mainstream markets much faster than the traditional direct sales strategy because it will leverage these long-standing relationships. Whether or not the company is able to establish a reseller relationship, it intends to create a direct sales force to sell ESA. The size and focus of the force will depend upon what indirect channels SANGate can establish and what specific contractual arrangements are made with them. The indirect channel could be focused on sales to Fortune 1000 companies and SANgate could market ESA to the rest of the corporate data centers. 

For numerous reasons, the company believes that it is important to establish an independent sales force, in addition to creating indirect channels: 
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A separate force puts a certain amount of pressure on the reseller to perform knowing that the seller has a direct sales alternative already in place.
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In the event that the reseller does live up to expectations, a sales infrastructure already will be established to take over if another reseller deal is not made or desired.
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If the company ends up with only one large reseller, the resulting sales structure would put all of their proverbial eggs in one basket.
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A direct sales force will give the company more intimate contact with the end user.
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If the direct sales force is reasonably successful, this success probably will result in an increase in overall gross margins.

As the company develops other products, direct sales may become the predominant and preferred distribution channel. In that case, it will be advantageous to implement a direct selling strategy early, rather than waiting to establish one at a crucial stage in the company’s competitive life when they would be starting from scratch.

Initially, SANgate plans to open three regional sales offices in the United States -- East Coast, Mid-America and West Coast -- plus a sales office in Europe. They will examine the use of partners to establish a presence in Europe and Asia Pacific. The company believes that a foreign presence should be established from the outset due to the significant penetration of mainframes outside North America. After the initial version of ESA has been successfully accepted, the company will start to expand the number of sales offices.

SANgate plans to target their initial sales efforts on the biggest and well-known corporate data centers in order to obtain reference customers. The CEO will be heavily involved in initial sales and the company will target the administrative head of the data center or the CIO. Concentration will be on the fastest growing data intensive industries, including financial services, telecommunications, transportation, manufacturing and retailing.

Armed with the latest competitive intelligence, which will be provided on a regular basis, each salesperson also will be expected to be an expert in the feature and functional differences between ESA and competitive products. Each sales team will have engineering support attached to it.

SANgate intends to offer ESA initially as a service, for approximately the first six months to a year. After that time, it will also be available on a licensed basis. They believe this strategy will be helpful in getting relatively conservative data centers to be comfortable with ESA as a new and innovative storage management tool. In a short period of time, they believe that customers will understand the tremendous features and benefits of the product and be asking on their own that it be licensed to them for their own use. SANgate may also provide ESA to selected data centers for a three-month trial period before requiring that it be licensed for a fixed period -- probably three years.

Training will be provided to data centers in the use and operation of the product. In addition, they will be provided complete technical documentation. The company will support the hardware and software on a 24x7 basis. SANgate developed a plan to build an organizational unit offering the highest level of customer service and support, which will include all the latest web-related technology and best business processes.

2.19 Market Acceptance

The company’s initial target market is the data storage industry and its initial products are a data storage management platform and a derivative application. The company’s success is dependent upon its ability to gain market acceptance of these products, which will depend upon the ability of the company to demonstrate the competitive advantages of these products over the products and technologies offered by other companies.

2.20 Marketing Communications

The company’s marketing activities started after the receipt of funding. Marketing consists of activities to reach an agreement with a mainframe software company, solicitations of established computer and storage companies to become resellers of ESA and meetings with selected large data centers to inform them of what they are developing and to request that they become beta sites.

The company designed a web site. The site contains information about the company and its product.   Approximately six to nine months prior to first customer shipment SANgate will step up its marketing activities. The company will engage a high-tech public relations firm to assist it with a plan to publicize its initial products in the trade magazines, make appropriate nurturing contacts for them with analysts for the major research consulting companies (Gartner Group, IDC, META Group, etc), and prepare marketing collateral. 

The company also may start to appear at trade shows, speak on industry panels, and become active in storage industry associations. Currently SANGate's product is of a general, almost teasing nature. It does not disclose in enough detail the kind of information that will tell potential competitors what they are planning to produce.

SANgate will take deliberate steps to create a significant buzz in anticipation of the release of their products. But not until they are well along in the development cycle and have confidence in the accuracy of their promotional content. If the company will partner with an OEM customer and/or reseller by that time their promotional activities will be coordinated with and/or assisted by such corporation(s).

A later stage promotional strategy will gear up about a month or so prior to product release. SANgate will start to advertise ESA in the trades, especially those read by the data center administrators. The company will utilize its pre-existing relationships with leading analysts to elicit favorable comments in research notes and reports and the like. SANgate intends to become even more active at trade shows and industry groups. In addition, they may sponsor a series of "intelligent storage" seminars to which they will invite data centers located in specific geographic regions.

Business Model

2.21 Pricing Model

SANgate intends to offer ESA as a premium product. As a service, the price will be based upon a certain dollar amount per volume (three gigabytes) moved. The company also will offer to license ESA over a three to five-year period for a fixed fee that will cover a certain number of volumes migrated or copied during that period. Software updates will be included, but there will be a one time charge in the event of a substantial hardware update ("substantial" is defined as a changeout or major modification of the adapters). Migrated volumes in excess of the initial ceiling will require additional licenses. These licenses will be based upon a tiered pricing structure, with the price per volume decreasing as more volumes are moved or copied. The company may also structure an enterprise-wide license.

SANgate does not plan to charge separately for the hardware, except as indicated above. The initial licenses will include a separate license for the ESA-related enabling technologies and software. This will be charged on a per adapter basis. This fee will be designed to cover the cost of the equipment plus some profit. The "hardware" license will be amortized over the three-year license period, except where the platform is sold to an OEM customer (in which case all “hardware” fees will be collected in the first year). In either case, SANgate will be totally responsible for the maintenance of the hardware.

This pricing model will enable SANgate to position itself primarily as a software company. The company claims that this strategy will become increasingly important as they add new applications and functionality into the same or a similar device. The company also believes that this strategy will be important to competing effectively against Amdahl and EMC, both of which portray themselves as premium software providers. At the same time the company will distinguish its products from theirs by selling the customer on the fact that SANgate’s custom-built, commodity-based hardware and operating platform is uniquely suited to execute the functions that will run on it. The company believes that it can play this both ways depending on what argument they need to rebut.

The pricing model outlined above relates only to ESA/Data replication software sales. In the event ESA is sold as a platform without data replication functionality, only the pricing model will differ. In that case, SANgate will charge a flat price for the device and related licenses, which will be variable depending upon the specific adapter configuration. In the event that these OEM'ed devices are then used also to resell the data replication software, the company will charge the reseller a license fee for the program. It will only relate to the number of volumes moved in the same manner as stated above. In the event the device is used to resell data replication application the company may choose to reduce or rebate some of the original charge of the platform as an incentive to its OEM customers.

2.22 Revenue Model

The business plan contains a five-year revenue and operating income projections including details of SANgate’s revenue and cost of goods models. 

These projections indicate that the company will produce revenues of over $7 million in the first full year after release. That figure grows to over $100 million by the third year and then doubles in the fourth year. Gross margins exceed 90%.  The company claims that these projections are relatively conservative, because of these factors: 
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They only take into account revenue from the company’s initial products, and thus exclude any follow-on products, even though the company believes it is highly likely that such products will be developed during the five-year period.
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They assume that the company will sell only one box to each data center penetrated, although the company believes that the average more likely will be four.
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They assume that the company will penetrate only 6% of the corporate data center universe within three years after the first release of ESA.
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They assume that during this period the company will capture only four tenths of 1% of the market for its intelligent storage servers and about 3% of the market for migration and copy tools.
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They assume that over the same three-year period the company will sell less than 200 ESA servers to OEM purchasers, although the company estimates the market as it relates to BMC is 8000 boxes just to run its IMS database utilities. It could be many times that number to support its DB2 utilities.

2.23 IPO or M&A

The company believes that it is highly likely that an IPO or sale will occur by 2005. There are numerous large companies that do not have their own mainframe storage strategy. These include Compaq, Sun Microsystems, Hewlett-Packard and Dell. Also, the established mainframe vendors, IBM, EMC and HDS may well decide that the company’s approach is required for them to remain competitive. 

There are start-ups and other small companies, like DataCore, Brocade, Vixel and Crossroads that have an open systems SAN strategy, but do not have meaningful access to the complementary mainframe storage piece. It is conceivable that a merger between ESA and one of these companies could produce a complete solution.

In the event a sale does not materialize, the company believes that it will be on solid ground

to pursue an IPO. 

Weaknesses and Threats

2.24 Weaknesses

Incorrect technological forecast

The company had incorrect technological forecasts.   For example, in Oct.  1999 business plan the company predicted that "it will be many years before FICON becomes the new operational standard for mainframe storage connectivity," and thus justified its concentrating on ESCON.   The company failed to recognize that Fibre Channel will replace ESCON in the short and medium-term.  In the realm of hardware and software, the ability to predict correctly trends and changes in technology is crucial.   One explanation for the company's persistence with ESCON might be its management extensive knowledge in the field (Morkyn, Winokur) which may have led them to overlook FC's future.

Out-of-schedule development

The company intended to have its first customer shipment 15-18 months after the first funding round.  Current expectation of ver. 1.0 is 2002 Q2 – a year delay.  The company's VC also considered this delay in product delivery as a weakness which "might impact its business short term".

No referable customers

As opposed to SANGate's competitors, it has no referable customers.  Moreover, potential customers may have already purchased competing solutions.
2.25 Threats

2.25.1 General Risk Factors

The company is subject to standard risk factors in virtually any start-up technology company.

Start-Up Company

The company has not generated any meaningful revenue to date. There can be no assurance

that the company will successfully implement its business objectives or that the company will produce significant levels of sales revenue or achieve sustainable profitability.

Product Development and Technology

If the company is unsuccessful in developing its existing and future products, then the company’s sales and operations will be adversely affected. The company’s future success will depend in large part on the company’s ability to develop and introduce products that keep pace with technological developments, achieve market acceptance, and respond to customer requirements that are constantly evolving. Development by others of new or improved products, processes, or technologies may make the company’s products or proposed products obsolete or less competitive.

Market Acceptance

The company’s initial target market is the data storage industry and its initial products are a data storage management platform and a derivative application. The company’s success is dependent upon its ability to gain market acceptance of these products, which will depend upon the ability of the company to demonstrate the competitive advantages of these products over the products and technologies offered by other companies.

2.25.2 Unique Risk Factors

Competition with 'gorillas'

The company compete "a few, huge, slow-to-react, elsewhere-focused multi-national com​panies".   It believes that they will not risk its product as only "a very small portion of their revenues [is generated by their] 'competitive products'.

This assumption may come up to be wrong: for example, EMC claims that some 75% of its R&D dollars is being spent on software (a reverse direction compared to the past).  The Microsoft phenomenon, i.e.  large aggressive player threatening or 'swallowing' small start-up, may occur also in this case.  Consequently we find the company's assumption regarding its competitors somewhat optimistic.

Many of the company’s competitors, including EMC, IBM, Hitachi Data Systems, and Amdahl, have significantly greater market recognition and greater financial, technical, marketing and human resources than the company. The company’s competitors can be expected to continue to improve the design and performance of their products and to introduce new products with competitive price-to-performance characteristics. Although the company believes it presently has certain technical and other advantages over its competitors, maintaining such advantages will require a continuing high level of investment by the company in research and development and sales and marketing.

Scuffle with EMC

The ESA facilitates competition between different Mainframe storage vendors.  As EMC holds 60% of the Mainframe storage market, SANGate's clearly imposes a threat on EMC monopolizing this market.  SANGate's court-scuffle with EMC in the Doron Kempel case also contributes to our decision to include specifically SANGate's potential tension with EMC as a threat.

SAN's a hype?

Some experts consider SAN as a hype trend which has several disadvantages, to lists a few: expensive, immaturity (shifting technologies) and lack of interoperability.  The latter disadvantage is the company's greatest strength.

The company's market relies heavily on SAN, hence, decline of SAN deployment would threat the company.   

In general, the state of the overall storage networking market is also a risk.
3. Conclusions

Our case study goals were 1) to understand the "start-up" process, 2) investigate and analyze the data integration market – a field totally unknown to us, and 3) identify the weaknesses and threats SANGate's facing.  During this case study we have reached the following conclusions:
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The company has a unique storage management appliance which outperforms all competitors (even the 'gorillas') in the arena of Mainframe storage.
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SANGate developed a unique infrastructure platform for rapid data storage applications development.  In order to provide a complete data storage solution for enterprises, more data storage applications should be developed.  We believe that the company's goal – to position itself as a software company – is the right path.  The company's product is currently considered low-featured and the company should seek to position its application as feature-rich solutions.
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ESA has a strong selling proposition for large, existing market opportunity.  We consider the company's assessment of a $13-15B as a moderate evaluation.  
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The business model of direct sell is risky against the market’s 'gorillas'.  We therefore suggest that the company aims to strategic partnership.
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Open Systems and FICON support are key features that should be developed as soon as possible.
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Referable large customers is a must.

We would like to thank SANGate's executives and VCs in their cooperation with our group.
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Patrick Courtin

Chairman and Chief Executive Officer 

Patrick Courtin has over 20 years of management experience with companies in the technology market. In addition, he has served in a broad spectrum of business functions including chairman, president and CEO positions with four companies as well as senior management, marketing and strategic planning positions. With a proven track record as a strong leader and organization builder, Courtin is committed to working closely with the SANgate team, customers and partners to build and deliver a best-in-class intelligent platform for networking storage. In his current role as chairman and CEO for SANgate, Courtin oversees all corporate and operational aspects of the company to ensure projected growth strategies. 
Prior to joining SANgate, Courtin served as chairman, president and CEO for Gensym Corporation where he transformed the company from a customized applications company to a product company selling intelligent, out-of-the-box software to manage real-time networked applications and infrastructure. Before Gensym, Courtin was the President and CEO of M3i Systems Inc., a real-time software technology leader based in Montreal, Canada. During his tenure with M3i, Courtin successfully grew it into a profitable company focused on network diagnostic and workforce management utilities and telecommunications. 
Courtin has also held chairman, president and CEO positions with Comstream Inc., Spar Aerospace, and Westborough, MA-based Proteon Inc. and has served in senior management positions with Tie Communications, Digital Equipment Corporation and Metra International-Sema.

Paul Feresten

VIce President of Marketing and Business Development

Paul Feresten oversees all marketing and business development for SANgate. His focus is on building strong market presence for SANgate, driving customer requirements to engineering and developing strategic partner relationships. He brings to the company more than 25 years of experience in the high-technology sector, many working as a senior executive. His broad background includes management of worldwide sales, product management, operations management, international marketing and client consulting.  Before joining SANgate Systems, Feresten launched Digital Equipment Corp.'s highly successful StorageWorks brand and established it as one of the leading brands in the industry. As vice president of sales and marketing, he managed the growth of Digital's Storage Business Unit to achieve more than $2 billion in worldwide sales. He also initiated and grew Digital's multivendor and OEM program, as well as expanded the enterprise server portion of Digital's business. Feresten also served as vice president of worldwide sales and marketing for Trimm Technologies, Inc. and vice president of consulting for MSI Consulting Group, a management consulting company specializing in strategic channels development.  Feresten holds an MBA from Babson College and a Bachelor of Science degree from Boston University.

Alex Winokur

Vice President of Engineering

Alex Winokur plans and directs SANgate Systems' engineering activities, including product development and design, process engineering and test engineering. He co-founded SANgate Systems after a thirteen year career at IBM Corp., where he co-authored nine filed patents. He received the company's Outstanding Technical Achievement Award and was named IBM Master Inventor. He developed groundbreaking storage-management technologies and directed major product development and research teams in the areas of I/O subsystems, database systems, distributed environments and operating systems. Winokur holds a Ph.D. in computer science from Pennsylvania State University. He earned a Bachelor of Science degree from the Israel Institute of Technology.

Samek Mokryn

Chief Technology Officer

Samek Mokryn invented SANgate Systems' breakthrough technologies for managing stored data. He co-founded SANgate Systems after more than 30 years of experience in product development, design and project management. He oversees the development of new SANgate Systems technologies. Mokryn's innovations and initiative led to the incorporation of SANgate Systems. He founded C-Star Corp., a company that focused on development of new data storage technologies. C-Star later became SANgate Systems. Mokryn previously held many senior-level technical positions with EMC Corp., including leading the development team for ESCON connectivity within EMC's Symmetrix Information Storage Systems. Before joining EMC, he served in various development roles related to I/O controllers and computer systems.  Mokryn holds an MSEE degree from Columbia University and earned a BSEE degree from Technion of Haifa, Israel.

Frank Cusick

Chief Financial Officer

Frank Cusick oversees SANgate Systems' business planning, investor relations and financing efforts, as well as legal, accounting and treasury function. During his more than 20 years in the high-tech industry, he has played a key role in several successful initial public offerings and acquisitions. As corporate controller for Cascade Communications Corp., Cusick developed the finance and accounting organizations that supported the company's revenue growth from $6 million in 1993 to $350 million in 1997, when Cascade was acquired by Ascend Communications Corp. He served as a senior vice president of finance for Parametric Technology Corp., where he was responsible for worldwide finance, accounting and treasury functions. Cusick was also the corporate controller for Equipe Communications Corp., a networking equipment startup. Cusick earned a Bachelor of Arts degree from Boston College and an MBA from Bentley College.

John Cummings

Vice President of Sales

John Cummings commands the strategic development of SANgate Systems' worldwide sales organization. He has extensive sales and management experience in the high-technology industry and a proven track record as a strong leader and organization builder. 
His efforts at SunGuard Business Integration (formerly Mint Communication Systems) resulted in revenue growth of more than 80 percent. As managing director of the Americas, Cummings directed all company operations in the Western Hemisphere, including sales, marketing, systems, professional services and business development. Cummings previously worked as a regional director of sales and financial services for Sun Microsystems Inc., where he managed a 100-person team that was responsible for more than $500 million in revenue. Cummings is a graduate of the University of Massachusetts at Lowell.

Nancy Kittredge

Vice President of Human Resources

Nancy Kittredge supports SANgate Systems' high-performance team of employees with a full spectrum of human resources programs: recruitment, employee relations, benefits, organizational development, training and procedures. 

Kittredge has extensive experience leading human resources operations in high-technology companies. She has developed a strong understanding of the growth objectives and challenges of environments that are working toward an initial public offering. 
As vice president of human resources at IronBridge Networks, Inc., she grew employee headcount by 42 percent in 1999 and 70 percent in 2000. Previously she served as director of human resources at SeaChange International Inc., managing the successful integration of new employees after an acquisition. She was an integral player in the company's successful initial public offering. Ms. Kittredge has also served as human resource manager for LANart Corp., where she established and directed the operation of internal systems for human resources, accounting and sales.  Kittredge holds a Bachelor of Arts degree from Dickinson College. She is a member of the Society for Human Resource management and the New England Human Resource Association.

Dave Westall

Vice President of Manufacturing

Dave Westall is responsible for developing and implementing strategies for manufacturing, purchasing and materials as SANgate moves from prototype to the production of our flagship product. 
Westall has a strong track record of building successful teams in manufacturing, purchasing, materials and manufacturing engineering in a start-up environment. As vice president of manufacturing at CrossCom (acquired by Olicom), he led the manufacturing operation through 34 quarters without a manufacturing problem or shortage affecting quarterly revenue. During that time, annual company revenues went from $1 million to $50 million. 
Westall has also served as vice president of operations for Northchurch Communications (now part of Alcatel) and has held manufacturing management positions with Distron Corp. and International Navigation Corp.

Bus attached (regular HD)





�





SAN interfaces w/SCSI, PCI,  FICON, ESCON





NAS connected through hub





�





�


source: ComputerWorld





�





�


source: Network Computing





� EMBED MSPhotoEd.3  ���





�





�





�





�





�





�





�





�





�





�





OdRP™





ESA








_1071855185.bin

