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#### Abstract

A prominent challenge is improving the efficiency of distributed computation: reducing the cost, load, and resource requirements while still maintaining the same quality of service. Due to the shear amount of information and the size of the network, executing global system-wide operations becomes very expensive. When possible, we wish to minimize the work done by the system and avoid the heavy cost incurred by global operations.

One of the main tools to achieve efficient distributed computation is to exploit the issue of locality. Specifically, some tasks require the participation of a small region of the network. In such a case one would want the computation to span only the minimal required region.

Routing is a prominent example of a task that can dramatically benefit from exploiting locality. If the source and destination nodes are close by, routing should involve only the small region that contains the source and destination.

One of the fundamental trade-offs in compact routing schemes is between the space used to store the routing table on each node and the stretch factor of the routing scheme - the maximum ratio over all pairs between the cost of the route induced by the scheme and the cost of a minimum cost path between the same pair.

A name-independent routing scheme is a distributed algorithm that allows any source node to route messages to any destination node, given the destination's network identifier.

This thesis suggests new ways in which distributed routing schemes can exploit locality in an efficient manner by proposing new and improved space-stretch tradeoffs for compact name-independent routing schemes.
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## Chapter 1

## Introduction

In the past 30 years, there has been tremendous growth in the use of computer systems and computer networks. As the demands from computers become more complex and wide reaching, there is an inherent need to distribute the system over many processors. Today, most large scale systems are to some extent distributed. The Internet as a whole can be viewed as a distributed system.

The traditional Client-Server paradigm is well suited to today's Internet. As the computational power and bandwidth of computers increases, I envision tomorrow's Internet as a meeting place in which computational entities can interact. Unlike the passive browsers of today, tomorrow's computational entities will have an active network presence. These entities will act both as client and server, and will perform complex proactive tasks. In the last ten years there has been enormous interest by the research community in symmetric distributed systems that allow participants to actively share information among the participating peers. This interest was partly due to the phenomenal popularity of Peer-to-Peer file sharing applications like Napster and BitTorrent.

I have a strong belief that in the future, distributed and non-centralized systems will have an ever increasing role in all aspects of mankind. As these distributed systems evolve, the complexity and the amount of information stored in them will grow exponentially. Managing the tremendous amount of information stored on these systems raises many fundamental challenges.

A prominent challenge is improving the efficiency of distributed computation: reducing the cost, load, and resource requirements while still maintaining the same quality of service. Due to the shear amount of information and the size of the network, executing global systemwide operations becomes very expensive. When possible, we wish to minimize the work done by the system and avoid the heavy cost incurred by global operations.

One of the main tools to achieve efficient distributed computation is to exploit the issue of locality. Specifically, some tasks require the participation of a small region of the network. In such a case one would want the computation to span only the minimal required region.

Routing is a prominent example of a task that can dramatically benefit from exploiting
locality. If the source and destination nodes are close by, routing should involve only the small region that contains the source and destination.

The locality of a routing scheme can be captured by its stretch - the multiplicative overhead relative to the optimal route, and the efficiently of a routing scheme can be captured by its memory - the number of bits stored for the routing scheme on each node. This thesis suggests new ways in which distributed routing schemes can exploit locality in an efficient manner by proposing new and improved space-stretch tradeoffs.

Consider an $n$-node weighted undirected graph $G=(V, E, \omega)$. Each node in $V$ is given an arbitrary unique name with $O(\log n)$ bits. In addition, for each node $u \in V$, each out-going edge is given an arbitrary unique port name in $\{1, \ldots, \operatorname{deg}(u)\}$.

A routing scheme is a distributed algorithm that, given a destination node's name, allows any node to route messages that will eventually arrive at the destination node. Specifically, a routing scheme can be viewed as a function on each node that maps from a given header and incoming port number to an outgoing port number and new message header. For example, the trivial solution to routing on minimum cost paths is for each node to store for each of the possible $(n-1)$ destinations, a port number leading to the next node on a minimum cost path to the destination. This solution requires each node to store $\Omega(n \log n)$ bits of routing information and thus does not scale well as the number of nodes in the system increases.

In order to reduce memory overhead and incur routing costs that are proportional to the actual distances between interacting parties, there are two parameters that routing schemes aim to minimize:

- Stretch: the maximum ratio over all source-destination pairs between the cost of the path taken by the routing scheme and the cost of a minimum cost path for the same source-destination pair.
- Memory: the maximum over all nodes of the number of bits stored for the routing scheme.

Routing schemes which require nodes to store a linear number of bits are not scalable. The challenge is to construct in polynomial time a compact routing scheme that minimizes the stretch bound for any weighted graph while requiring only $o(n)$ bits of routing information per node. We refer the reader to Peleg's book [Pel00] and to the surveys of Gavoille and Peleg [Gav01, GP03] for comprehensive background on compact routing schemes.

The problem of devising compact routing schemes has two basic variants: labeled routing and name-independent routing. Awerbuch et al. [ABNLP89] were the first to distinguish between solutions that allow/disallow the designer to choose destination labels for nodes as part of the solution. The variant that allows the designer to name nodes with arbitrary destination labels is called labeled routing. A packet carries the chosen label of the destination in its header, and we can use the label to code topological information useful for routing. The power to choose destination labels of polylogarithmic size tends to make the routing much easier.

The variant that does not allow labeling of nodes in this way is called name-independent routing. In this variant node destination names are given as part of the input, e.g., these could be standard IP addresses. Generally this makes routing harder: Intuitively, the routing algorithm must first discover information about the location of the target, and only then route to it.

This thesis is composed of five papers that all deal with compact routing space-stretch tradeoffs for name-independent routing schemes.

### 1.1 Compact Name-Independent Routing with Minimum Stretch

This is a joint work with Cyril Gavoille, Dahlia Malkhi, Noam Nisan and Mikkel Thorup $\left[\mathrm{AGM}^{+} 04 \mathrm{~b}\right]$ that appeared in SPAA $04\left[\mathrm{AGM}^{+} 04 \mathrm{~b}\right]$ and TALG $08\left[\mathrm{AGM}^{+} 08\right]$. Given a weighted undirected network with arbitrary node names, we present a compact routing scheme, using a $\widetilde{O}(\sqrt{n})$ space routing table at each node, and routing along paths of stretch 3 , that is, at most thrice as long as the shortest paths. This is optimal in a very strong sense. It is known that no compact routing using $o(n)$ space per node can route with stretch below 3 . Also, it is known that any stretch below 5 requires $\Omega(\sqrt{n})$ space per node.

### 1.2 Name-Independent Routing with Improved Communication-Space Trade-Off

This is joint work with Cyril Gavoille and Dahlia Malkhi [AGM04a] that appeared in DISC 04. Given a weighted undirected network with arbitrary node names, we present a family of routing schemes characterized by an integral parameter $\kappa \geq 1$. The scheme uses $\widetilde{O}\left(n^{1 / \kappa} \log D\right)$ space routing table at each node, and routes along paths of linear stretch $O(\kappa)$, where $D$ is the normalized diameter of the network. When $D$ is polynomial in $n$, the scheme has asymptotically optimal stretch factor. With the same memory bound, the best previous results obtained stretch $O\left(\kappa^{2}\right)$.

### 1.3 Name-Independent Routing for Growth Bounded Network

This is joint work with Dahlia Malkhi [AM05] that appeared in SPAA 05. A weighted undirected network is $\Delta$ growth-bounded if the number of nodes at distance $2 r$ around any given node is at most $\Delta$ times the number of nodes at distance $r$ around the node. Given a weighted undirected network with arbitrary node names and $\epsilon>0$, we present a
routing scheme that routes along paths of stretch $1+\epsilon$ and uses with high probability only $O\left(\frac{1}{\epsilon}^{O(\log \Delta)} \log ^{5} n\right)$ bit routing tables per node.

### 1.4 Scale-Free Name-Independent Routing

This is joint work with Cyril Gavoille and Dahlia Malkhi [AGM06] that appeared in SPAA 06. All previous routing schemes required storage that is dependent on the diameter of the network (its aspect ratio). We present a new scale-free routing scheme, whose storage and header sizes are independent of the aspect ratio of the network. Our scheme is based on a decomposition into sparse and dense neighborhoods. Given an undirected network with arbitrary weights and $n$ arbitrary node names, for any integer $k \geq 1$ we present the first scale-free routing scheme with asymptotically optimal space-stretch trade-off that does not require edge weights to be polynomially bounded. The scheme uses $\widetilde{O}\left(n^{1 / k}\right)$ space routing table at each node, and routes along paths of asymptotically optimal linear stretch $O(k)$.

### 1.5 LLS : Name-Independent Routing for Mobile Ad Hoc Networks

This is joint work with Danny Dolev and Dahlia Malkhi [ADM04] that appeared in DIALMPOMC 04. Coping with mobility and dynamism is one of the biggest challenges in ad hoc networks. An essential requirement for such networks is a service that can establish communication sessions between mobile nodes whose location is unknown. A location service for ad hoc networks is a distributed algorithm that allows any source node $s$ to know the location of any destination node $t$, simply by knowing $t$ 's network identifier.

A location service has a locality aware lookup algorithm if the cost of locating destination $t$ from source $s$ is proportional to the cost of the minimal cost path between $s$ and $t$. A location service has a locality aware publish algorithm if the cost of updating the location service due to a node moving from $x$ to $y$ is proportional to the distance between $x$ and $y$.

We present LLS, the first location service for the Unit Disk Graph model whose lookup and publish algorithms have worst case locality guarantees and average case locality awareness efficiency for any source destination pair.

## Chapter 2

## Compact Name-Independent Routing with Minimum Stretch

### 2.1 Introduction

Consider an $n$-node weighted undirected graph $G=(V, E, \omega)$. Each node in $V$ is given an arbitrary unique name with $O(\log n)$ bits. In addition, for each node $u \in V$, each out going edge is given an arbitrary unique port name in $\{1, \ldots, \operatorname{deg}(u)\}$.

A routing scheme is a distributed algorithm that, given a destination node's name, allows any node to route messages that will eventually arrive at the destination node. Specifically, a routing scheme can be viewed as a function on each node that maps from a given header and incoming port number to an outgoing port number and new message header. For example, the trivial solution to routing on minimum cost paths is for each node to store for each of the possible $(n-1)$ destinations, a port number leading the next node on a minimum cost path to the destination. This solution requires each node to store $\Omega(n \log n)$ bits of routing information and thus does not scale well as the number of nodes in the system increases.

In order to reduce memory overhead and incur routing costs that are proportional to the actual distances between interacting parties, there are two parameters that routing schemes aim to minimize:

- Stretch: the maximum ratio over all source-destination pairs between the cost of the path taken by the routing scheme and the cost of a minimum cost path for the same source-destination pair.
- Memory: the maximum over all nodes of the number of bits stored for the routing scheme.

Routing schemes which require nodes to store a linear number of bits are not scalable. The challenge is to construct in polynomial time a compact routing scheme that minimizes the stretch bound for any weighted graph while requiring only $o(n)$ bits of routing information
per node. We refer the reader to Peleg's book [Pel00] and to the surveys of Gavoille and Peleg [Gav01, GP03] for comprehensive background on compact routing schemes.

Gavoille and Gengler [GG01] show that compact routing schemes must have stretch of at least 3. Specifically they prove that there exist $n$ node networks in which any scheme with stretch less than 3 requires a total of $\Omega\left(n^{2}\right)$ bits of routing information. Thorup and Zwick [TZ05] show that any scheme with stretch less than 5 must have networks which require $\Omega\left(n^{3 / 2}\right)$ bits of routing information. These lower bounds imply that compact routing schemes must have at least stretch 3 and that stretch 3 routing schemes require at least $\Omega(\sqrt{n})$ bits per node.

The problem of devising compact routing schemes has two basic variants: labeled routing and name-independent routing. Awerbuch et al. [ABNLP89] were the first to distinguish between solutions that allow/disallow the designer to choose destination labels for nodes as part of the solution. The variant that allows the designer to name nodes with arbitrary destination labels is called labeled routing. A packet carries the chosen label of the destination in its header, and we can use the label to code topological information useful for routing. The power to choose destination labels of polylogarithmic size tends to make the routing much easier.

The variant that does not allow labeling of nodes in this way is called name-independent routing. In this variant node destination names are given as part of the input, e.g., these could be standard IP addresses. Generally this makes routing harder: Intuitively, the routing algorithm must first discover information about the location of the target, and only then route to it.

Indeed, optimal stretch compact routing schemes for labeled routing are already known. Eilam et al. [EGP03] present a stretch 5 labeled scheme with $\widetilde{O}\left(n^{1 / 2}\right)$ memory ${ }^{1}$, whereas Cowen [Cow99, Cow01] presents a stretch 3 labeled scheme with $\widetilde{O}\left(n^{2 / 3}\right)$ memory. Later, Thorup and Zwick [TZ01b] achieve the optimal stretch of 3 using only $\widetilde{O}\left(n^{1 / 2}\right)$ bits. They also give a generalization of their scheme and using techniques from their distance oracles [TZ01a, TZ05], obtaining labeled schemes with stretch $4 k-5$ (and $2 k-1$ with handshaking) using $\widetilde{O}\left(n^{1 / k}\right)$-bit routing tables. Additionally, there exist various labeled routing schemes suitable only for certain restricted forms of graphs. For example, routing in a tree is explored, e.g., in [FG01, TZ01b], achieving optimal routing. This routing requires $O\left(\log ^{2} n / \log \log n\right)$ bits for local tables and for headers, and this is tight [FG02].

As for name-independent routing, the situation is quite different. Initial results in [ABNLP90] provide stretch 3 non-compact name-independent routing with $\widetilde{O}\left(n^{3 / 2}\right)$ total memory. However this scheme is unbalanced, $\Omega(\sqrt{n})$ nodes must store $\Omega(n)$ bits of routing information. Awerbuch and Peleg [AP90] were the first to show that constant-stretch is possible to achieve with $o(n)$ memory per node, albeit with a large constant. Arias et al. $\left[\mathrm{ACL}^{+} 03\right]$ significantly reduce the stretch to 5 with $\widetilde{O}(\sqrt{n})$ memory per node. This chapter closes the gap between these results and the known lower bound of stretch 3 .

[^0]
### 2.1.1 Our results

We present the first optimal compact name-independent routing scheme for arbitrary undirected graphs. The scheme has stretch 3 , and requires $O\left(\log ^{2} / \log \log n\right)$-bit headers and $\widetilde{O}(\sqrt{n})$ bits of routing information per node. When routing along our stretch 3 paths, each routing decision is performed in constant time. Given the graph and the node names, we can construct the routing information in $\widetilde{O}(n|E|)$ time.

Besides improving the stretch of Arias et al. $\left[\mathrm{ACL}^{+} 03\right]$ from 5 to 3, our results answer affirmatively the challenge of optimal name-independent routing that was open since the initial statement of the problem in 1989 [ABNLP90]. Surprisingly, our results show that with $\widetilde{O}(\sqrt{n})$ bits of routing information per node, allowing the designer to label the nodes does not improve the stretch factor compared to the task when node labels are predetermined by an adversary.

We note that our solution does not contain any strikingly new technique. Rather our new scheme is a non-trivial combination of simple standard techniques.

### 2.2 Preliminaries

Consider a set $V$ of $n$ nodes wishing to participate in a distributed routing scheme. We assume the nodes are labeled with an arbitrary unique identifier that can be represented by $O(\log n)$ bits.

We assume a graph $G=(V, E, \omega)$ with positive edge cost $\omega$. For $u, v \in V$, let $d(u, v)$ denote the cost of a minimum cost path from $u$ to $v$ in $G$, where the cost of a path is the sum of the weights along its edges.

Each node has, for each outgoing edge, a unique port name from the set of integers $\{1, \ldots, n\}$. We assume the fixed-port model [FG01]. In this model the name of each outgoing edge is fixed by the adversary. Thus the name of the outgoing edge may have no connection to the label of the node on the other side of the edge.

We assume that initially the sender only knows the name of the destination node. This destination is written in the header of the message. We require writable packet headers, namely, we allow the routing algorithm to write a reasonable amount of information into the headers of messages as they are routed. In our case, we use $O\left(\log ^{2} n / \log \log n\right)$-bit headers.

We note that our use of headers aims at useful tradeoffs between current techniques used in the real world: source-directed routing, where the source puts the whole path to the destination in the header, and routing with a fixed header, where each router knows how to forward packets to any destination. For source-directed routing, the header may be very large, and for routing with a fixed header, the routing tables may become huge. In either case, we have problems with scaling. Our point here is that writing a small amount of information in the header can dramatically reduce the amount of information needed at the routers.

It is no coincidence that our scheme and indeed all previous name-independent schemes use writable packet headers. A scheme that does not rewrite packet headers must be loop free and thus must have stretch 1 on any tree. Clearly in a tree that is a star the center would have to code a permutation using $\Omega(n \log n)$ bits on the average.

Lemma 2.2.1. There do not exist loop-free name-independent routing schemes with o(n) bits for each node on every graph.

As for lower bounds for compact routing, note that for the related problem of labeled routing, the work of [GG01] shows that any stretch $<3$ scheme must use a total of $\Omega\left(n^{2}\right)$ bits. Thus it cannot be the case that all nodes use $o(n)$ bits. Clearly this bound holds also for the name-independent model.

Actually, a slightly stronger memory bound of $\Omega\left(n^{2} \log n\right)$ bits for stretch $<3$ can be proven for the name-independent model. This is derived by examining the complete bipartite graph $K_{n / 2, n / 2}$ with uniform weights (likewise, the metric space it induces). For stretch $<3$, each node must route optimally to its distance one neighbors. By counting all the permutations on names it is clear that each node must use $\Omega(n \log n)$ bits.

Lemma 2.2.2. Any name-independent routing scheme with $o(n \log n)$ bits per node must have stretch at least 3 .

### 2.3 The Stretch 3 Scheme

In Sections 2.3.1, 2.3.2, 2.3.3, 2.3.4, 2.3.5, 2.3.6, we will first present some simple ingredients for our optimal stretch 3 scheme. Then, in Section 2.3.8, we will combine them in our optimal solution. Finally, in Section 2.3.9, we prove that the scheme has the optimal stretch of 3.

### 2.3.1 Vicinity balls

For every integer $\kappa \geq 1$, and for a node $u \in V$, let the vicinity of $u$, denoted by $B_{\kappa}(u)$, be the set consisting of $u$ and the $\kappa$ closest nodes to $u$, breaking ties by lexicographical order of node names. Vicinities satisfy the following Monotonicity Property:

Property 2.3.1. [ABNLP90] If $v \in B_{\kappa}(u)$ and $w$ is on a minimum cost path from $u$ to $v$, then $v \in B_{\kappa}(w)$.

Proof. Seeking a contradiction, suppose $v \notin B_{\kappa}(w)$. For any $z \in B_{\kappa}(w)$ we have $d(w, z)<$ $d(w, v)$ (or $d(w, z)=d(w, v)$ and $z<v)$. So $d(u, z)<d(u, w)+d(w, v)($ or $d(u, z)=$ $d(u, w)+d(w, v)$ and $z<v)$. Since $w$ is on a minimum cost path from $u$ to $v, d(u, z)<d(u, v)$ (or $d(u, z)=d(u, v)$ and $z<v$ ), hence $B_{\kappa}(w) \subseteq B_{\kappa}(u)$. But since $v \in B_{\kappa}(u) \backslash B_{\kappa}(w)$ we have $\left|B_{\kappa}(w)\right|<\left|B_{\kappa}(u)\right|$ a contradiction.

Hereafter, the size of the vicinities is set to $\kappa=\lceil 4 \sqrt{n} \log n\rceil$ and denote simply by $B(u)=B_{\kappa}(u)$. Let $b(u)$ denote the radius of $B(u), b(u)=\max _{w \in B(u)} d(u, w)$.

As in previous compact routing schemes (see, e.g., [ABNLP89, Cow01]), each node $u$ will know its vicinity $B(u)$. We assume that $u$ has a standard dictionary over the names in $B(u)$ so that in constant time it can check membership and look up associated information.

### 2.3.2 Coloring

Our construction uses a partition of nodes into sets $C_{1}, \ldots, C_{\sqrt{n}}$, called color-sets, with the following two properties:

## Property 2.3.2.

1. Every color-set has at most $2 \sqrt{n}$ nodes.
2. Every node has in its vicinity at least one node from every color-set.

From here on, if node $u \in C_{i}$ we say that it has "color $i$ ", and denote $c(u)=i$. By standard Chernoff bounds and a union bound Property 2.3.2 clearly holds with high probability if every node independently chooses a random color. Constructing a polynomial-time coloring satisfying Property 2.3.2 is discussed in Section 2.4.

### 2.3.3 Hashing names to colors

We shall assume a mapping $h$ from node names to colors which is balanced in the sense that at most $O(\sqrt{n})$ names map to the same color. Each node $u$ should be able to compute $h(w)$ for any destination $w$. If the names were a permutation of $\{1, \ldots, n\}$, we could just extract $\frac{1}{2} \log n$ bits from the name, but we want to deal with arbitrary names such as IP addresses. Arias et al. $\left[\mathrm{ACL}^{+} 03\right]$ use a $(\log n)$-universal hash function for a similar purpose. In Section 2.5 we will present a function $h$ that can be computed in constant time.

### 2.3.4 Stretch 3 for complete graphs

To illustrate the use of these first three ingredients, we here observe a very simple stretch 3 scheme with $\widetilde{O}(\sqrt{n})$ bits per node given a complete graph whose edge weights satisfy the triangle inequality.

Every node $u$ stores the following:

1. The names of all the nodes in the vicinity $B(u)$ and what port number to use to reach them.
2. The names of all the nodes $v$ such that $c(u)=h(v)$ and what port number to use to reach them.

Routing from $u$ to $v$ is done in the following manner:

1. If $v \in B(u)$ or $c(u)=h(v)$ then $u$ routes directly to $v$ with stretch 1 .
2. Otherwise, $u$ forwards the packet to $w \in B(u)$ such that $c(w)=h(v)$. Then from $w$ the packet goes directly to $v$. The stretch is at most 3 since $d(u, w)+d(w, v) \leq$ $d(u, v)+2 d(u, v)$.

Note that in a general graph the main difficulty is in implementing the path from $w$ to $v$.

### 2.3.5 Routing on trees

We make use of the following labeled routing scheme for trees:
Lemma 2.3.3. [FG01, TZ01b] For every weighted tree $T$ with $n$ nodes, in the fixed-port model, there exists a labeled routing scheme that, given any destination label, routes optimally on $T$ from any source to the destination. The storage per node in $T$, the label size, and the header size are $O\left(\log ^{2} n / \log \log n\right)$ bits. Given the stored information of a node and the label of the destination, routing decisions take constant time.

For a tree $T$ containing a node $v$, let $\mu(T, v)$ denote the routing information stored at node $v$ and $\lambda(T, v)$ denote the destination label of $v$ in $T$ as defined by the labeled routing scheme of Lemma 3.3.4.

We shall apply the scheme Lemma 3.3.4 to several trees in the graph. Each node will participate in $\widetilde{O}(\sqrt{n})$ trees, so its total tree routing information will be of size $\widetilde{O}(\sqrt{n})$.

### 2.3.6 Landmarks

Designate one color to be special and call it the landmark color. Let $L$ denote the set of nodes with the chosen color. By Property 2.3.2 we have $|L| \leq 2 \sqrt{n}$ and for every $v \in V$, $B(v) \cap L \neq \emptyset$. For a node $v \in V$, let $\ell_{v}$ denote the closest landmark node in $B(v)$ (breaking ties by lexicographical order of node names).

### 2.3.7 Partial shortest path trees

For any node $u$ let $T(u)$ denote a single-source minimum-cost-path tree rooted at $u$. In a partial shortest path tree, every node $v$ maintains $\mu(T(u), v)$ if and only if $u \in B(v)$. Notice that the set of nodes that maintain $\mu(T(u), \cdot)$ is a subtree of $T(u)$ that contains $u$.
Lemma 2.3.4. If $x \in B(y)$ then given the label $\lambda(T(x), y)$, node $x$ can route to node $y$ along a minimum cost path.

Proof. By Property 2.3.1 for any node $w$ on the minimum cost path of $T(x)$ between $x$ and $y$ we have $x \in B(w)$. Thus every node $w$ on this path maintains $\mu(T(x), w)$.

### 2.3.8 The stretch 3 scheme

Every node $u$ stores the following:

1. For every $w \in B(u)$, the name $w$ and the port name $u \rightarrow y$, where $(u \rightarrow y)$ is the port number to use to get to node $y$ which is the next hop on a minimum cost path from $x$ to $w$.
2. For every landmark node $\ell \in L$, routing information $\mu(T(\ell), u)$ and label $\lambda(T(\ell), \ell)$ of the tree $T(\ell)$.
3. For every node $x \in B(u)$, routing information $\mu(T(x), u)$ of the tree $T(x)$.
4. For every node $v$ such that $c(u)=h(v)$, store one of the following two options that produces the minimum cost path out of the two:
(a) Store the labels $\left\langle\lambda\left(T\left(\ell_{v}\right), \ell_{v}\right), \lambda\left(T\left(\ell_{v}\right), v\right)\right\rangle$. The routing path in this case would be from $u$ to $\ell_{v} \in B(v)$ using $\lambda\left(T\left(\ell_{v}\right), \ell_{v}\right)$ on the tree $T\left(\ell_{v}\right)$, and from $\ell_{v}$ to $v$ using $\lambda\left(T\left(\ell_{v}\right), v\right)$ on the same tree $T\left(\ell_{v}\right)$.
(b) Let $P(u, w, v)$ be a path from $u$ to $v$ composed of a minimum cost path from $u$ to $w$, and of a minimum cost path from $w$ to $v$ with the following properties: $u \in B(w)$, and there exists an edge $(x, y)$ along the minimum cost path from $w$ to $v$ such that $x \in B(w)$ and $y \in B(v)$. If such paths exists, choose the lowest cost path $P(u, w, v)$ among all these paths and store the labels $\langle\lambda(T(u), w), x,(x \rightarrow y), \lambda(T(y), v)\rangle$.
The routing path in this case would be from $u$ to $w$ on $T(u)$ using $\lambda(T(u), w)$. This part is possible by Lemma 2.3.4 on $u \in B(w)$. Then from $w$ to $y$ since $x \in B(w)$ and the port number $(x \rightarrow y)$ is stored. Finally from $y$ to $v$ on $T(y)$ using $\lambda(T(y), v)$. This part is possible by Lemma 2.3.4 on $y \in B(v)$.

Routing from $u$ to $v$ is done in the following manner:

1. If $v \in B(u)$ or $v \in L$ ( $v$ is a landmark node) or $c(u)=h(v)$ then $u$ routes to $v$ using its own information.
2. Otherwise, $u$ forwards the packet to $w \in B(u)$ such that $c(w)=h(v)$. Then from $w$ the packet goes to $v$ using $w$ 's routing information.

### 2.3.9 Analysis

Theorem 2.3.5. Let $s, t \in V$ be any two nodes. The route of the above scheme from $s$ to $t$ has stretch at most 3.

Proof. There are three cases to consider (see Figure 2.1):


(2)

(3)

Figure 2.1: The three cases in the proof of Theorem 2.3.5: (1) target is inside the source vicinity, (2) source and target vicinities are far apart, (3) source and target vicinities are close.

1. If $t \in B(s)$ or $t \in L$ then $s$ routes on a minimum cost path directly to $t$.

Otherwise, denote $d=d(s, t)$, let $z$ be a node such that $z \in B(s)$ and $c(z)=h(t)$. For the case $c(s)=h(t)$, we set $z=s$. Let $p(z, t)$ be the cost of the path chosen by $z$ as the lowest cost path from $z$ to $t$ among options 4 a and 4 b of Section 2.3.8.
2. On every minimum cost path from $s$ to $t$ there is a node $y$ such that $y \notin B(s)$ and $y \notin B(t)$. In this case $b(s)+b(t) \leq d(s, t)$ (recall that $b(u)=\max _{w \in B(u)} d(u, w)$ ).
By examining option 4a the cost $d(s, z)+p(z, t)$ of the path taken by our routing scheme is bounded by the cost of the path $s \rightsquigarrow z \rightsquigarrow \ell_{t} \rightsquigarrow t$, where $u \rightsquigarrow v$ denotes a minimum cost path from $u$ to $v$. Thus $d(s, z)+p(z, t) \leq d(s, z)+d\left(z, \ell_{t}\right)+d\left(\ell_{t}, t\right) \leq$ $b(s)+[b(s)+d+b(t)]+b(t) \leq 3 d$.
3. There exists a minimum cost path, in which every node is in $B(s) \cup B(t)$. Let $(x, y)$ be an edge of this path such that $x \in B(s)$ and $y \in B(t)$.
By examining the best choice in option 4 b the $\operatorname{cost} d(s, z)+p(z, t)$ of the path taken by our routing scheme is bounded by the cost of the path $s \rightsquigarrow z \rightsquigarrow s \rightsquigarrow x \rightarrow y \rightsquigarrow t$. Thus $d(s, z)+p(z, t) \leq d(s, z)+d(z, s)+d(s, t) \leq b(s)+b(s)+d \leq 3 d$.

### 2.4 On Polynomial Time Coloring

In this section, we discuss how to "derandomize" the coloring discussed in Section 2.3.2. This is done via the method of conditional probabilities using pessimistic estimators [Rag88]. Let $C=\{1, \ldots, \sqrt{n}\}$. We begin with a simple analysis of the randomized algorithm.

- For every $v \in V$ and $c \in C$ let $b_{v, c}$ be a $\{0,1\}$ random variable that equals 0 if and only if there exists $u \in B(v)$ with $c(u)=c$. Note that for any $b_{v, c}, E\left[b_{v, c}\right]=\operatorname{Pr}\left[b_{v, c}>\right.$ $0] \leq(1-1 / \sqrt{n})^{4 \sqrt{n} \log n} \leq n^{-4}$.
- For every $c \in C$ let $e_{c}$ be a $\{0,1\}$ random variable that equals 0 if and only if $|\{u \mid c(u)=c\}| \leq 2 \sqrt{n}$.
- For every $c \in C$ and $v \in V$ let $f_{c, v}$ be a $\{0,1\}$ random variable that equals 1 if and only if $c(v)=c$.

Using Chernoff bounds and its analysis (see [MR95], chapter 4, theorem 4.1 and equation (4.3)) we have

$$
\begin{equation*}
\operatorname{Pr}\left[e_{c}>0\right] \leq \operatorname{Pr}\left[\sum_{v \in V} f_{c, v}>2 \sqrt{n}\right]<\alpha E\left[e^{t \sum_{v \in V} f_{c, v}}\right] \tag{2.1}
\end{equation*}
$$

for $t=\ln 2$ and $\alpha=e^{-2 t \sqrt{n}}$. If follows that $\alpha E\left[e^{t \sum_{v \in V} f_{c, v}}\right]$ is a pessimistic estimator for $e_{c}$. Let $A=\sum_{v \in V, c \in C} b_{v, c}+\alpha \sum_{c \in C} e^{t \sum_{v \in V} f_{c, v}}$. We now show that the four requirements for the method of conditional probabilities with pessimistic estimators are fulfilled. When no node is colored yet, using union and Chernoff bounds, $E[A]<1$. For any partial coloring, the expression $E[A]$ can be computed in polynomial time. Since $E[A]$ is an expectation of a random variable then any partial coloring can be extended by one more node with a color that does not increase $E[A]$. Finally, since Eqn. 2.1 is true for any partial coloring then for the full coloring $\sum b_{v, c}+\sum e_{c}<E[A]<1$ as required.

Computing this derandomization can be done in $\widetilde{O}\left(n^{2}\right)$ time. There are $n$ stages in the process. At each stage we are given a partial coloring that induces some value $A$ and an uncolored node $u$. For each color $c \in C$ we need to compute $A[u, c]$ (the value of $A$ induced by the partial coloring extended by coloring $u$ with $c$ ) and choose the color with the minimum $A[u, c]$.

For a given node $u$, the cost of checking if $b_{v, c}$ needs to change requires scanning $\mid\{v \mid u \in$ $B(v)\} \mid$ balls for each color. So the total is $\sqrt{n} \sum_{u \in V}|\{v \mid u \in B(v)\}|=\sqrt{n} \sum_{v \in V}|B(v)|=$ $\widetilde{O}\left(n^{2}\right)$.

Computing the changes in $f_{c, v}$ from one color $c^{\prime}$ to another $c^{\prime \prime}$ can be done in $\widetilde{O}(\sqrt{n})$ time since for each color $c \in C$ only two terms in $e^{t \sum_{v \in V} f(c, v)}$ change. So the total cost of computing the changes in $f_{c, v}$ is $\widetilde{O}\left(n^{2}\right)$ as required.

### 2.5 On Hashing in Constant Time

In this section, we will implement a constant time hashing function $h$ from $n$ arbitrary names to $\sqrt{n}$ colors, as assumed in Section 2.3.3. The constant time assumes that we can perform standard arithmetic operations on names in constant time, hence that each name is stored in a constant number of words. For example, these names could be IP addresses. The representation of our hash function will take $O(\sqrt{n})$ space. We can store such a representation with each node without violating our space bounds.

Previous work of Arias et al. [ACL $\left.{ }^{+} 03\right]$ used a $(\log n)$-universal hash function, but with current implementations via degree- $(\log n)$ polynomials, the evaluation of this function takes more than constant time. With the constant time hash function we propose, each routing decision is made in constant time.

We will now give a randomized construction of the hash function which works with high probability. For simplicity we assume $\sqrt{n}$ is a power of two so that $(\log n) / 2$ is an integer. First we use a standard universal hash function $h_{0}$ mapping names into $\left\{1, \ldots, n^{2.5}\right\}$ in constant time. With high probability this mapping is collision free (see, e.g., [MR95, §8.4.1]).

Set $q=(\log n) / 2$. We are now dealing with $n$ distinct reduced names of $5 q$ bits, and we want to get down to colors of $q$ bits. We will use an idea of Tarjan and Yao [TY79]. For $i=1, \ldots, 4$, let $T_{i}$ be a random table mapping $q$ bits into $i q$ bits. Note that each table has $2^{q}=\sqrt{n}$ entries. We then hash a ( $5 q$ )-bit reduced name $x$ as follows.

Let $x_{4}=x$, for $i=4, \ldots, 1$, let $y_{i}$ be the $q$ least significant bits of $x_{i}$, let $z_{i}$ be the remaining $i q$ bits of $x_{i}$. Set $x_{i-1}=T_{i}\left[y_{i}\right] \oplus z_{i}$ (where $\oplus$ is the bit-wise xor operator). At the end, $x_{0}$ has only $q=(\log n) / 2$ bits which we return as the color.

The above computation of colors from reduced names takes constant time. We will now bound the number of reduced names mapping to each color.

Lemma 2.5.1. W.h.p., there are $O(\sqrt{n})$ reduced names mapping to each of the $\sqrt{n}$ colors.

Proof. We start with $n$ unique $5 q$-bit reduced names. In each of 4 iterations, the names get further reduced by $q$ bits. In this process, some names collide. We will use Chernoff and union bounds four times iteratively to show that no more than $3 \sqrt{n}$ original names are reduced to each of the $\sqrt{n}$ colors.

For each $i=4,3,2,1$ and each $i q$-bit name $x$ let $a_{i, x}$ be the number of original names reduced to $x$ at the $i$-th iteration. Let $\alpha_{5}=1, \alpha_{4}=e, \alpha_{3}=2 e^{2}, \alpha_{2}=\log n, \alpha_{1}=3 \sqrt{n}$. Let $B(i)=\{0,1\}^{i q}$ be the set of all $i q$-bit names. Let $\mathcal{M}_{i}$ be the event that at most $\alpha_{i}$ original names are mapped to each $i q$-bit name, $\mathcal{M}_{i}=\left\{\max _{x \in B(i)} a_{i, x} \leq \alpha_{i}\right\}$. Given non-negative values $\left\{a_{i+1, x}\right\}_{x \in B(i+1)}$ such that $\sum_{x \in B(i+1)} a_{i+1, x}=n$ then for any $v \in B(i)$ we have

$$
E\left[a_{i, v}\right]=\sum_{y \in B(1), z \in B(i)} \operatorname{Pr}\left[v=T_{i}(y) \oplus z\right] a_{i+1, y z}=2^{-i q} \sum_{x \in B(i+1)} a_{i+1, x}=n 2^{-i q} .
$$

In addition, given $\mathcal{M}_{i+1}$ then $a_{i, v}$ is a sum of independent variables, where each such random variable is dominated by $\alpha_{i+1} Y_{v, x}$ where $Y_{v, x}$ is an independent $\{0,1\}$ Bernoulli random variable with $p_{x}=a_{i+1, x} 2^{-i q} / \alpha_{i+1}$. Observe that $E\left[\sum_{x \in B(i)} Y_{v, x} \mid \mathcal{M}_{i+1}\right]=n^{1-i / 2} / \alpha_{i+1}$

Using standard Chernoff bounds (see, e.g., [MR95, eq. (4.10)]), it follows that for each $v \in B(i)$,

$$
\operatorname{Pr}\left[a_{i, v}>\alpha_{i} \mid \mathcal{M}_{i+1}\right] \leq \operatorname{Pr}\left[\left.\sum_{x \in B(i)} Y_{v, x}>\frac{\alpha_{i}}{\alpha_{i+1}} \frac{n^{1-i / 2} / \alpha_{i+1}}{n^{1-i / 2} / \alpha_{i+1}} \right\rvert\, \mathcal{M}_{i+1}\right] \leq\left(\frac{e}{\alpha_{i} n^{i / 2-1}}\right)^{\alpha_{i} / \alpha_{i+1}}
$$

Using a union bound it can be checked that for each $i=4,3,2,1$, we have

$$
\operatorname{Pr}\left[\mathcal{M}_{i} \mid \mathcal{M}_{i+1}\right] \geq 1-\sum_{v \in B(v)} \operatorname{Pr}\left[a_{i, v}>\alpha_{i} \mid \mathcal{M}_{i+1}\right] \geq 1-n^{i / 2}\left(\frac{e}{\alpha_{i} n^{i / 2-1}}\right)^{\alpha_{i} / \alpha_{i+1}} \geq 1-n^{2-e}
$$

So we conclude that $\mathcal{M}_{1}$ occurs w.h.p.
Thus it follows that we expect a maximum of $O(\sqrt{n})$ reduced names to map to the same color. Moreover the mapping took constant time, and its representation took $O(\sqrt{n})$ space. This completes our randomized construction of the desired hash function. The construction uses the same ingredients as are used for the deterministic dictionaries of Hagerup et al. [HMP01]. Using the techniques from [HMP01], we can derandomize our construction to run in $O(n \log n)$ time.

### 2.6 Combining the Ingredients

Theorem 2.6.1. Given a network with $n$ nodes and $m$ edges, in which nodes have arbitrary $\widetilde{\sim}$ $\widetilde{O}(m n)$ time and produces a routing scheme which requires $O\left(\sqrt{n} \log ^{3} n / \log \log n\right)$-bit routing tables per node and $O\left(\log ^{2} n / \log \log n\right)$ headers that performs routing decisions in constant time and routes along paths of stretch at most 3 .

Proof. We combine the results of the previous sections:
Running time: Since the graph is undirected and weights are positive, performing APSP takes $O(m n)$ time. Computing $B(u)$ for all $u \in V$ takes $\widetilde{O}\left(n^{3 / 2}\right)$ time using results of [RTZ05]. Finding the coloring via derandomization takes $\widetilde{O}\left(n^{2}\right)$ time as shown in Section 2.4. Then building the tree routing scheme requires $\widetilde{O}(n)$ time for each of the $n$ trees. Computing the routing scheme information requires $\widetilde{O}\left(n^{2}\right)$ time. For each node, computing items $1,2,3$ of Section 2.3.8 takes $\widetilde{O}(n)$ time. In addition, for item 4, each node $v$ is queried by each node $u \in B(v)$ at most $\sqrt{n}$ times. Hence the number of queries is at most $\sqrt{n} \sum_{v \in V}|B(v)|=\widetilde{O}\left(n^{2}\right)$ and the time is $\widetilde{O}\left(n^{2}\right)$.

Storage: From Section 2.3.8, each node $u$ stores: (1) $O(\sqrt{n} \log n) O(\log n)$ bits for the names of all the nodes in the vicinity $B(u)$ and what link to use to reach them, (2) $O(\sqrt{n}) O\left(\log ^{2} n / \log \log n\right)$ bits for storing $\mu(T(\ell), u)$ of the tree $T(\ell)$ for every landmark node $\ell \in L$, (3) $O(\sqrt{n} \log n) O\left(\log ^{2} n / \log \log n\right)$ bits for storing $\mu(T(x), u)$ of the tree $T(x)$ for every node $x \in B(u)$, (4) $O(\sqrt{n}) O\left(\log ^{2} n / \log \log n\right)$ for storing either $\left\langle\lambda\left(T\left(\ell_{v}\right), \ell_{v}\right), \lambda\left(T\left(\ell_{v}\right), v\right)\right\rangle$ or $\langle\lambda(T(u), w), x,(x \rightarrow y), \lambda(T(y), v)\rangle$ for every node $v$ such that $c(u)=h(v)$.

Headers: Observe that messages headers always contain a constant number of port numbers, node names, and tree labels. Hence by Lemma 3.3.4 headers require $O\left(\log ^{2} n / \log \log n\right)$ bits. Decision time: Follows from Section 2.5. Stretch: Follows from Theorem 2.3.5.

### 2.7 Conclusion

For any integer $k \geq 2$, consider schemes with $\tilde{O}\left(n^{1 / k}\right)$-bit routing tables. For labeled routing the best known schemes obtain stretch $4 k-5$, while for name-independent routing the best known schemes obtain stretch $C \cdot k$ where $C$ is a large constant. In this chapter we give optimal bounds on the stretch for $k=2$. A natural open question is to obtain tighter bounds on stretch for $k>2$. We explore this question in the chapter.

## Chapter 3

## Name-Independent Routing with Improved Communication-Space Trade-Off

### 3.1 Introduction

The ability to route messages to specific destinations is one of the basic building blocks of any networked distributed system. Consider a weighted undirected network $G=(V, E, \omega)$ with $n$ nodes having arbitrary unique network identifiers in $\{1, \ldots, n\}$. A name-independent routing scheme is a distributed algorithm that allows any source node to route messages to any destination node, given the destination's network identifier.

Several measures characterize the efficiency and feasibility of a routing scheme.

Memory: The amount of memory bits stored by each node for purposes of routing.
Headers: The size of message headers that are written by nodes along the route.
Stretch: The maximum ratio, over all pairs, of the length of the routing path produced by the routing scheme by routing from $s$ to $t$ and the shortest path distance from $s$ to $t$ in $G$.

Our aim is to devise compact routing schemes with poly-logarithmic headers that have improved tradeoffs between the memory consumption and the stretch factor.

Our contributions. We first present in Section 3.3 a family of routing schemes parameterized by an integer $\kappa>0$, that has the complexity measures below. The $\widetilde{O}()$ notation denotes complexity similar to $O()$ up to poly-logarithmic factors. Concrete constants are provided in the body of the chapter.

Each node keeps $\widetilde{O}\left(n^{1 / \kappa} \log D\right)$ bits of storage, where $D$ is the normalized diameter of the graph. Message headers are of size $\widetilde{O}(1)$, and each route has stretch $O(\kappa)$

When $D$ is polynomial in $n$, the scheme has asymptotically optimal stretch factor, as proven by [PU89]. With the same memory bound, the best previous results obtained stretch $O\left(\kappa^{2}\right)\left[\mathrm{AP} 90, \mathrm{ACL}^{+} 03\right]$.

Previous results. There is a subtle distinction between a designer port model and a fixed port model. In the fixed port model (also known as the adversarial port model) the names of outgoing links, or ports, from each node may be arbitrarily chosen by an adversary from the set $\{1, \ldots, n\}$. In the designer port model they may be determined by the designer of the routing scheme. In particular, Gavoille and Gengler [GG01] indicate at least stretch-3 when each node has memory $o(n)$. For stretch- $k$ routing scheme Peleg and Upfal [PU89] prove that a total of $\Omega\left(n^{1+1 /(2 k+4)}\right)$ routing information bits is required. Thorup and Zwick refine this bound and show in [TZ01b] that the stretch is at least $2 k+1$ when each node has memory $o\left(n^{1 / k}\right)$, proved for $k=1,2,3,5$ and conjectured for other values of $k$. For comprehensive surveys on compact routing and compact network data structures, see [Gav01, GP03].

Initial results in [ABNLP90] provide name-independent routing with $\widetilde{O}\left(n^{3 / 2}\right)$ total memory. Awerbuch and Peleg [AP90] presented a scheme that for any $k$, requires $\widetilde{O}\left(k^{2} n^{1 / k} \log D\right)$ bits per node and routes on paths of stretch $O\left(k^{2}\right)$. Arias et al. [ACL $\left.{ }^{+} 03\right]$ present a slight improvement that uses the same memory bounds but improves the constant in the $O\left(k^{2}\right)$ stretch by a factor of 4 .

All known name-independent schemes that are "combinatorial" and do not rely on the normalized diameter, $D$, in their storage bound have exponential stretch factor. Awerbuch et al. [ABNLP89] achieve with $\widetilde{O}\left(n^{1 / k}\right)$ memory stretch $O\left(9^{k}\right)$, and [ACL $\left.{ }^{+} 03\right]$ improved to stretch $O\left(2^{k}\right)$ with the same memory bound. For $\widetilde{O}(\sqrt{n})$ memory Arias et al. provide stretch 5. Recently, Abraham et al. $\left[\mathrm{AGM}^{+} 04 \mathrm{~b}\right]$, achieve optimal stretch 3 with $\widetilde{O}(\sqrt{n})$.

A weaker variant of the routing problem, labeled routing, was initiated in [ABNLP89]. In this problem model, the algorithm's designer can choose the network addresses of nodes (and of course, use node names to store information about their location in the graph). This paradigm does not provide for a realistic network design, however, the tools devised for its solution have proven useful as building blocks of full routing schemes (in fact, we make use here of certain building blocks devised in the context of labeled routing schemes).

Indeed, optimal compact schemes for labeled routing are known. The first non trivial stretch-3 scheme was given by Cowen [Cow01] with $\widetilde{O}\left(n^{2 / 3}\right)$ memory. Later, Thorup and Zwick [TZ01a, TZ01b] improved the memory bound to only $\widetilde{O}(\sqrt{n})$ bits. They also gave an elegant generalization of their scheme, achieving stretch $4 k-5$ (and even $2 k-1$ with handshaking) using only $\widetilde{O}\left(n^{1 / k}\right)$ bits. Additionally, there exist various labeled routing schemes suitable only for certain restricted forms of graphs. For example, routing in a tree is explored, e.g., in [FG01, TZ01b], achieving optimal routing. It requires $\widetilde{O}(1)$ bits for local tables and $\widetilde{O}(1)$ bits for headers.

### 3.2 Preliminaries

We denote an undirected weighted graph by $G=(V, E, \omega)$, where $V$ is the set of nodes, $E$ the set of links, and $\omega: E \rightarrow \mathbb{R}^{+}$a link-cost function. For any two nodes $u, v \in V$ let $d_{G}(u, v)$ be the cost of a minimum cost path from $u$ to $v$, where a cost of a path is the sum of weights of its edges. Define the normalized diameter of $G, D=\frac{\max _{u, v} d_{G}(u, v)}{\min _{u \neq v} d_{G}(u, v)}$. Define $B(v, r)=\left\{u \in V \mid d_{G}(v, u) \leq r\right\}$ as the set of nodes whose distance is at most $r$ from $v$.

We denote a rooted weighted tree by $T=(V, r, E, \omega)$, and define for every node $u \in$ $V$ its parent $p(u)$ and for the root $p(r)=r$. The children of a node $u$ are defined as child $(u)=\{v \mid p(v)=u\}$. The weight of a node $u$ denoted $w(u)$ is the number of nodes in $u$ 's subtree not including $u$ itself. Define the radius of $T$ as maximum distance from the $\operatorname{root}, \operatorname{rad}(T)=\max _{u}\left\{d_{T}(r, u)\right\}$.

Define the maximum edge weight of a weighted tree $T=(V, E, \omega)$ as $\operatorname{maxE}(T)=$ $\max _{e \in E}\{\omega(e)\}$.

For $u \in V$, let $N(u)=\{v \mid(u, v) \in E\}$ denote $u$ 's neighbors. For every node $u$, let $\operatorname{port}(u, v)$ for every $v \in N(u)$ be a unique port name in $\{1, \ldots, n\}$. If node $u$ wants to forward a message to node $v \in N(u)$ it does so by sending the message on port port $(u, v)$. In the fixed port model (also known as the adversarial port model) the values $\{\operatorname{port}(u, v) \mid v \in N(u)\} \subseteq$ $\{1, \ldots, n\}$ are arbitrarily chosen.

### 3.3 Linear Communication-Space Trade-Off

Let $G=(V, E, \omega)$ be a graph, where $|V|=n$. In this section, we provide a family of name-independent routing schemes for $G$ parameterized by $\kappa$, in which each node keeps $\widetilde{O}\left(n^{1 / \kappa} \log D\right)$ storage, where $D$ is the normalized diameter of the graph, and each route has stretch $O(\kappa)$. When $D$ is polynomial in $n$, the scheme has asymptotically optimal stretch factor, as proven by [PU89].

The construction makes use of two building blocks. The first one is a new tree cover based on Sparse Partitions, the second is a novel tree-routing scheme we devise. Below, we first state these building blocks, then make a black-box use of them for our full solution, and finally go back to provide the details of our novel tree-routing scheme.

### 3.3.1 Tree cover based on Sparse Partitions

Lemma 3.3.1. [AP90, AP92, Pel00] For every weighted graph $G=(V, E, \omega),|V|=n$ and integers $\kappa, \rho \geq 1$, there exists a polynomial algorithm that constructs a collection of rooted trees $\mathcal{T C}_{\kappa, \rho}$ such that:

1. (Cover) For all $v \in V$, there exists $T \in \mathcal{T C}_{\kappa, \rho}$ such that $B(v, \rho) \subseteq T$.
2. (Sparse) For all $v \in V,\left|\left\{T \in \mathcal{T C}_{\kappa, \rho} \mid v \in T\right\}\right| \leq 2 \kappa n^{1 / \kappa}$.
3. (Small radius) For all $T \in \mathcal{T C}_{\kappa, \rho}, \operatorname{rad}(T) \leq(2 \kappa-1) \rho$.
4. (Small edges) For all $T \in \mathcal{T C}_{\kappa, \rho}, \operatorname{maxE}(T) \leq 2 \rho$.

Note that property (4) is a novel property that does to appear in the tree covers of [AP90, AP92, Pel00]. However, it is crucial for our construction and its proof is a simple consequence of the manner in which the cover algorithm works: in each iteration, any cluster $S$ added to a cover $Y$ has $\operatorname{rad}(S) \leq \rho$. The end result is a set of covers $\mathcal{R}$ that has properties (1),(2), and (3). For every cover $Y \in \mathcal{R}$ define $r(Y)$ as the initial node that started that cover, and $G[Y]$ as the subgraph containing $Y$ and all the edges connecting nodes in $Y$ whose cost is at most $2 \rho . G[Y]$ spans $Y$ because $Y$ is formed by a connected union of clusters whose radius is at most $\rho$. The set $\mathcal{T C}_{\kappa, \rho}$ is defined by taking every $Y \in \mathcal{R}$ and setting $T_{Y} \in \mathcal{T C}_{\kappa, \rho}$ to be a minimum cost path tree spanning $G[Y]$ whose root is $r(Y)$.
W.l.o.g. assume that the minimum cost edge is 1 . We define an index set $I=$ $\{1, \ldots,\lceil\log D\rceil\}$. For all $i \in I$, we build a tree cover $\mathcal{T C}_{\kappa, 2^{i}}$ according to Lemma 3.3.1 above. For all $v \in V$ and $i \in I$, let $\operatorname{Tree}_{v}[i]$ be a tree $T \in \mathcal{T C} \mathcal{C}_{\kappa, 2^{i}}$ such that $B\left(v, 2^{i}\right) \subseteq T$.

### 3.3.2 Bounded cost name-independent tree-routing

Having built a hierarchy of tree covers, any source $v$ would like to perform name-independent routing on $\operatorname{Tree}_{v}[i]$, for $i \in I$ in increasing order, until the target is found. Our second building block addresses this need using a novel and efficient construction. This construction provides a name-independent error-reporting routing scheme in which the cost of routing to a destination in the tree or learning that the name does not exist is bounded by a function of the tree's radius, the maximum edge cost, and a parameter $\kappa$.
Theorem 3.3.2. For every tree $T=(U, E, \omega),|U|=m, U \subset V,|V|=n$, and integer $\kappa$ there exists a name-independent routing scheme on $T$ with error-reporting that routes on paths of length bounded by $4 \operatorname{rad}(T)+2 \kappa \operatorname{maxE}(T)$, each node requires $O\left(\kappa n^{1 / \kappa} \log ^{2} n\right)$ memory, and headers are of length $O\left(\log ^{2} n\right)$. (And routing for a non-existent name in $T$ also incurs a path of length $4 \mathrm{rad}(T)+2 \kappa \operatorname{maxE}(T)$ until a negative result is reported back to the source.)

The proof of Theorem 3.3.2 is deferred until Section 3.3.4.
For a tree $T$ containing a node $v$, we let $\phi(T, v)$ denote the routing information of node $v$ as required from Theorem 3.3.2.

### 3.3.3 The name-independent routing scheme

We now combine Theorem 3.3.2 with Lemma 3.3.1 in a manner similar to the hierarchical routing scheme of Awerbuch and Peleg [AP92].

Storage. For all $v \in V, i \in I$, and $T \in \mathcal{T C}_{\kappa, 2^{i}}$ such that $v \in T$ node $v$ stores $\phi(T, v)$. According to Lemma 3.3.1 and Theorem 3.3.2 above, the total storage of each node is $O\left(\kappa^{2} n^{2 / \kappa} \log D \log ^{2} n\right)$.

Routing. The sender $s$ looks for destination $t$ in the tree Tree $s[i]$ successively for $i=$ $1,2, \ldots,\lceil\log D\rceil$ using the construction in Theorem 3.3.2.

Stretch analysis. From Lemma 3.3.1 for $T \in \mathcal{T C}_{\kappa, \rho}$ we have that the cost $4 \operatorname{rad}(T)+$ $2 \kappa \operatorname{maxE}(T)$ is bounded by $4(2 \kappa-1) \rho+2 \kappa 2 \rho \leq 12 \kappa \rho$. Hence, for any source $s$, integer $i \in I$, the cost of searching for any target $t$ in $\operatorname{Tree}_{s}[i]$ is at most $12 \kappa 2^{i}$.

For the index $j \in I$ such that $2^{j-1}<d(s, t) \leq 2^{j}$ we have $t \in B\left(v, 2^{j}\right) \subseteq \operatorname{Tree}_{v}[j]$ and therefore $t$ will be found in the $j$ th phase. The total cost will be

$$
\sum_{1 \leq i \leq j} 12 \kappa 2^{i} \leq 12 \kappa 2^{j+1}<48 \kappa d(s, t)
$$

Hence, using $\hat{\kappa}=2 \kappa$ instead of $\kappa$ in the above construction, we proved the following.
Theorem 3.3.3. For every weighted graph $G=(V, E, \omega)$ whose normalized diameter is $D$ and integer $\kappa \geq 1$, there is a polynomial time constructible name-independent routing scheme with stretch $O(\kappa)$ and memory $O\left(\kappa^{2} n^{1 / \kappa} \log D \log ^{2} n\right)$.

In the remainder of this section, we provide the construction that proves Theorem 3.3.2 above.

### 3.3.4 Bounded-cost name-independent tree-routing

Consider a set $V$ of $n$ nodes in which every node $u \in V$ has a unique name $n(u) \in\{1, \ldots, n\}$. Let $T=(U, r, E, \omega)$ be a rooted tree with $r \in U \subseteq V$ and $|U|=m$.

Sorting the nodes in $U$ by their unique name $n()$, we denote $U[i]$ as the $i$ th largest node in $U, U[1]=\max _{v \in U}\{n(v)\}$ and for $1<i \leq m$ define $U[i]=\max _{v \in U}\{n(v) \mid n(v)<U[i-1]\}$.

In addition to their given name $n(v)$, we give each node $v \in T$ three more names.
First, we give $v$ its name in the labeled tree-routing of Thorup \& Zwick [TZ01b] and Fraigniaud \& Gavoille [FG01]:

Lemma 3.3.4. [FG01, TZ01b] For every weighted tree $T$ with $n$ nodes there exists a labeled routing scheme that, given any destination label, routes optimally on $T$ from any source to the destination. The storage per node in $T$, the label size, and the header size are $O\left(\log ^{2} n / \log \log n\right)$ bits. Given the information of a node and the label of the destination, routing decisions take constant time.

For a tree $T$ containing a node $v$, we let $\mu(T, v)$ denote the routing information of node $v$ and $\lambda(T, v)$ denote the destination label of $v$ in $T$ as required from Lemma 3.3.4. Thus, the first name we assign with $v$ is $\ell(v)=\lambda(T, v)$.

Secondly, $d(v)$ denotes the depth-first-search (DFS) preorder enumeration of the rooted tree, note that $\{d(u) \mid u \in U\}=\{1, \ldots, m\}$. Finally every node has a name $s(v)$ which will
be defined as a function of its own subtree size relative to its siblings' subtree sizes. In some sense this reflects its rank among its siblings. The formal value of $s(v)$ will be defined later.

In our construction a node whose DFS enumeration is $i$ is responsible to the $i$ th largest node in $U$. Formally, for any $x \in T$ we define its responsibility as

$$
o(x)=U[d(x)] .
$$

Given a target $u$ the idea is first to route to the node $y$ such that $o(y)=n(u)$ and then use labeled tree-routing to reach $u$.

We begin by presenting a simple name-independent scheme in which the storage requirements on any node $v$ is $\widetilde{O}(|\operatorname{child}(v)|+1)$ and the total cost of routing will be at most $4 \operatorname{rad}(T)$.

Storage. Every node $x \in T$ stores the following:

1. Let $y \in T$ be such that $o(x)=n(y)$. Node $x$ stores the tuple $(y, n(y), \ell(y))$.
2. Node $x$ stores $A(x)=\{o(y) \mid y \in \operatorname{child}(x)\}$ together with a map from any $o(y) \in A(x)$ to the corresponding port name port $(x, y)$ to reach the child $y$.
3. $x$ stores $\mu(T, x)$, its tree-routing label as required from Lemma 3.3.4.

Routing. Given a target $u \in U$, first route to the root $r$.

1. On a node $x$
(a) If $o(x)=n(u)$ then use $\ell(u)$ to reach $u$.
(b) If there is no child $y \in \operatorname{child}(x)$ such that $o(y) \leq n(u)$ then report back that $u \notin T$.
(c) Route to the child $y \in \operatorname{child}(x)$ with the maximum $o(y)$ such that $o(y) \leq n(u)$. Set $x:=y$ and goto 1 .

This procedure is similar to the interval routing of [SK85, vLT86]. If the label $\ell(u)$ is found, routing proceeds using the labeled tree-routing scheme of Lemma 3.3.4. In the simple scheme presented above, the cost of reaching root is at most $\operatorname{rad}(T)$, cost of reaching the node storing the required label is bounded by $\operatorname{rad}(T)$ and reaching the target (or reporting an error to the source) requires at most another $2 \operatorname{rad}(T)$. In the fixed port model the storage per node is $\widetilde{O}(|\operatorname{child}(v)|+1)=\widetilde{O}(n)$.

Bounding storage. We proceed to show how, at the cost of adding at most $\kappa$ length- 2 cycles to the routing path, we can reduce the storage of each node to only $\widetilde{O}\left(n^{1 / \kappa}\right)$ bits even in the fixed port model. The idea is to spread the information about $v$ 's children in a directory among $v$ and its children $\operatorname{child}(v)$ in a load balanced manner that will ensure that at most $\kappa$ probes to directories are performed in the whole routing path until the target is found.

CHAPTER 3. NAME-INDEPENDENT ROUTING WITH IMPROVED COMMUNICATION-SPACE TRABIB-OHINEAR COMMUNICATION-SPACE TRADE-OFF

First, for determining $d(v)$ we use a DFS enumeration that always prefers heavy children first (when faced with a choice, it explores a child with the maximum weight among the unexplored children).

Second, for every node $u$, we now define its child name $s(u)$. For any node $v$, we enumerate its children child $(v)$ in their weighted order from large to small using words of the alphabet $\Sigma=\left\{0,1,2, \ldots n^{1 / \kappa}-1\right\}$. Specifically, for any node, given a list of its children sorted by their weight (from large to small), we name each of the first $n^{1 / \kappa}$ nodes in nonincreasing order of their weights by a child name which consists of one digit in $\Sigma$ in increasing order (0), (1), $\ldots,\left(n^{1 / \kappa}-1\right)$. Then we name each of the next $n^{2 / \kappa}$ nodes in order of their weights by a child name in $\Sigma^{2}$ in increasing lexicographic order, $(0,0),(0,1), \ldots,\left(0, n^{1 / \kappa}-\right.$ 1), $(1,0),(1,1), \ldots,\left(1, n^{1 / \kappa}-1\right), \ldots,\left(n^{1 / \kappa}-1,0\right), \ldots,\left(n^{1 / \kappa}-1, n^{1 / \kappa}-1\right)$. We continue this naming process until all nodes in child $(v)$ are exhausted, up to at most a $\kappa$-digit child name in $\Sigma^{\kappa}$.

The central property of our naming is as follows. Let $u$ be a child of $v$ with a child name $s(u)$ consisting of $j>1$ digits. Then $w(u) \leq w(v) / n^{(j-1) / \kappa}$. The reason this property holds is that $v$ must have $n^{(j-1) / \kappa}$ children that are at least as heavy as $u$. Since each one weights at least $w(u)$ their total weight would be larger than $w(v)$, a contradiction.

Storage. For every $x \in T$, we define $S(x)$ as follows:

$$
S(x)=\left\{\begin{array}{cccc}
(0) & (1) & \cdots & \left(n^{1 / \kappa}-1\right) \\
(0,0) & (1,0) & \cdots & \left(n^{1 / \kappa}-1,0\right) \\
\vdots & & & \vdots \\
(0, \underbrace{0, \ldots, 0}_{\kappa-1}) & (1, \underbrace{0, \ldots, 0}_{\kappa-1}) & \cdots & (n^{1 / \kappa}-1, \underbrace{0, \ldots, 0}_{\kappa-1})
\end{array}\right\}
$$

For each child $y$ of $x$ such that $s(y) \in S(x)$, node $x$ stores $o(y)$ and a map from $o(y)$ to the corresponding port name port $(x, y)$ to reach child $y$.

We now define the storage held by $x$ 's children to assist in lookup. Let $y$ be in $\operatorname{child}(x)$ and assume $y$ has a length- $j$ child name, $s(y)$, with with $j-i$ trailing zeros, $s(y)=(a_{1}, \ldots, a_{i}, \underbrace{0, \ldots, 0}_{j-i})$ for some $i \leq j$. We define a subset $S^{\prime}(y)$ of the enumerated set of $v$ 's children as follows:

$$
S^{\prime}(y)=\left\{\begin{array}{ccc}
(a_{1}, \ldots, a_{i}, \underbrace{0, \ldots, 0}_{j-i-1}, 0) & \ldots & (a_{1}, \ldots, a_{i}, \underbrace{0, \ldots, 0}_{j-i-1}, n^{1 / \kappa}-1) \\
(a_{1}, \ldots, a_{i}, \underbrace{0, \ldots, 0}_{j-i-2}, 0,0) & \ldots & (a_{1}, \ldots, a_{i}, \underbrace{0, \ldots, 0}_{j-i-2}, n^{1 / \kappa}-1,0) \\
\vdots & & \vdots \\
(a_{1}, \ldots, a_{i}, \underbrace{0,0, \ldots, 0}_{j-i-1}) & \ldots & (a_{1}, \ldots, a_{i}, n^{1 / \kappa}-1, \underbrace{0, \ldots, 0}_{j-i-1})
\end{array}\right\}
$$

The child node $y$ of $x$ stores the following information. For each $z \in \operatorname{child}(x)$ such that $s(z) \in S^{\prime}(y), y$ stores $o(z)$ and a map from $o(z)$ to the corresponding port name port $(x, z)$ to reach child $z$ from parent $x$.

Intuitively, here is how this directory scheme works. Suppose the current node is $x$ and the target node is $u$. The child-name enumeration of $x$ 's children is consistent with their responsibility enumeration order. That is, let $v$ be the child of $x$ whose sub-tree has responsibility for the value $n(u)$. Denote the child name of $v$ by $s(v)=\left(a_{1}, \ldots, a_{j}\right)$. Then because of our DFS ordering, given any child $y \in \operatorname{child}(x)$ :

- If $s(y)$ has more than $j$ digits then $o(v) \leq n(u)<o(y)$;
- If $s(y)$ has less than $j$ digits then $o(y)<o(v) \leq n(u)$;
- If $s(y)$ has $j$ digits, and according to lexicographical order $s(y)<s(v)$, then $o(y)<$ $o(v) \leq n(u)$;
- If $s(y)$ has $j$ digits, and according to lexicographical order $s(v)<s(y)$, then $o(v) \leq$ $n(u)<o(y)$;

Given a target $u$, node $x$ would like to find the appropriate child $v$ such that $o(v)$ is the maximum value out of all $\{o(y) \leq n(u) \mid y \in \operatorname{child}(x)\}$. Since $x$ does not maintain $o(y)$ of all of its children $y \in \operatorname{child}(x)$, the highest $o()$ value it maintains that is no greater than the target $n(u)$ belongs to the node $y_{1}$ with child name $s\left(y_{1}\right)=(a_{1}, \underbrace{0, \ldots, 0}_{j-1})$. Continuing from $y_{1}$, it too maintains only partial information about $x$ 's children. Here, the highest $o()$ value it maintains that is no greater than the target $n(u)$ belongs to the node $y_{2}$ with child name $s\left(y_{2}\right)=(a_{1}, \underbrace{0, \ldots, 0}_{i}, a_{i+2}, \underbrace{0, \ldots, 0}_{j-i-2})$ where $i \geq 0$ is the number of consecutive zeros that $s(v)$ has starting from its second digit $a_{2}$. And so on. With each such step, we reach a child of $x$ whose child name matches the target's child name $s(v)$ in one more digit at least (and zero's in $v$ 's child name are matched without further steps). After at most $j$ such steps, we reach $v$, and continue to search for $u$ within the sub-tree it roots.

More precisely, the routing algorithm is as follows.

Routing algorithm. Given a target $u \in U$, first route to the root $r$. Then, on any node $x$ there are three cases:

1. if $o(x)=n(u)$ then use $\ell(u)$ to reach $u$.
2. if $x$ is a leaf or if $n(u)<o(y)$ for all $y$ such that $s(y) \in S(x)$, then report back that $u \notin T$.
3. Otherwise, we would like to route to the child $y \in \operatorname{child}(x)$ with the maximum $o(y)$ value out of all $y$ such that $o(y) \leq n(u)$. Since $x$ does not store $o(y)$ for all $y \in \operatorname{child}(x)$ performing this case is done using the following directory algorithm.

## Directory algorithm.

1. Route to the child $y$ with maximum $o(y)$ value out of all $y$ such that $o(y) \leq n(u)$ and $s(y) \in S(x)$.
2. On node $y$,
(a) If $n(u)<o(z)$ for all $z$ such that $s(z) \in S^{\prime}(y)$ then the directory algorithm has reached the required child and the routing algorithm can proceed from node $y$.
(b) Otherwise, route to the sibling $z$ such that $o(z)$ has maximum value out of all $z$ such that $o(z) \leq n(u)$ and $s(z) \in S^{\prime}(y)$.
Set $y:=z$ and goto 2 .

### 3.3.5 Analysis

Lemma 3.3.5. Given a parameter $\kappa$, the name-independent error-reporting tree-routing scheme requires $O\left(\kappa n^{1 / \kappa} \log ^{2} n\right)$ bits of storage per node in the tree.

Proof. Each node $v$ stores $\widetilde{O}(1)$ information for each child $u \in \operatorname{child}(v)$ such that $s(u) \in S(v)$. By definition of $S(v)$, it contains at most $\kappa n^{1 / \kappa}$ members, hence the storage is $\widetilde{O}\left(\kappa n^{1 / \kappa}\right)$. In addition node $v$ maintains information to assist its parent node $p(v)$. This includes $\widetilde{O}(1)$ storage per each member in $S^{\prime}(v)$, which, by definition, also requires $\widetilde{O}\left(\kappa n^{1 / \kappa}\right)$ bits. Finally, each node $v$ stores the routing information $\mu(T, v)$ according to Lemma 3.3.4, requiring $\widetilde{O}(1)$ storage. Thus, the total storage of this scheme is $\widetilde{O}\left(\kappa n^{1 / \kappa}\right)$ items per node, each of $O\left(\log ^{2} n\right)$ bits at most.

Lemma 3.3.6. Given a parameter $\kappa$, the name-independent error-reporting tree-routing scheme routs on paths whose cost is at most

$$
4 \operatorname{rad}(T)+2 \kappa \operatorname{maxE}(T)
$$

until either the destination is reached or the source receives notification that the destination does not exists in the tree

Proof. We now bound the total cost of searching for a target $u$ on a tree $T$. Reaching the root takes at most $\operatorname{rad}(T)$, reaching the node $v$ such that $o(v)=n(u)$ (or getting a negative result) takes $\operatorname{rad}(T)+2 j \operatorname{maxE}(T)$ where $j$ is the number of times the directory service had to probe other children along the path to node $u$. Once node $u$ is reached, routing to $t$ or reporting a negative result back to the source takes at most $2 \operatorname{rad}(T)$.

Therefore, we are left to show that $j \leq \kappa$. The directory structure above guarantees that if appropriate next hop child has a length- $i$ child name then it will reached in at most $i-1$ intermediate queries. Specifically, let $s(y)$ denote a length- $i$ child name of $x$ 's child, whose sub-tree stores information on a target $n(u)$. Given a target name $n(u)$, node $v$ finds $o\left(u_{1}\right)$, the maximum name stored by $v$ that is at most $n(u)$. Then $v$ routes to $u_{1}$, a child with length- $i$ child-name whose first digit is the same as the child covering $n(u)$. Node $u_{1}$ is either the actual child $y$, or it finds $o\left(u_{2}\right)$, the maximum name stored in $u_{1}$ that is at most $n(u)$.

Then $u_{1}$ routes up to $v$ and down to $u_{2}$, which has a length- $i$ child name that matches $s(y)$ in at least the first two digits. This process continues until the correct child $y$ is reached after at most $i-1$ intermediate steps from $v$ to a child and back.

A crucial property maintained by the storage hierarchy is that if $v$ has weight $w(v)$, then a child with a length- $i$ child name with $i>1$ has weight at most $w(v) / n^{(i-1) / \kappa}$. This is due to the weighted sorting: Otherwise the $n^{(i-1) / \kappa}$ children with length $i-1$ child names would each have at least $w(v) / n^{(i-1) / \kappa}$ children, and their total weight would be larger than $w(v)$ which is a contradiction.

Following a path from the root $r$ to the node containing the label takes at most distance $\operatorname{rad}(T)$. Along the path, every node with child name of length $i>1$ may cost additional $i-1$ double-steps from its parent to a child and back to the parent. Since every node with a length$i$ id reduces the weight of the tree by a factor of at least $n^{(i-1) / \kappa}$, there are at most $j \leq \kappa$ such extra double-steps along the whole path. Each double-step costs at most $2 \operatorname{maxE}(T)$. Therefore, the total distance of the path is bounded by $4 \operatorname{rad}(T)+2 \kappa \operatorname{maxE}(T)$.

## Chapter 4

## Name-Independent Routing for Growth Bounded Networks

### 4.1 Introduction

Given a network of processes in which each process has a unique name, a routing scheme is a distributed algorithm in which, given a destination's name, any node can route messages that will eventually reach the destination.

Modeling the network as an undirected weighted graph $G$ there is a well known trade-off between two conflicting parameters of a routing scheme $R S$. The first is the space complexity, the maximum over all nodes of the number of bits of information required by $R S$, we denote this as space $(R S, G)$. The second is the stretch factor denoted by $\operatorname{stretch}(R S, G)$ which is the maximum ratio over all pairs between the cost of the shortest path between the pair denoted $d(s, t)$ and the cost of the path induced by the routing scheme denoted $d_{R S}(s, t)$ for the same source destination pair.

The most studied problem in this context is the universal trade-off between space and stretch. Specifically, let $\mathcal{G}(n)$ denote the set of all connected weighted graphs on $n$ nodes, then for any routing scheme $R S$, let space $(R S, n)=\max _{G \in \mathcal{G}(n)} \operatorname{space}(R S, G)$ and $\operatorname{stretch}(R S, n)=$ $\max _{G \in \mathcal{G}(n)} \operatorname{stretch}(R S, G)$. The universal trade-off problem for a parameter $k \geq 1$ is to find a polynomial scheme $R S$ that as a function of $n$, minimizes $\operatorname{stretch}(R S, n)$ given the restriction that $\operatorname{space}(R S, n)=O\left(n^{1 / k}\right)$.

The lower bounds [PU89, GG01, TZ01b] for universal compact routing schemes come from graphs with many edges and high girth. These bounds show that there exist high girth $n$-node graphs in which any scheme that wants to achieve stretch less than $2 k+1$ must require some node to store $\Omega\left(n^{1 / k}\right)$ bits of routing information. These high girth graphs seem very far from a typical real life connected system. To the contrary, most Internet networks tend to have multiple relatively short paths from any source destination pair. Looking at asymptotic behavior on the size of the network, worst case analysis over all the input space is one of the most studied questions in theoretical computer science. However it may be that for a given
network or for a large family of networks there are polynomial time constructible schemes that have much better trade-offs than that of a universal scheme on the same network.

There are two variants on the assumptions of node names: labeled and name-independent. In the labeled model [Cow99, TZ01b, TZ01a, EGP03] the designer of the routing scheme is allowed to give each node a poly-logarithmic label. This name is then used in order to route to the destination. In the name-independent model, the names of nodes are independent of the routing scheme. For brevity's sake, assume names are unique indexes from $\{1, \ldots, n\}$. Nameindependent schemes [ABNLP89, ABNLP90, AP90, AP92, ACL ${ }^{+}$03, $\mathrm{AGM}^{+} 04 \mathrm{~b}$, AGM04a] are inherently harder than labeled schemes. Informally, before routing on a low stretch path one needs some low stretch directory service to learn where the destination is located.

The name-independent model is suitable when node names are required to have some specific value that is not related to the routing scheme. For example if nodes participate in a forming a Distributed Hash Table (DHT), their names should be arbitrary points in a unit segment; and in a mobile setting nodes may need persistent names in order to be consistently identified independently of their current location. Generally, name-independent schemes allow the network designer to label nodes with names that do not necessarily need to change every time the topology changes.

### 4.1.1 Problem definition

In this chapter we study the space-stretch trade-off for name-independent routing schemes on growth-bounded graphs.

Let $G=(V, E, \omega)$ be an undirected weighted graph. For any $u, v \in V$ let $d(u, v)$ denote the cost of a minimum cost path between $u$ and $v$, where the cost of a path is the sum of the weight of its edges. For any $v \in V, r \in \mathbb{R}^{+}$define $N(v, r)=\{u \mid d(u, v) \leq r\}$.

Definition 4.1.1. For a real number $\Delta>0$, an undirected weighted graph $G$ is $\Delta$ growthbounded if for all $v \in V$ and $r \in \mathbb{R}^{+}$, if $|N(v, r)|>1$ then $|N(v, 2 r)| \leq \Delta|N(v, r)|$.

This definition captures the growth dimensionality of a network. Define that $G$ has growth dimension $s$ iff $G$ is $2^{s}$ growth-bounded.

In this chapter we study the problem of achieving the minimum stretch over all growthbounded networks. Let $\mathcal{G}(n, \Delta)$ be the set of all $n$-node undirected weighted graphs $G$ that are $\Delta$ growth-bounded. The goal is to find a routing scheme $R S$ that minimizes $\operatorname{stretch}(R S, n, \Delta)=\max _{G \in \mathcal{G}(n, \Delta)} \operatorname{stretch}(R S, G)$ given a bound on $\operatorname{space}(R S, n, \Delta)=$ $\max _{G \in \mathcal{G}(n, \Delta)} \operatorname{space}(R S, G)$.

### 4.1.2 Our results

In this chapter we present a polynomial time constructible name-independent routing scheme with stretch $1+\epsilon$ that requires with high probability only a poly-logarithmic number of bits
of routing information per node, for any $n$-node $\Delta$ growth-bounded network. This result is in sharp contrast to the universal space stretch lower bounds [PU89, GG01, TZ01b].

Theorem 4.1.2 (Main). For any $\epsilon>0$, $n$, and $\Delta$ there exists a polynomial time constructible name-independent routing scheme with $\operatorname{stretch}(R S, n, \Delta) \leq 1+\epsilon$ and $\operatorname{space}(R S, n, \Delta)=$ $O\left(\frac{1}{\epsilon}^{O(\log \Delta)} \log ^{5} n\right)$ with high probability.

### 4.1.3 Related work

A less restrictive model is one in which a metric space is given and the designer is required to construct both a low degree overlay network and an accompanying routing scheme. Compared to routing schemes on graphs, the advantage is that the overlay can connect between any nodes that the designer desires. Plaxton, Rajaraman and Richa [PRR97] give an object location scheme ${ }^{1}$ for metric spaces that are growth-bounded and shrink-bounded (exists constants $\delta, \Delta$ such that $\left.\delta \leq \frac{N(u, 2 r)}{N(u, r)} \leq \Delta\right)$. For such metrics they give a randomized solution in which the expected stretch is constant and the overlay degree is logarithmic and hence the memory requirement is poly-logarithmic per node. This scheme was later adapted to dynamic settings by Hildrum et al. [HKRZ02, HKMR04]. Using a distributed node emulation technique, Abraham et al. [AMD04] show how to reduce the stretch to $1+\epsilon$ while achieving expected logarithmic degree and requiring only a growth-bound on the metric space. A method that does object location for more realistic networks was given by Hildrum et al. [HKK04]. Indeed our construction has roots in the PRR object location overlay [PRR97, AMD04], while extending the treatment from metric spaces to graphs.

On graphs, the universal space-stretch trade-off has been extensively studied under various models and extensions. We refer the reader to Peleg's book [Pel00] and to the surveys of Gavoille and Peleg [Gav01, GP03] for background.

Trees are another family of graphs that is well studied. Labeled routing on a trees is explored in [FG01, TZ01b], achieving stretch 1 with $O\left(\log ^{2} n / \log \log n\right)$ bits for local tables and for headers, and this is tight [FG02]. Laing [Lai03] presents a routing scheme on trees with arbitrary names that obtains stretch $2^{k}-1$ with $\widetilde{O}\left(n^{1 / k}\right)$ bit routing tables. With the same bit complexity the author gives a single-source routing scheme with stretch $2 k-1$.

Iwama and Okita study compact routing schemes on flat and almost-flat networks [IO03]. We note that flat networks are growth-bounded so our result is applicable to their model.

Recently there have been several efforts to devise labeled routing schemes and distance labels for graphs whose induced metric space has constant doubling dimension. A metric space is said to have doubling dimension $\delta$ if any ball with radius $2 r$ can be covered by at most $2^{\delta}$ balls of radius $r$. Informally the doubling dimension indicates how far the metric is from having a uniform sub-metric. It is well known (see [GKL03]) that any metric with constant growth-bound has constant doubling dimension and that the opposite need not

[^1]be true. Hence a constant growth-bound is a strictly more restrictive requirement than a constant doubling dimension. However for doubling metrics only labeled routing schemes are known.

Given an $n$-node network with diameter $D$ whose induced metric space has a constant doubling dimension $\delta$, for any constant $\epsilon>0$ let $K=\frac{1}{\epsilon}^{O(\delta)}$. The following results were obtained for stretch $1+\epsilon$ distance labels: Gupta et al. [GKL03] $O(K \log n \log D)$, Talwar [Tal04a] $O\left(K \log ^{2} D\right)$, Chan et al. [CGMZ05] $O(K \log n \log D)$, Slivkins [Sli05a] $O\left(K \log ^{2} n(\log n+\log \log D)\right.$, Har-Peled, Mendel [HPM05] $O(K \log n(\log n+\log \log D)$, Slivkins [Sli05b] $O(K \log n \log \log D)$. Papers [Tal04a, CGMZ05, Sli05a, Sli05b] also give labeled routing schemes based on their distance oracles.

The line of works above focuses on labeled schemes and obtains stretch $1+\epsilon$ for any fixed $\epsilon>0$. Recently, Abraham et al. [AGM05] prove that any name-independent routing scheme on networks with doubling dimension $\delta$ must have stretch at least $3-\epsilon$ if less than $\Omega(\delta n)$ bits are used. This lower bound implies that the stretch $1+\epsilon$ schemes mentioned above cannot be extended with the same stretch factor to name-independent schemes on networks with constant doubling dimension. This leaves open the question of achieving stretch $1+\epsilon$ name-independent routing on other constrained families of graphs, which our works addresses.

### 4.2 Overview

In this section, we give an informal overview of the scheme.
Nodes are assigned virtual $B$-ary identifiers uniformly at random. The base $B=\left\lceil\Delta^{2}\right\rceil$ is determined by the growth-bound. For each level $\ell \in\left\{1, \ldots, \log _{B} n\right\}$, each node is assigned $O(\log n)$ identifiers of length $\ell$. Each node defines a self-centric partition of the set of nodes, with gradually increasing vicinities around itself, each one containing $B$ times as many nodes as the former. We denote the vicinity of node $v$ containing $B^{i}$ nodes by $A(v, i)$, and its diameter by $a(v, i)$.

Given a $B$-ary identifier $x$ of length $\ell, A(v, \ell)$ is expected to contain $\Theta(\log n)$ nodes whose level $\ell$ identifiers equal $x$.

First, we construct a stretch $1+\epsilon$ labeled routing scheme using zero assisted routing. Call a node whose identifier is $0^{\ell}$ a level- $\ell$ zero node. For each node, its label contains the names of the $\Theta(\log n)$ zero nodes closest to it, one from each level. Each node stores labeled tree-routing routing information on trees rooted at zero nodes in its vicinity. Specifically, it stores routing tables for all level- $i$ zero nodes within $A(v, i+\alpha+2)$, where $\alpha=O(\log 1 / \epsilon)$. The expected amount of storage is $\widetilde{O}\left(2^{\alpha}\right)$.

Consider two nodes $u$ and $v$ whose distance is $d \approx a(v, i) * 2^{\alpha}$. Because $A(v, i)$ contains with high probability a level- $i$ zero node, then $v$ has a level- $i$ zero node $z_{i}$ "close-by", namely within distance $\epsilon d$. The main property we obtain from the growth-bound, is the following. Blowing up the radius of $A(v, i)$ by a factor of $2^{\alpha}$ results in a vicinity that contains $u$ on
the one hand, and on the other hand, contains at most a factor $\Delta^{\alpha}$ nodes over $A(v, i)$. Consequently, we prove in Lemma 4.3.2 below that $A(u, i+\alpha+2)$ contains $A(v, i)$, and hence, contains $z_{i}$. Therefore, all nodes from $z_{i}$ towards $u$, including $u$, store the tree routing information of $z_{i}$ 's tree. Hence, given $u$ 's label, $v$ can route to $u$ over $z_{i}$ 's tree, paying $\epsilon d$ extra distance.

Second, when $v$ routes to $u$, we need to store $u$ 's label so that $v$ can find it within $\approx \epsilon d$ distance. This is done by storing $u$ 's label at all nodes with matching level $-i$ identifiers to the length $i$ prefix of $u$ within $A(u, i+\alpha+2)$. Once again, the storage inflicted by this on any node is bound by $\widetilde{O}\left(2^{\alpha}\right)$.

The strategy for finding $u$ 's label is to perform iterative routing by fixing one-bit at a time; this is called prefix routing. Within $A(v, i), v$ can find a node $x_{i}$ that "fixes" $i$ bits in $u$ 's name. As above, due to the growth-bound, $x_{i}$ is within $A(u, i+\alpha+2)$, hence it stores $u$ 's label, and we are done.

### 4.3 Preliminaries

Virtual Identifiers and Vicinities. Our construction makes heavy use of virtual node identifiers, which are drawn at random from certain alphabets. We now introduce the relevant definitions concerning alphabets, identifiers and vicinities.

Given a $\Delta$ growth-bounded network we set $B$, the size of the alphabet, to $B=\left\lceil\Delta^{2}\right\rceil$. Denote the alphabet $\Sigma=\{0,1, \ldots, B-1\}$. Given a letter $b \in \Sigma$ denote $b^{i}$ as the word $b, \ldots, b \in \Sigma^{i}$ and given a word $w=w_{1}, \ldots, w_{i} \in \Sigma^{i}$ and letter $b \in \Sigma$ denote $w \| b$ as the word $w_{1}, \ldots, w_{i}, b \in \Sigma^{i+1}$.

In our scheme, identifers will be chosen in various lengths. Denote by $M$ the maximal length, such that $M=\left\lceil\log _{B} n\right\rceil$. Denote the lengths set by $L=\{1,2, \ldots, M\}$. We frequently refer to a length $\ell$ as level $\ell$.

Definition 4.3.1 ( $\ell$ th vicinity around $v$ ). For all $v \in V, \ell \in L$ denote $A(v, \ell)$ as the $B^{\ell}$ closest nodes to $v$ with ties broken by the node identifiers. Let $a(v, \ell)$ be the radius of the ball $A(v, \ell)=N(v, a(v, \ell))$.

The important properties of vicinities, derived from the growth-bound assumption, are stated in the following lemma. Parts (i)-(iii) of this lemma borrow from [AMD04], though the definitions of vicinities there are slightly different.

Lemma 4.3.2. Let $x$ and $y$ be any two nodes, for any $i$ such that $y \in A(x, i)$ :
(i) $A(x, i) \subseteq A(y, i+1)$.
(ii) $A(y, i) \subseteq A(x, i+1)$.
(iii) $a(x, i+1) \geq 4 a(x, i)$.
(iv) $a(y, i) \leq 2 a(x, i)$,

Proof. Let $r=a(x, i)$ denote the radius of $A(x, i)$. Since $y \in A(x, i)$ then (see Figure 4.1 )

$$
N(x, r) \subseteq N(y, 2 r) \subseteq N(x, 3 r)
$$

From the growth-bounded assumption we can bound the number of nodes in $N(x, 3 r)$ using $|N(x, r)|$ as follows: $|N(x, 3 r)| \leq \Delta^{2}|N(x, r)|=\Delta^{2}|A(x, i)|=\Delta^{2} B^{i} \leq B^{i+1}$.

For (i), $N(x, 3 r) \subseteq A(x, i+1)$, and so by node count, $A(y, i+1)$, the ball around $y$ with $B^{i+1}$ nodes, must contain $N(y, 2 r)$ and so must contain $A(x, i)$. For (ii), $A(y, i) \subseteq N(y, 2 r) \subseteq$ $N(x, 3 r) \subseteq A(x, i+1)$.

For (iii), $|N(x, 4 r)| \leq \Delta^{2}|N(x, r)| \leq B^{i+1}$, so $A(x, i+1) \supseteq N(x, 4 r)$.
Finally, for (iv), $N(y, 2 r) \supseteq A(x, i)$, so $A(y, i) \not \supset N(y, 2 r)$. Hence, $a(y, i) \leq 2 r$.


Figure 4.1: The circles $N(x, r), N(y, 2 r)$, and $N(x, 3 r)$

We will select virtual identifiers with certain redundancy. To this end, set $\rho>2$ as a confidence parameter, and let $R$ denote a replication factor $R=\lceil\rho \ln n\rceil$. Let $K$ denote the replication set $K=\{0,1, \ldots, R\}$

Finally, let $\alpha=\alpha(\epsilon)$ be a constant parameter of the construction which will be determined below (See Eqn. 4.1 in Section 4.5).

### 4.4 The Scheme

### 4.4.1 Identifiers and the zero-sets.

Every node chooses $R \cdot M=O\left(\log ^{2} n\right)$ identifiers in the following manner. For every level $\ell$ in $L$ a node chooses $R$ length $\ell$ random words.

Definition 4.4.1 (The identifiers). $\forall v \in V, \ell \in L, k \in K$ let $I(v, \ell, k)$ denote a random variable chosen independently and uniformly out of $\Sigma^{\ell}$.

For an identifier $w$ let $C(w)$ denote the nodes that have chosen $w$.
Definition 4.4.2 (The prefix set). $\forall \ell \in L, w \in \Sigma^{\ell}$ denote $C(w)=\{u \mid(\exists k \in K) I(u, \ell, k)=$ $w\}$.

Specifically, nodes that have an all zero identifer will be part of the zero set. Every node records the closest zero nodes as its zero link.

Definition 4.4.3 (The zeros). For all $\ell \in L$ define $Z(\ell)=C\left(\{0\}^{\ell}\right)$.
Definition 4.4.4 (The zero link). For all $v \in V, \ell \in L$ define $z(v, \ell)$ as the node closest to $v$ in the set $Z(\ell)$.

There are two key properties relating the random virtual identifier selection and vicinities. One bounds the density of an identifier within a vicinity from below; the other from above. Both are stated in the following lemma.

Lemma 4.4.5. Let $w \in \Sigma^{\ell}$ be any specific identifier. Then for all $v \in V$ and $j \geq \ell$ we have $|C(w) \cap A(v, j)| \in\left(\frac{1}{2} R B^{(j-\ell)}, 2 R B^{(j-\ell)}\right)$ w.h.p.

Proof. The expected value of $|C(w) \cap A(v, j)|$ is $R B^{j} B^{-\ell}=R B^{j-\ell}$. Using standard Chernoff bounds we get

$$
\begin{aligned}
\operatorname{Pr}[|C(w) \cap A(v, j)| & \left.\in\left(\frac{1}{2} R B^{j-\ell}, 2 R B^{j-\ell}\right)\right] \geq \\
& 1-2 e^{\frac{1}{8} R B^{j-\ell}} \geq 1-\frac{2}{n^{(\rho / 8)}}
\end{aligned}
$$

and the lemma follows by choosing a large enough $\rho$.

### 4.4.2 Zero-Assisted Routing

Routing on the graph is done via the assistance of the zero nodes. This is done by utilizing labeled-tree routing on partial trees. More specifically, we repeatedly make use of the single source labeled routing scheme stated in the following lemma.

Lemma 4.4.6. [FG01, TZ01b] For every weighted tree $T$ with $n$ nodes there exists a labeled routing scheme that, given any destination label, routes optimally on $T$ from any source to the destination. The storage per node in T, the label size, and the header size are $O\left(\log ^{2} n / \log \log n\right)$ bits. Given the information of a node and the label of the destination, routing decisions take constant time.

For a tree $T$ containing a node $v$, we let $\mu(T, v)$ denote the routing information of node $v$ and $\lambda(T, v)$ denote the destination label of $v$ in $T$ as required from Lemma 3.3.4.

Denote all the zeroes as $\mathcal{Z}=\bigcup_{\ell \in L} Z(\ell)$. For any $z \in \mathcal{Z}$ let $T(z)$ denote a minimum cost path tree rooted at $z$.

The key element we use in forming graph routing is the following. Let us have a node $v$ and another node $u$ such that $u$ is in the $(i+\alpha+2)$ 'th vicinity of $v$, i.e., $u \in A(v, i+\alpha+2)$. We want to make use of a zero-node $z_{i}$ in order to route from $u$ to $v$. In order to provide this, every node $x$ on the path from $z_{i}$ to $v$ needs to maintain $\mu\left(T\left(z_{i}\right), x\right)$; and every node $x$ on the path from $u$ to $z_{i}$ must also maintain $\mu\left(T\left(z_{i}\right), x\right)$, and thus, given $\lambda\left(T\left(z_{i}\right), v\right)$, we can route from $u$ to $v$. The following lemma states that these provisions are satisfied if every node maintains tree routing information on zeroes in its $A(*, i+\alpha+4)$ vicinity:

Storage 4.4.7. For every $i \in M$, let each node $v \in V$ maintain $\mu\left(T\left(z_{i}\right), v\right)$ for every $z_{i} \in Z(i) \cap A(v, i+\alpha+4)$.

We have obtained the following.
Lemma 4.4.8. Let $v \in V$ be a node and $u \in A(v, i+\alpha+2)$. Then for every zero node $z \in A(u, i+\alpha+2)$, where $z \in Z(\ell)$ for any $i \leq \ell \leq M$, given the label $\lambda(T(z), v)$, node $u$ can route to $v$ with route length at most $d(v, u)+2 a(u, \ell)$ w.h.p.

Proof. For every node $w$ on a shortest path from $u$ to $z$, we have $z \in A(w, i+\alpha+2) \subseteq$ $A(w, \ell+\alpha+2)$ because $z \in A(u, i+\alpha+2)$. Therefore, $w$ maintains $\mu(T(z), w)$.

Now, by Lemma 4.3.2(ii), we have that $z \in A(u, i+\alpha+2) \subseteq A(v, i+\alpha+3)$. Therefore, every node $w$ on any shortest path from $v$ to $z$ also has $w \in A(v, i+\alpha+3)$. Applying Lemma 4.3.2(i), we obtain $z \in A(v, i+\alpha+3) \subseteq A(w, i+\alpha+4)$. Therefore, $w$ maintains $\mu(T(z), w)$.

Together, we have that all nodes $w$ on the path from $v$ to $u$ over $T(z)$ maintain $\mu(T(z), w)$. We obtain that given the label $\lambda(T(z), v)$, node $u$ can route to $v$ over $T(z)$.

By Lemma 4.4.5, $z \in A(u, \ell)$ w.h.p. Hence, the length of the routing path is at most $d(u, z)+d(z, v) \leq d(u, z)+d(u, z)+d(v, u) \leq d(v, u)+2 a(u, \ell)$, as required.

### 4.4.3 Prefix routing

In order to perform prefix routing every node with identifier $w$ stores the closest node that contains an identifier that extends $w$ by one bit.

Definition 4.4.9 (The neighbor link). For all $v \in V, \ell \in L, k \in K, b \in \Sigma \operatorname{define} n(v, \ell, k, b)$ as the node closest to $v$ in the set $C(I(v, \ell, k) \| b)$.

By Lemma 4.4.5 above, we have that neighbor links that fix the $\ell$ th bit are in $A(v, \ell)$.
Lemma 4.4.10. For all $v \in V, \ell \in L, k \in K, b \in \Sigma$, w.h.p. $n(v, \ell, k, b) \in A(v, \ell)$.
Proof. This follows immediately from Lemma 4.4.5.
Every node stores an appropriate tree-label for every neighbor:
Storage 4.4.11. For all $\ell \in L, k \in K, b \in \Sigma$, let $u=n(v, \ell, k, b)$ be the appropriate neighbor. Node $v$ stores $z(v, \ell), \lambda(T(z(v, \ell)), u)$ (for prefix routing to the neighbor link).

Together with the zero-assisted routing construction above, we get that a node $v$ can route to its level- $i$ neighbor via a route of distance proportional to $a(v, i)$ :

Lemma 4.4.12. Let $v \in V$ be a node, $u=n(v, i, k, b)$ a level- $i$ neighbor. Then $v$ can route to $u$ with route length at most $3 a(v, i)$ w.h.p.

Proof. By Lemma 4.4.10, w.h.p. $u \in A(v, i)$. Using Lemma 4.3.2(i), we have $v \in A(v, i) \subseteq$ $A(u, i+1)$. Applying Lemma 4.4.8, we obtain that $v$ can route to $u$ with route length at most $d(v, u)+2 a(v, i) \leq 3 a(v, i)$.

### 4.4.4 The Directory

The final component of our construction is a directory of node labels, that guarantees routing with $(1+\epsilon)$ bounded stretch.

In order to disperse directory entries such that they can be found, we use a hash function $h: V \rightarrow \Sigma^{M}$ that is $e^{2} R B^{\alpha+3}$-wise independent. Carter and Wegman [CW79] show how to build such a function and represent it with $O\left(e^{2} R B^{\alpha+3} \log n\right)=O\left(\log ^{2} n\right)$ bits. Now for all $v \in V$ denote $h(v)=h(v)_{1}, \ldots, h(v)_{M}$. For all $\ell \in L$ denote the subsequence $h(v, \ell)=h(v)_{1}, \ldots, h(v)_{\ell}$. The following defines the set of nodes that implement the directory for a node $v$; these are vicinity nodes that have an identifier that coincides with $h(v, i)$.

Definition 4.4.13 (The directory set). Let $v$ be a node. For every $i \in L$, the level-i directory set $D(v, i)$ is defined as $D(v, i)=A(v, i+\alpha+2) \cap C(h(v, i))$.

Storage 4.4.14. For any node $v$, and every level $i \in L$, we store a reference of the form $v \longrightarrow\langle z(v, i), \lambda(T(z(v, i)), v)\rangle$ at all the nodes in the directory set $D(v, i)$.

Lemma 4.4.15. With high probability, the directory storage requires at most $e^{2} M R^{2} B^{\alpha+3} \log ^{2} n$ bits of storage per node.

Proof. Fix a node $u \in V$. We want to count the nodes $v$ for which $u$ stores a reference, i.e., for which there exists $i \in L, u \in D(v, i)$.

For every $\ell \in L, k \in K$ define $X(u, \ell, k)=\{v \mid I(u, \ell, k)=h(v, \ell)$ and $v \in A(u, \ell+\alpha+3)\}$. Define $X(u)=\bigcup_{\ell \in L, k \in K} X(u, \ell, k)$. The relationship of $X$ to directory storage is as follows. If $u \in D(v, i)$ for some $i \in L$, then there exists $k \in K$ for which $I(u, i, k)=h(v, i)$, and furthermore, $u \in A(v, i+\alpha+2)$. By Lemma 4.3.2(ii), $v \in A(u, i+\alpha+3)$. Hence, if $u \in D(v, i)$ then $v \in X(u)$ (though note that the converse need not be true). Our strategy is to bound the size of $X(u)$, and thereby bound $u$ 's storage requirements from the above.

The probability that $|X(u, \ell, k)| \geq e^{2} R B^{\alpha+3}$ is less than the probability that there exists a set of $e^{2} R B^{\alpha+3}$ identifiers in $A(u, \ell+\alpha+3)$ such that all these identifiers equal $I(u, \ell, k)$.

$$
\begin{array}{r}
\operatorname{Pr}\left[|X(u, \ell, k)| \geq e^{2} R B^{\alpha+3}\right] \leq\binom{ R B^{\ell+\alpha+3}}{e^{2} R B^{\alpha+3}}\left(B^{-\ell}\right)^{e^{2} R B^{\alpha+3}} \\
\leq\left(R B^{\ell+\alpha+3}\right)^{e^{2} R B^{\alpha+3}} \frac{1}{\left(e^{2} R B^{\alpha+3}\right)!}\left(B^{-\ell}\right)^{e^{2} R B^{\alpha+3}} \\
\leq\left(R B^{\alpha+3}\right)^{e^{2} R B^{\alpha+3}}\left(\frac{e}{e^{2} R B^{\alpha+3}}\right)^{e^{2} R B^{\alpha+3}} \\
\leq(1 / e)^{R B^{\alpha+3}} \\
\leq n^{-\rho}
\end{array}
$$

Note that this argument only requires a $e^{2} R B^{\alpha+3}=O\left(\log ^{2} n\right)$-wise independent hash function. Hence by union bound $\operatorname{Pr}\left[|X(u)| \leq e^{2} M R^{2} B^{\alpha+3}\right] \geq 1-R M n^{-\rho} \geq 1-$ $n^{1-\rho}$. Finally, each element in the directory storage requires $O\left(\log ^{2} n\right)$ space, totalling $O\left(e^{2} M R^{2} B^{\alpha+3} \log ^{2} n\right)$ storage bits.

When routing toward $v$, we use $h(v)$ as a target for bit-fixing. Let the sequence of nodes visited by fixing the bits of $h(v)$ be $s=x_{0}, x_{1}, x_{2}, \ldots$ When the distance from $x_{i}$ to $v$ is at most $a(v, i+\alpha+2)$, a directory reference is guaranteed to be found. And since $x_{i} \in A(v, i+\alpha+2)$, by Lemma 4.4.8 we get that $x_{i}$ can route to $v$ given $\lambda(T(z(v, i)), v)$. This is stated in the following lemma.

Lemma 4.4.16. Let $v \in V$ be a node. Then for any node $u$, such that $u \in A(v, i+\alpha+2)$ and $\exists k: I(u, i, k)=h(v, i)$, $u$ can route to $v$ with route length at most $d(v, u)+2 a(u, i)$.

Proof. By construction, we have that $u$ is a level $i$ directory node for $v$, i.e., $u \in D(v, i)$. Therefore, $u$ maintains a directory reference on $v$. The fact that $u$ can route to $v$ with the specified route length then follows directly from Lemma 4.4.8, since $u \in A(v, i+\alpha+2)$.

### 4.4.5 The Routing Algorithm

Assume the source is $s \in V$ and the target is $t \in V$. Set $i=0$ and $x_{0}=s$. Routing has two stages.

Phase 1: (Prefix routing) If $x_{i}$ does not contain a pointer $t \rightarrow u$ then let $k, b$ be such that $I\left(x_{i}, i, k\right) \| b=h(t, i+1)$. Let the neighbor information corresponding to $n\left(x_{i}, i, k, b\right)$ at $x_{i}$ be $z_{i}, \lambda_{i}$, route on $T\left(z_{i}\right)$ to $\lambda_{i}$. Set $x_{i+1}=n\left(x_{i}, i, k, b\right), i=i+1$ and repeat Phase 1.

Phase 2: (Directory routing) Once $x_{i}$ contains a pointer $t \rightarrow\langle z, \lambda\rangle$ then on tree $T(z)$ use label $\lambda$ to route to $t$.

### 4.4.6 Correctness

Lemma 4.4.17. From any starting node $s \in V$, given any node $t \in V$, the routing algorithm finds $t$ within a finite number of steps.

Proof. During the first phase, every bit-fixing step succeeds according to Lemma 4.4.12. Let $\ell \in L$ be a level such that $B^{(\ell+\alpha+2)} \geq n$. At the latest, when the first phase has made $\ell$ steps, it must find a reference to $t$. This holds since it reaches a node $x_{\ell}$ that satisfies $x_{\ell} \in A(t, \ell+\alpha+2) \cap C(h(t, \ell)) \Longrightarrow x_{\ell} \in D(t, \ell)$. Once a reference to the target $t$ is found, Phase 2 succeeds by Lemma 4.4.16.

### 4.5 Stretch Analysis

Throughout the analysis below, we denote the source node by $s$, the target node by $t$. The series of neighbor-steps during Phase 1 are denoted $s=x_{0}, x_{1}, x_{2}, \ldots, x_{i}$. Phase 2 starts at $x_{i}$ and ends at $t$.

Lemma 4.5.1. For all $s \in V, 1 \leq i \in L$, during Phase 1 of routing, $x_{i} \subseteq A(s, i+1)$.
Proof. By induction on $i$. For $i=1$ we have $s=x_{0}$, and by Lemma 4.4.10, the neighbor satisfies $x_{1}=n(s, 1, k, b) \in A(s, 1)$. Also, clearly $A(s, 1) \subseteq A(s, 2)$.

Assume by induction that $x_{i-1} \in A(s, i)$. By Lemma 4.3.2(ii), $A(s, i+1) \supseteq A\left(x_{i-1}, i\right)$. By Lemma 4.4.10, $x_{i} \in A\left(x_{i-1}, i\right)$, and hence, $x_{i} \in A(s, i+1)$.

Lemma 4.5.2. The total distance of the path from $s=x_{0}$ to $x_{i}$ is at most $2 a(s, i+1)$.
Proof. By Lemma 4.5.1 for every $1 \leq j \leq i, x_{j} \in A(s, j+1)$. Applying Lemma 4.3.2(iv), $a\left(x_{j}, j+1\right) \leq 2 a(s, j+1)$. By Lemma 4.4.12, the neighbor-routing from $x_{j}$ to $x_{j+1}$ has length at most $3 a\left(x_{j}, j+1\right)$. Putting the above together, the route from $x_{j}$ to $x_{j+1}$ is bounded by $6 a(s, j+1)$.

By Lemma 4.3.2(iii), $a(s, j+1) \leq 4^{-(i-j)} a(s, i+1)$. Hence, the total distance of the path from $x_{0}$ through $x_{i}$ is at most

$$
\sum_{j=0}^{i-1} 6 a(s, j+1) \leq 6 a(s, i+1) \sum_{j=0}^{i-1} 4^{-(i-j)} \leq \frac{6}{4-1} a(s, i+1)
$$

Lemma 4.5.3. Let $j$ be the first index such that $s \in A(t, j+\alpha+2)$ then $i \leq j$.
Proof. From Lemma 4.5.1, $x_{j} \in A(s, j+1)$. Applying Lemma 4.3.2(ii) on $s \in A(t, j+\alpha+1)$ gives $A(s, j+\alpha+1) \subseteq A(t, j+\alpha+2)$. Combining the above $x_{j} \in A(s, j+\alpha+1) \subseteq A(t, j+\alpha+2)$. Also, by the routing algorithm, $x_{j} \in C(h(t, j))$. Therefore, $x_{j} \in D(t, j)$, and $x_{j}$ must contain a reference to $t$.

Theorem 4.5.4. The stretch of the path from s to $t$ is $1+\epsilon$.
Proof. First, if $s \in A(t, \alpha+1)$, then by definition, $j \in D(t, 0)$ and hence stores a directory reference to $t$. In this case, Phase 1 is degenerate, and we move directly to Phase 2. Since $z(t, 0)=t$, the reference at $s$ on $t$ is of the form $t \longrightarrow t, \lambda(T(t), t)$, and routing is along the shortest path from $s$ to $t$.

Otherwise, as in Lemma 4.5.3 above, let $j$ be the first index such that $s \in A(t, j+\alpha+2)$. The first phase of the route is the path from $s=x_{0}$ to $x_{j}$. We now make use of the assumption that $s \notin A(t, j+\alpha+1)$, so $d(s, t) \geq a(t, j+\alpha+1)$. By node count, since $A(t, j+\alpha+1) \not \subset A(s, j+\alpha+1)$, we obtain $a(s, j+\alpha+1) \leq d(s, t)+a(t, j+\alpha+1) \leq 2 d(s, t)$. This, we note by Lemma 4.3.2(iii) implies $a(s, j+1) \leq 2 \cdot 4^{-\alpha} d(s, t)$.

With Lemma 4.5.3, we obtain that the route length from $s$ to $x_{j}$ is bounded by

$$
2 a(s, j+1) \leq 4 \cdot 4^{-\alpha} d(s, t)
$$

The second phase is the traversal from $x_{j}$ to $t$. With Lemma 4.4.16, its length is bounded by $d\left(x_{j}, t\right)+2 a\left(x_{j}, j\right)$. Here, we use from Lemma 4.5.1 the fact that $x_{j} \in A(s, j+1)$. With the triangle inequality, we have $d\left(x_{j}, t\right) \leq d\left(x_{j}, s\right)+d(s, t) \leq a(s, j+1)+d(s, t)$. For $a\left(x_{j}, j\right)$, we use Lemma 4.3.2(iv) to obtain $a\left(x_{j}, j\right) \leq 2 a(s, j+1)$. Putting all of the above together, the length of the route from $x_{j}$ to $t$ is bounded by

$$
\begin{aligned}
& d\left(x_{j}, t\right)+2 a\left(x_{j}, j\right) \\
& \quad \leq a(s, j+1)+d(s, t)+4 a(s, j+1) \\
& \quad \leq d(s, t)+10 \cdot 4^{-\alpha} d(s, t)
\end{aligned}
$$

The resulting total stretch is $1+14 \cdot 4^{-\alpha}$, and the theorem is proven by choosing

$$
\begin{equation*}
\alpha=\log _{4} \frac{14}{\epsilon}=O\left(\log \left(\frac{1}{\epsilon}\right)\right) . \tag{4.1}
\end{equation*}
$$

### 4.6 Space Analysis

For all $v \in V$ node $v$ stores the following:

1. For all $i \in L, z \in Z(i) \cap A(v, i+\alpha+4)$ store $\mu(T(z), v)$ (for zero-assisted routing).
2. For all $i \in L, k \in K, b \in \Sigma$, and for $u=n(v, i, k, b)$, store $z(v, i), \lambda(T(z(v, i)), u)$ (for prefix routing to the neighbor link).
3. For all $i \in I$ store $v \longrightarrow\langle z(u, i), \lambda(T(z(u, i)), v)\rangle$ at all the nodes $u$ in the directory set $D(v, i)$ (for finding $v$ ).

Theorem 4.6.1. With high probability, the network storage requires at most $O\left(\frac{1}{\epsilon}^{O(\log \Delta)} \log ^{5} n\right)$ bits of storage per node.

Proof. The storage consists of the following.
For the first storage item above, $v$ stores routing information of size $O\left(\log ^{2} n\right)$ of at most $2 R B^{\alpha+4}$ zero nodes for each $i \in L$, and the total is $O\left(M R B^{\alpha+4} \log ^{2} n\right)$.

Using $B^{\alpha}=B^{\log _{4} \frac{14}{\epsilon}}=\frac{14}{\epsilon} \log _{4} B \leq \Delta^{4} \frac{1}{\epsilon}{ }^{\log \Delta}$ we get that the total is $O\left(\frac{1_{\epsilon}{ }^{\log \Delta}}{} \Delta^{12} \log ^{4} n\right)$.
For the second item, $v$ stores label information of size $O\left(\log ^{2} n\right)$ of $B$ neighbors for each $i \in L$, and $k \in K$, totalling $O\left(B M R \log ^{2} n\right)=O\left(\Delta^{2} \log ^{4} n\right)$.

The storage of the third item is bounded by Lemma 4.4.15 to be $O\left(e^{2} M R^{2} B^{\alpha+3} \log ^{2} n\right)=$ $O\left(\frac{1}{\epsilon}^{\log \Delta} \Delta^{12} \log ^{5} n\right)$.

Summing it all up, we have $O\left(\frac{1}{\epsilon}^{O(\log \Delta)} \log ^{5} n\right)$ bits of storage per node.

## Chapter 5

## Scale-Free Name-Independent Routing

### 5.1 Introduction

One of the most basic functionalities of any distributed network is the ability to route messages between pairs of nodes. Given that each node has an arbitrary network identifier, a routing scheme allows any source node to route messages to any destination node, given the destination's network identifier. It is natural to consider a weighted network in which the cost of routing a message is proportional to the cost of the path taken from source to destination. In such a model it is desirable to minimize routing costs by routing on short paths. In this sense the efficiency of a routing scheme is measured by its stretch factor, the maximum ratio over all source destination pairs, between the cost of routing from the source to the destination and the cost of a minimum cost path. The trivial solution to routing on shortest paths with stretch factor 1 is for each node to store a routing table with $(n-1)$ entries that contains the next hop of an all pairs shortest path algorithm. This solution is very expensive as it requires each node to store $\Omega(n \log n)$ bits. Thus, network designers are faced with two conflicting goals: reduce both the stretch factor and the size of the routing tables.

For a weak variant of this problem, called labeled routing, both lower bounds and asymptotically optimal upper bounds are known (see [TZ01b]). In this version of the problem, the designer of a solution may pick node names that contain (bounded size) information about their location in the network. This variant is useful in many aspects of network theory, but less so in practice: Knowledge of the labels needs to be disseminated to all potential senders, as these labels are not the addresses by which nodes of an existing network, e.g., an IP network, are known. Furthermore, if the network may admit new joining nodes, all the labels may need to be re-computed and distributed to any potential sender. Finally, various recent applications pose constraints on nodes addresses that cannot be satisfied by existing labeled-routing schemes. E.g., Distributed Hash Tables (DHTs) require nodes names in the
range [1..n], or ones that form a binary prefix.
In this chapter we assume a network with arbitrary node names and arbitrary edge weights. This model is called the name-independent model because the designer of the routing scheme has no control over node names. This routing problem may appear daunting: In order to route to a node, we must first somehow gain knowledge about its location in the network, but we must do so without exceeding the distance to the target.

A fundamental difficulty in all previous schemes is their heavy dependence on the scale of the network. Let the aspect ratio $\Delta=\max d(u, v) / \min _{u \neq v} d(u, v)$ be the ratio between the largest distance and the smallest distance, then many schemes require memory that tends to infinity as $\Delta$ increases. This suggests that there might exist a lower bound associated with the aspect ratio. However, the best known lower bound for name-independent routing [TZ01b] does not contain such dependence. Hence one would hope to remove the dependence on $\Delta$ altogether. We will say that a routing scheme is scale-free if its memory requirement is independent of the aspect ratio. Obtaining scale-free schemes is a challenging goal: Until now, the only scale-free schemes for general graphs have exponential stretch [ABNLP89, ABNLP90, ACL $\left.{ }^{+} 03\right]$. Specifically, when each node stores $\widetilde{O}\left(n^{1 / k}\right)$ bit routing information the best stretch bound achieved is $O\left(2^{k}\right)$. Obtaining such scale free solutions was raised as an open question in $\left[\mathrm{ACL}^{+} 03, \operatorname{LR} 05\right]$. In this chapter we fully answer this problem and provide an exponential improvement from $O\left(2^{k}\right)$ to asymptotically optimal $O(k)$ stretch.

### 5.1.1 Our contribution

We construct for any $k \geq 1$ a routing scheme with linear stretch factor of $O(k)$ and with $\widetilde{O}\left(n^{1 / k}\right)$-bit routing tables per node and $\widetilde{O}(1)$-bit headers ${ }^{1}$. .1.0

Theorem 5.1.1. For each weighted n-node graph, and integer $k \geq 1$, there is a polynomial time constructible name-independent routing scheme with stretch factor $O(k)$ that uses $O\left(k^{2} n^{1 / k} \log ^{3} n\right)$-bit routing tables per node.

### 5.1.2 Techniques

Broadly speaking, there are two main techniques used to construct routing schemes. The first technique is random sampling, in which landmark nodes are selected randomly. This technique has been successful in labeled routing, providing asymptotically optimal space-stretch trade-offs [TZ01b]. For name-independent schemes, random sampling based schemes were used for optimal trade-offs for stretch 3 schemes with $\widetilde{O}(\sqrt{n})$ space [AGM $\left.{ }^{+} 04 \mathrm{~b}\right]$. However, all general schemes with $\widetilde{O}\left(n^{1 / k}\right)$ space, based on random sampling, obtained exponential stretch $O\left(2^{k}\right)$ (see [ABNLP89, ABNLP90, $\left.\mathrm{ACL}^{+} 03\right]$ ).

The second technique is sparse covers, in which the graph is covered by clusters of bounded diameter such that each node belongs to a small number of clusters. This technique

[^2]was used for several name-independent schemes [PU89, AP90, AP92, ACL ${ }^{+}$03, AGM04a]. In all the schemes above that use sparse covers, a cover with clusters of diameter $<2^{i}$ is constructed for each $i \in\{1, \ldots,\lceil\log \Delta\rceil\}$, hence these schemes are inherently not scale-free.

Our scheme is based on a new decomposition into dense and sparse neighborhoods. It uses a subtle combination of random sampling and sparse cover routing techniques depending on the density or sparsity of each neighborhood. This decomposition allows us to remove any dependence on the aspect ratio. Informally, a sparse neighborhood is one where the number of nodes does not increase to much if the radius is increased by a constant factor. For sparse neighborhoods, we use random sampling techniques that turns out to be efficient in this case. Specifically, nodes maintain a tree-routing scheme for all the nearby landmarks. For dense neighborhoods, we use sparse cover based routing techniques. Since dense neighborhoods imply that the number of nodes is multiplied when the diameter is increased by a constant, the number of dense neighborhood scales a node belongs to is $O(\log n)$. This fact allows to use sparse cover techniques in a scale-free manner. While our decomposition was developed independently of [KLMN04], it bears some similarities to the "measured decent" approach of Krauthgamer et al. [KLMN04]. However, using the "measured decent" approach for routing fails since it chooses scales for each density change. Hence searching on a ball with $\Omega(\log n)$ density changes may incur $O(\log n) \gg k$ stretch which is unacceptable. Our decomposition circumvents this by decomposing both by density change and by diameter change.

Our sparse/dense decomposition technique has interest in its own, as a general approach to remove the aspect ratio parameter in many other constructions. For example for labeled and name-independent routing schemes for networks with low doubling dimension [AGGM05].

### 5.1.3 Related work

The space-stretch trade-off has been extensively studied under various models and extensions. We refer the reader to Peleg's book [Pel00] and to the surveys of Gavoille and Peleg [Gav01, GP03] for comprehensive background.

Peleg and Upfal [PU89] were the first to study this trade-off in a parameterized manner. For unit cost networks they achieve $O(k)$ stretch with a total of $O\left(k^{3} n^{1+1 / k} \log n\right)$ bits for all routing tables. For weighted networks, Awerbuch et al. [ABNLP89, ABNLP90] present a scale-free routing scheme with exponential stretch of $O\left(k^{2} 9^{k}\right)$ that requires $\widetilde{O}\left(n^{1 / k}\right)$ bits per node. Arias et al. [ $\left.\mathrm{ACL}^{+} 03\right]$ improve the stretch to $O\left(k^{2} 2^{k}\right)$ with the same memory bound.

More recently, constant stretch routing schemes have been designed for networks whose induced metric space has a low doubling dimension [AGGM05, KRX06], and for unweighted graphs excluding a fixed minor [AGM05] (including trees and planar graphs). These schemes require a polylogarithmic space, hidding a multiplicative constant depending on the doubling dimension, or on the minor excluded.

Awerbuch and Peleg use sparse covers [AP90] in order to build a hierarchal routing scheme [AP92]. Their scheme is based on tree covers with geometrically increasing radii.

Therefore there is an inherent geometric factor in their memory requirement. They achieve stretch $O\left(k^{2}\right)$ with $\widetilde{O}\left(n^{1 / k} \log \Delta\right)$-bit routing tables, and $O(\log \Delta)$ headers, where $\Delta$ is the maximum weighted distance between any two nodes divided by the minimum weighted distance between any two unique nodes. Abraham, Gavoille, and Malkhi [AGM04a] improve the stretch factor to $O(k)$ with the same memory requirement. This solution is adequate if the network weights are polynomial in the number of nodes. However for arbitrary networks the diameter may be arbitrarily large, for instance $\Delta=\Omega\left(2^{n}\right)$, and solutions based on the aspect ratio of the network may become unusable.

A weaker variant of compact routing is based on the labeled routing model. Instead of assuming nodes have arbitrary names, in this model, the network designer is allowed to name the nodes in a topology dependent manner. This paradigm does not provide for a realistic network design, however, the tools devised for its solution have proven useful as building blocks of full routing schemes.

Eilam et al. [EGP03] present a stretch 5 labeled scheme with $\widetilde{O}\left(n^{1 / 2}\right)$ memory, whereas Cowen [Cow01] presents a stretch 3 labeled scheme with $\widetilde{O}\left(n^{2 / 3}\right)$ memory. Later, Thorup and Zwick [TZ01b] improve to stretch 3 using $\widetilde{O}\left(n^{1 / 2}\right)$ bits. These three schemes uses $O(\log n)$-bit node names. Thorup and Zwick also give in [TZ01b] a generalization of their scheme and using techniques from their distance oracles [TZ05], achieve labeled schemes with stretch $4 k-5$ (and even $2 k-1$ with handshaking) using $\widetilde{O}\left(n^{1 / k}\right)$-bit routing tables and $o\left(k \log ^{2} n\right)$ bit node names. Labeled routing on a trees is explored in [FG01, TZ01b], achieving stretch 1 with $O\left(\log ^{2} n / \log \log n\right)$ bits for local tables and for headers, and this is tight [FG02].

Thorup [Tho04] showed that planar graphs support stretch $1+\varepsilon$ labeled routing schemes with polylogarithmic space. This has been generalized by Abraham and Gavoille [AG06] to graphs excluding a fixed minor with same stretch and space bounds. For low doubling dimension networks, strech $1+\varepsilon$ labeled schemes exist [Tal04b, CGMZ05, Sli05a], but all of them have a dependency in the aspec ratio $\Delta$ in the memory bounds.

A variation of our sparse-dense decomposition was recently used to provide some scalefree labeled and name-independent routing schemes for networks with low doubling dimension [AGGM05], this solved a question raised by Slivkins [Sli05a]. While the decomposition in that paper is superficially similar, the techniques used in this chapter are significantly different. Specifically, the sparse level case uses a landmark property of Lemma 5.2.6 together with a new error-reporting tree routing scheme of Lemma 5.3.6. The dense level case is based on applying spares covers of [AP90] with the routing extensions of [AGM04a].

### 5.2 Sparse and Dense Neighborhood Decomposition

### 5.2.1 Preliminaries

Given is a weighted graph $G=(V, E, \omega)$ of size $n=|V|$ with a non-negative weight function $\omega: E \rightarrow \mathbb{R}^{+}$. Let the cost of a path be the sum of the weights of its edges. For any two nodes
$u, v \in V$ let $d(u, v)$ denote the cost of a minimum cost path between $u$ and $v$. Let $\Delta$ denote the aspect ratio (normalized diameter) of $G, \Delta=\max _{u \neq v} d(u, v) / \min _{u \neq v} d(u, v)$. In order to avoid dragging a normalization constant, from here on assume that $\min _{u \neq v} d(u, v)=1$. Define the radius $r$ ball around node $u, B(u, r)$, as the set of nodes whose distance is at most $r$ from $u, B(u, r)=\{v \mid d(u, v) \leq r\}$. For any node $u$, let $T(u)$ denote a minimum cost path spanning tree rooted at $u$. Given a lexicographic order on the nodes, for any node $u \in V$, set $Z \subseteq V$, and integer $m>0$ define $N(u, m, Z)$ as the $m$ closest nodes from $Z$ to node $u$, i.e., as the set $N(u, m, Z)=N$ such that $N \subseteq Z,|N|=m$ and for all $x \in N$ and $y \in Z \backslash N$ either $d(u, x)<d(u, y)$ or $d(u, x)=d(u, y)$ and $x$ is lexicographically smaller than $y$. Let $I$ denote the set $I=\{0,1, \ldots,\lceil\log \Delta\rceil\}$. Given a parameter $k$, let $K$ denote the level set $K=\{0,1,2, \ldots, k\}$. Each node has an arbitrary unique network identifier consisting of polylog $(n)$ bits. Using standard hashing techniques it is possible to generalize the model and assume nodes have arbitrarily long unique labels.

Our solution is based on using a new decomposition into a series of balls around each node that have a combined combinatorial and geometric restriction. Each ball has at least $n^{1 / k}$ more nodes than the previous and its radius is at least twice the radius of the previous.

Definition 5.2.1. For all $u \in V$ and $i \in K$ define the range $a(u, i)$ as follows. Let $a(u, 0)=$ 0 . Then recursively let $a(u, i+1)$ be the smallest positive integer $j>0$ such that

$$
\left|B\left(u, 2^{j}\right)\right| \geq n^{1 / k}\left|B\left(u, 2^{a(u, i)}\right)\right|
$$

(or let $a(u, i+1)=\log \Delta$ if there does not exist such an integer).
For all $u \in V$ and $i \in K$ denote the neighborhood ball $A(u, i)$ as the ball who's radius is $2^{a(u, i)}$ around $u$. Formally, $A(u, i)=\{u\}$ for $i=0$ and $A(u, i)=B\left(u, 2^{a(u, i)}\right)$ for $i>0$.

Intuitively, if the gap between $a(u, i)$ and $a(u, i+1)$ is small, then the neighborhood $A(u, i+1)$ is "dense" relative to the neighborhood $A(u, i)$, otherwise $A(u, i+1)$ is "sparse" relative to $A(u, i)$. A central definition capturing this intuitive notion is the following.

Definition 5.2.2 (Dense level). For $u \in V$ and $i \in K$, define that $i$ is a dense level for node u if

$$
a(u, i)<a(u, i+1) \leq a(u, i)+3
$$

Define that $i$ is a sparse level for node $u$ if it is not a dense level. In words, in a dense level, we find at least $n^{1 / k}$ times as many nodes as the current level by looking at a ball whose radius is at most $2^{3}$ times the current level.

### 5.2.2 Dense Levels

For every $u \in V$ define the range set of node $u$, denoted $L(u)$, as $L(u)=\{a(u, i) \mid i \in K\}$ and define the extended range set $R(u)$ as,

$$
R(u)=\{i \in I \mid \exists a \in L(u),-1 \leq a-i \leq 4\}
$$

Define $F(u, i)=B\left(u, 2^{a(u, i)-1}\right)$. The main property of dense levels is captured in the following lemma.

Lemma 5.2.3 (Dense neighborhoods).
If $i$ is a dense level for $u$ and $v \in F(u, i)$, then $a(u, i) \in R(v)$.
Proof. Recall that $F(u, i)=B\left(u, 2^{a(u, i)-1}\right)$. Let $v \in F(u, i)$, then $B\left(v, 2^{a(u, i)-1}\right) \subseteq A(u, i)$ (see Figure 5.1), and hence

$$
\left|B\left(v, 2^{a(u, i)-1}\right)\right| \leq|A(u, i)|
$$

Since $a(u, i+1) \leq a(u, i)+3$, then $B\left(v, 2^{a(u, i)+4}\right) \supseteq A(u, i+1)$, and hence

$$
\left|B\left(v, 2^{a(u, i)+4}\right)\right| \geq|A(u, i+1)| \geq|A(u, i)| \cdot n^{1 / k}
$$



Figure 5.1: Example of a level $i$ dense neighborhood for node $u$ and a node $v \in F(u, i)$.
Together, these imply $\left|B\left(v, 2^{a(u, i)+4}\right)\right| \geq n^{1 / k} \cdot\left|B\left(v, 2^{a(u, i)-1}\right)\right|$. Therefore, there exists some index $a(v, j)$ such that $a(u, i)-1 \leq a(v, j) \leq a(u, i)+4$.

### 5.2.3 Sparse Levels

We use a low discrepancy cover of 'landmark' nodes. We use $k+1$ sets $V=C_{0} \supseteq C_{1} \supseteq$ $\cdots \supseteq C_{k}=\emptyset$ of landmarks defined as follows. Let $C_{0}=V$. For $i=1$ to $k-1$ iteratively set $C_{i}$ to contain each element of $C_{i-1}$ independently, with probability $(n / \ln n)^{-1 / k}$. The randomized procedure can be de-randomized using the method of conditional probabilities and pessimistic estimators. Let $\mathcal{B}=\left\{B\left(u, 2^{i}\right) \mid u \in V, i \in I\right\}$, note that $|\mathcal{B}| \leq|V|^{2}$. We will use two simple properties.

Claim 5.2.4. With high probability, for any $B \in \mathcal{B}$, if $4(\ln n)^{(k-j) / k} n^{j / k} \leq|B|$ for $j \in K$ then $B \cap C_{j} \neq \emptyset$.

Proof. Union bound and $\operatorname{Pr}\left[B \cap C_{j}=\emptyset\right] \leq\left(1-(n / \ln n)^{-j / k}\right)^{4(\ln n)^{(k-j) / k} n^{j / k}} \leq e^{4 \ln n}$.
Claim 5.2.5. With high probability, for any $B \in \mathcal{B}$, if $|B|<4(\ln n)^{(k-(j+1) / k)} n^{(j+2) / k}$ for $j \in K$ then $\left|B \cap C_{j}\right| \leq 16 n^{2 / k} \ln n$.

Proof. Union bound, Chernoff bound and $E\left[\left|B \cap C_{j}\right|\right] \quad \leq$ $4(\ln n)^{(k-(j+1) / k)} n^{(j+2) / k}(n / \ln n)^{-j / k} \leq 4 n^{2 / k}(\ln n)^{(k-1) / k}$.

If $x \in C_{j}$, and $x \notin C_{j+1}$, define that node $x$ has rank $j$. For every $u \in V$ and $i \in K$ define the nearby landmarks $S(u, i)$ to be the $n^{2 / k} \log n$ closest nodes in $C_{i}$.

$$
S(u, i)=N\left(u, 16 n^{2 / k} \log n, C_{i}\right)
$$

and define $S(u)=\bigcup_{i \in K} S(u, i)$. Define $m(u, i)$ as the highest rank of any node in $A(u, i)$. Formally,

$$
m(u, i)=\max \left\{\ell \in K \mid A(u, i) \cap C_{\ell} \neq \emptyset\right\} .
$$

Define the center $c(u, i)$ as the closest node to $u$ from $C_{m(u, i)}$. Let $E(u, i)=$ $B\left(u, 2^{a(u, i+1)} / 6\right)$. The main property of sparse levels is captured in the following lemma.

Lemma 5.2.6 (Sparse neighborhoods).
Let $i$ be a sparse level for $u$, i.e., $a(u, i+1)>a(u, i)+3$. If $v \in E(u, i)$, then $c(u, i) \in S(v)$.

Proof. Recall that $E(u, i)=B\left(u, 2^{a(u, i+1)} / 6\right)$ and $m(u, i)$ is the highest rank of any node in $A(u, i)$. Formally,

$$
m(u, i)=\max \left\{\ell \in K \mid A(u, i) \cap C_{\ell} \neq \emptyset\right\}
$$

Let $j \in K$ be the index such that $4(\ln n)^{(k-j / k)} n^{j / k} \leq|A(u, i)|<4(\ln n)^{(k-(j+1) / k)} n^{(j+1) / k}$ then from Claim 5.2.4 it follows that $m(u, i) \geq j$. For any $v \in E(u, i)$, we have (see Figure 5.2)

$$
c(u, i) \in A(u, i) \subseteq E(u, i) \subseteq B\left(v, 2^{a(u, i+1)} / 3\right) \subseteq B\left(u, 2^{a(u, i+1)} / 2\right)
$$

Since level $i$ is sparse for $u$, by definition there are strictly fewer than $n^{1 / k}|A(u, i)|$ nodes in $B\left(u, 2^{a(u, i+1)} / 2\right)$. Therefore

$$
\left|B\left(v, 2^{a(u, i+1)} / 3\right)\right|<n^{1 / k}|A(u, i)| \leq 4(\ln n)^{(k-(j+1) / k)} n^{(j+2) / k}
$$

From Claim 5.2.5 and since $m(u, i) \geq j$ it follows that there are less than $16 n^{2 / k} \log n$ nodes of rank $m(u, i)$ in $B\left(v, 2^{a(v, i+1)} / 3\right)$. Since $c(u, i) \in B\left(v, 2^{a(v, i+1)} / 3\right)$ then $c(u, i) \in S(v)$ as required.


Figure 5.2: Example of a level $i$ sparse neighborhood for node $u$ and a node $v \in E(u, i)$.

### 5.3 A Scale-Free Routing Scheme

The goal of this section is to present the construction for the following upper bound:
.3.0
Theorem 5.3.6. For each weighted $n$-node graph, and integer $k \geq 1$, there is a polynomial time constructible name-independent routing scheme with stretch factor $O(k)$ that uses $O\left(k^{2} n^{1 / k} \log ^{3} n\right)$-bit routing tables per node.

The high level view of the routing scheme is a simple iterative protocol. For phases $i=1$ to $k$, search for $v$ as follows: If $A(u, i)$ is sparse, use the sparse neighborhood routing strategy. If $A(u, i)$ is dense, use the dense neighborhood routing strategy. We begin by describing the two routing strategies.

### 5.3.1 Sparse neighborhood routing strategy

For every center $c(u, i)$ define $T(c(u, i))$ as a minimum cost path tree rooted at $c(u, i)$ that spans all nodes $v$ such that $c(u, i) \in S(v)$. Routing on these trees is done using the following name-independent tree-routing scheme, which is an enhancement of Laing's algorithm [Lai04].
.3.5
Lemma 5.3.6. For any $k \geq 1$, and for any weighted tree $T=(V, E, \omega)$ and for any designated root $r \in V$, there exists a name-independent error-reporting tree-routing scheme with the following properties:

1. Each node stores $O\left(k n^{1 / k} \log ^{2} n\right)$ bits of routing information.
2. For any $j \in K$, the root can perform a $j$-bounded search for destination $v$.

A j-bounded search for $v$ has the following properties:
(a) If $v \in N\left(r, n^{j / k}, V\right)$ then it reaches $v$ with stretch $2 j-1$;
(b) Otherwise it returns a negative response to the root incurring a cost of at most $(2 j-2) \max \left\{d(r, v) \mid v \in N\left(r, n^{(j-1) / k}, V\right)\right\}$.

Proof. Given a tree $T=(V, E)$ with $m \leq n$ nodes and a root $t \in T$. We give each node $v \in V$ three names. Let $a_{0}, \ldots, a_{m-1}$ denote the nodes of $T$ sorted by increasing distance from the root. Formally, for any two indexes, if $i<j$ then $d_{T}\left(r, a_{i}\right)<d_{T}\left(r, a_{j}\right)$ or $d_{T}\left(r, a_{i}\right)=d_{T}\left(r, a_{j}\right)$ and $a_{i}$ is lexicographically smaller than $a_{j}$. The first name we give nodes, called their primary name, makes use of words of the alphabet $\Sigma=\left\{0,1,2, \ldots n^{1 / k}-1\right\}$. Specifically, name $a_{0}=r$ as the empty word $(\varepsilon)$. Then name $a_{1}, \ldots, a_{n^{1 / k}}$ respectively with one digit in $\Sigma$ in increasing order ( 0 ), (1), $\ldots,\left(n^{1 / k}-1\right)$ respectively. Then name each of the next $n^{2 / k}$ nodes $a_{1+n^{1 / k}}, \ldots, a_{1+n^{1 / k}+n^{2 / k}}$ by a name in $\Sigma^{2}$ in increasing lexicographic order, $(0,0),(0,1), \ldots,\left(0, n^{1 / k}-1\right),(1,0),(1,1), \ldots,\left(1, n^{1 / k}-1\right), \ldots,\left(n^{1 / k}-1,0\right), \ldots,\left(n^{1 / k}-\right.$ $1, n^{1 / k}-1$ ) respectively. Let $j_{i}=\sum_{j=0}^{i} n^{j / k}$. Continue this naming process, naming nodes $a_{j_{i-1}+1}, \ldots, a_{j_{i}}$ respectively by a name in $\Sigma^{i}$ until all nodes in $T$ are exhausted, up to at most a $k$-digit node name in $\Sigma^{k}$. For $0 \leq j \leq k$ let $V_{j}$ denote the set of nodes whose name contains at most $j$ digits. Next, we give $v$ its name based on the labeled tree routing of Thorup and Zwick [TZ01b] and Fraigniaud and Gavoille [FG01]:
Lemma 5.3.7. [FG01, TZ01b] For every integer $k>1$ and every weighted tree $T$ with $m$ nodes there exists a labeled routing scheme that, given any destination label, routes optimally on $T$ from any source to the destination. The storage per node is $O\left(m^{1 / k} \log m\right)$ bits, the label size, and the header size are $O(k \log m)$ bits.

For a tree $T$ containing a node $v$, let $\mu(T, v)$ denote the routing information of node $v$ and $\lambda(T, v)$ denote the destination label of $v$ in $T$ as required from Lemma 3.3.4. We require from each node $v$ to store $\mu(T, v)$. The second name we assign $v$ is $\lambda(T, v)$. The third node-name makes use of a hash function $h: T \rightarrow \Sigma^{k}$. We require that, for all $0 \leq j \leq k$, $\max _{u \in \Sigma^{j-1}} \mid\left\{v \in V_{j} \mid u\right.$ is a prefix of $\left.h(v)\right\}\left|\leq|\Sigma| \log n=n^{1 / k} \log n\right.$. This requirement can be fulfilled with high probability using a $\Theta(\log n)$-wise independent hash function that requires $\Theta\left(\log ^{2} n\right)$ bits of storage [CW79, MR95]. A node $u \in V$ with name $\left(x_{1}, \ldots, x_{j}\right)$ stores:

1. Information for labeled tree routing $\mu(T, u)$. This requires $O\left(n^{1 / k} \log n\right)$ bits.
2. The labels $\lambda(T, v)$ of all the nodes $v$ whose name is $\left(x_{1}, \ldots, x_{j}, y\right)$ for all $y \in \sigma$. This requires $O\left(k n^{1 / k} \log n\right)$ bits.
3. The map $v \rightarrow \lambda(T, v)$ of the $n^{1 / k} \log n$ closest nodes $v$ (from the root) whose first $j$ indexes of their hash $h(v)$ equal $x_{1}, \ldots, x_{j}$. Formally, define $Z=\{z \mid h(z)[1 \ldots j]=$ $\left.x_{1}, \ldots, x_{j}\right\}$ and store $v \rightarrow \lambda(T, v)$ for all $v \in N\left(r, n^{1 / k} \log n, Z\right)$. This requires $O\left(k n^{1 / k} \log ^{2} n\right)$ bits.

To search from the root $r$ for a node $t$ whose hash is $y_{1}, \ldots, y_{k}$ on a $j$-bounded search, do the following:

1. current $:=r$; round $:=1$;
2. if round $=j$ and current does not know of $t$ then return to root $r$ with negative response.
3. Otherwise if current knows of $t$ 's label then route to $t$.
4. Otherwise route to the node whose name is $\left(y_{1}, \ldots, y_{\text {round }}\right)$, set round $:=$ round +1 , and update current to be the current node.
5. goto 2;

Suppose the destination is a node $t$ whose hash is $y_{1}, \ldots, y_{k}$ and whose name has length $i$ $\left(t \in V_{i}\right.$ and $\left.t \notin V_{i+1}\right)$. The destination will be found after at most $i$ iterations of the algorithm. This is true since if $i=1$, then the root knows about the destination. Otherwise, at the $i-1$ th iteration we reach the node $x$ whose name is $\left(y_{1}, \ldots, y_{i-1}\right)$ and due to the properties of the hash function we know that $\mid\left\{v \in V_{i} \mid\left(y_{1}, \ldots, y_{i-1}\right)\right.$ is a prefix of $\left.h(v)\right\}|\leq|\Sigma| \log n$ and hence $x$ stores the label of $t$.

Since all the nodes that are visited have smaller names than $i$, it is easy to see that the stretch is bounded by $2 i-1 \leq 2 k-1$.

If a $j$-bounded search is performed and $j<i$ then $t$ may not be found. At the $(j-1)$ th iteration, a node whose name is $\left(y_{1}, \ldots, y_{j-1}\right)$ will report the error to the root. Since all nodes visited have names with at most $j-1$ digits then the total cost is bounded by $(2 j-$ 2) $\max _{v \in V_{j-1}}\{d(r, v)\}$.

The storage per node $v$ is $O\left(\log ^{2} n\right)+O(|\Sigma| \log n)+O(k|\Sigma| \log n)+O\left(k|\Sigma| \log ^{2} n\right)=$ $O\left(k n^{1 / k} \log ^{2} n\right)$, for the hash function $h$, routing information $\mu(T, v)$, the primary name entries, and the hash name entries respectively.

For all $u \in V$ and $i \in K$ recall that $E(u, i)=B\left(u, 2^{a(u, i+1)} / 6\right)$. Given a sparse level $i$ the algorithm routes to the root $c(u, i)$. We prove that $E(u, i) \subseteq T(c(u, i))$ and hence searching from $c(u, i)$ for $v \in E(u, i)$ on the tree $T(c(u, i))$ will succeed with stretch of at most $2 k-1$. In order to bound the cost incurred if $v \notin E(u, i)$ every node $u \in V$ stores for every $i \in K$ the index $b(u, i)$. Where $b(u, i)$ is the minimal integer $j$ such that a $j$-bounded search on $T(c(u, i))$ of any node in $E(u, i)$ succeeds. Since $b(u, i)$ is defined as the minimal index to find in $T(c(u, i))$ all nodes of $E(u, i)$ then we prove that a negative result from this search has cost proportional at most to the diameter of $E(u, i)$. More precisely, we now define the information stored by every node, and the routing algorithm for sparse neighborhoods.

### 5.3.2 Storage for sparse neighborhood strategy

For any tree $T$ and node $u \in T$, let $\tau(T, u)$ denote the information stored on $u$ that is induced by the name-independent tree-routing scheme of Lemma 5.3.6. Every node $u \in V$ stores $\tau(T(v), u)$ for all $v \in S(u)$. In addition, for every $i \in K, u$ records $c(u, i)$ and $b(u, i)$.

### 5.3.3 Routing algorithm for sparse neighborhood strategy

1. route to the root $c(u, i)$.
2. Perform a $b(u, i)$-bounded search on $T(c(u, i))$ for destination $v$.
3. If destination is not found, continue to iteration $i+1$.

### 5.3.4 Dense neighborhood routing strategy

If $i$ is a dense level, the routing strategy uses tree covers that have a bounded radius. A source of difficulty in arbitrarily weighted graphs is that the logarithm of the diameter may be arbitrarily large ( $\gg n$, for example $\Delta=2^{n}$ ). Hence, tree covers of geometrically increasing radii, e.g., as used in [AP90, AGM04a], require each node to participate in too many partition levels any may require $\Omega(n)$ bits per node. Our solution for general graphs is to let each node maintain routing information only for a limited number of radii that surround its range set. However, special care must be taken to make sure that the destination and all the nodes along the way store information for the same radius that the source is using. Recall that the range set is defined as $L(u)=\{a(u, i) \mid i \in K\}$, and the extended range set $R(u)$ is defined as, $R(u)=\{i \in I \mid \exists a \in L(u),-1 \leq a-i \leq 4\}$. For every $i \in I$ define $G_{i}=\left(V_{i}, E_{i}\right)$ as the subgraph induced by the nodes $V_{i}=\{u \mid i \in R(u)\}$. We prove that in a dense level $i$ for $u$, if $v$ is in $B\left(u, 2^{a(u, i)-1}\right)$ then $i \in R(v)$ and moreover both source and destination are connected in $G_{i}$. Hence a tree cover in $G_{i}$ may be used for routing. The tree cover is built using the construction of [AP90] with the improvements of [AGM04a].

Lemma 5.3.8. [AP90, AGM04a] For every weighted graph $G=(V, E, \omega),|V|=n$ and integers $k, \rho \geq 1$, there exists a polynomial algorithm that constructs a collection of rooted trees $\mathcal{T C}_{\kappa, \rho}(G)$ such that:

1. (Cover) For all $v \in V$, there exists $T \in \mathcal{T C}_{\kappa, \rho}(G)$ such that $B(v, \rho) \subseteq T$.
2. (Sparse) For all $v \in V,\left|\left\{T \in \mathcal{T C}_{\kappa, \rho}(G) \mid v \in T\right\}\right| \leq 2 k n^{1 / k}$.
3. (Small radius) For all $T \in \mathcal{T C}_{\kappa, \rho}(G), \operatorname{rad}(T) \leq(2 k-1) \rho$, where $\operatorname{rad}(T)=$ $\max _{u}\left\{d_{T}(r, u)\right\}$.
4. (Small edges) For all $T \in \mathcal{T C}_{\kappa, \rho}(G)$, $\operatorname{maxE}(T) \leq 2 \rho$, where $\operatorname{maxE}(T)=$ $\max _{e \in E(T)}\{\omega(e)\}$.

For every $i \in I$ we build a tree cover $\mathcal{T C}_{k, 2^{i}}\left(G_{i}\right)$ only on the graph $G_{i}$ (note that $G_{i}$ may have several connected components, so a tree cover is built for each connected component separately). Since $|R(u)|=O(k)$ then every node $u$ participates only in $O(k)$ such tree covers. For all $u \in V$ and $i \in K$, denoting $j=a(u, i)$, define $W(u, i) \in \mathcal{T C}_{k, 2^{j}}\left(G_{j}\right)$ to be the tree such that $B\left(u, 2^{j}\right) \subseteq W(u, i)$. On a dense level $i$, routing towards a destination begins by routing to the root of the tree $W(u, i)$ and then using a name-independent tree-routing scheme. For all $i \in I$ and $T \in \mathcal{T C}_{\kappa, \rho}\left(G_{i}\right)$ we use the name-independent error-reporting tree-routing scheme of [AGM04a] with an improved analysis.

Lemma 5.3.9. For every tree $T=(U, E, \omega),|U|=m, U \subset V,|V|=n$, and integer $k$ there exists a name-independent tree-routing scheme on $T$ with error-reporting that routes on paths of length bounded by $4 \operatorname{rad}(T)+2 k \operatorname{maxE}(T)$, each node requires $O\left(k n^{1 / k} \log n\right)$ memory bits, and headers are of length $O\left(\log ^{2} n\right)$. Moreover, routing for a non-existent name in $T$ also incurs a (closed) path of length $4 \operatorname{rad}(T)+2 k \operatorname{maxE}(T)$ until a negative result is reported back to the source.
sketch. We use the same construction of [AGM04a], the only change is to use Lemma 3.3.4 that requires $O(k \log n)$ bit labels instead of $O\left(\log ^{2} n / \log \log n\right)$ bit labels used in [AGM04a]. Since each node stores only one such label, the space requirement is only $O\left(k n^{1 / k} \log n\right)$ bits (all other labels used require only $O(\log n)$ bits).

We prove that if $i$ is a dense level for $u$ then $\forall v \in F(u, i)$ we have $i \in R(v)$ (Lemma 5.2.3) and hence the tree routing scheme on $W(u, i)$ will reach any node in $F(u, i)$ or report a negative response at a cost proportional to $k$ times the radius of $F(u, i)$ (recall $F(u, i)=B\left(u, 2^{a(u, i)-1}\right)$ ). We now define the information stored by every node, and the routing algorithm for dense neighborhoods.

### 5.3.5 Storage for dense neighborhood strategy

For any tree $T$ and node $u \in T$, let $\phi(T, u)$ denote the information stored on $u$ that is induced by the name-independent error-reporting tree-routing scheme of Lemma 5.3.9. For every $u \in V$ and $i \in R(u)$ node $u$ stores $\phi(T, u)$ for all $T \in \mathcal{T C}_{k, 2^{i}}\left(G_{i}\right)$ such that $u \in T$. In addition, every node $u \in V$ records $w(u, i)$ the root of the tree $W(u, i)$.

### 5.3.6 Routing algorithm for dense neighborhood strategy

1. Route to the root $w(u, i)$.
2. Route on the tree $W(u, i)$ to either find destination $v$ or get a negative response.
3. If destination is not found, continue with iteration $i+1$.

### 5.3.7 Analysis

Throughout the description below, the source node is denoted $u$ and the destination node is denoted $v$. Routing from $u$ to $v$ is done by iteratively expanding the search through the neighborhoods of $u, A(u, 1), A(u, 2), \ldots, A(u, k)$ until the destination is found. The routing strategy in each neighborhood $A(u, i)$ depends on whether level $i$ is sparse or dense for node $u$. If $A(u, i)$ is sparse, we use the sparse neighborhood strategy. If $A(u, i)$ is dense we use the dense neighborhood routing strategy.

The following technical lemmata are used to prove Theorem 5.1.1.

Lemma 5.3.10. Let $i$ be a dense level for $u$, and let $v \in F(u, i)$. Then a dense neighborhood routing strategy from $u$ will reach $v$.

Proof. Recall that $R(u)=\{i \mid \exists \ell \in L(u),-1 \leq \ell-i \leq 4\}$. Denote $a(u, i)=j$, by the properties of dense neighborhood stated in Lemma 5.2.3, for every $x \in F(u, i)$ node $x$ has $a(u, i) \in R(x)$ and hence $x \in G_{j}$. Recall that the tree $W(u, i) \in \mathcal{T C}_{k, 2^{j}}\left(G_{j}\right)$ is defined to be the tree such that $B_{G_{j}}\left(v, 2^{j}\right) \subseteq W(u, i)$. Therefore, $F(u, a) \subseteq W(u, i)$ and it is possible to reach $v$ by routing on $W(u, i)$.

Lemma 5.3.11. Let $i \in K$ be a dense level for $u \in V$. Then the dense neighborhood routing strategy requires $O\left(k^{3} n^{2 / k} \log n\right)$ memory bits and incurs a cost of $O\left(k \cdot 2^{a(u, i)}\right)$ either to reach $v$ if $v \in B\left(u, 2^{a(u, i)-1}\right)$ or otherwise to return a negative response to the source $u$.

Proof. Storage: For the dense level routing strategy every node maintains $O(k)$ ranges. For each range, every node participates in $O\left(k n^{1 / k}\right)$ trees, each tree requires $O\left(k n^{1 / k} \log n\right)$ bits. For a total of $O\left(k^{3} n^{2 / k} \log n\right)$ bits.

Routing cost: By combining Lemma 5.3.8 and Lemma 5.3.9 the cost of searching for $v$ on $G_{a(u, i)}$ is at most $O\left(k \cdot 2^{a(u, i)}\right)$. From Lemma 5.3.10, the destination will actually be found on $G_{a(u, i)}$ if $v \in F(u, i)=B\left(u, 2^{a(u, i)-1}\right)$.

Lemma 5.3.12. Let $i$ be a sparse level for $u$, and let $v \in E(u, i)$. Then the sparse neighborhood routing strategy from $u$ will reach $v$.

Proof. Denote $c=c(u, i)$, and recall that $c$ is the closest landmark of highest rank in $A(u, i)$. By the properties of sparse neighborhoods stated in Lemma 5.2.6, every node $v \in E(u, i)$ has $c \in S(v)$. Hence, all nodes in $E(u, i)$ store $\tau(T(c))$, including all nodes on the shortest path of $T(c)$ from $u$ to $c$. Since $b(u, i)$ is defined so that a $b(u, i)$-bounded search on $T(c)$ will find all nodes in $E(u, i)$ then $v \in E(u, i)$ will be found.

Lemma 5.3.13. Let $i \in K$ be a sparse level for $u \in V$. Then the sparse neighborhood routing strategy requires $O\left(k^{2} n^{3 / k} \log ^{3} n\right)$ memory bits and incurs a cost of $O\left(k \cdot\left(d(u, v)+2^{a(u, i)}\right)\right)$ to reach $v$ if $v \in B\left(u, 2^{a(u, i+1)} / 6\right)$ or otherwise returns a negative response to the source at a cost $O\left(k \cdot 2^{a(u, i+1)}\right)$.

Proof. Storage: For the sparse level routing strategy every node maintains $k$ closest landmark sets $S(u, 1), \ldots, S(u, k)$. For each set, a node participates in $16 n^{2 / k} \log n$ trees, each tree requires $O\left(k n^{1 / k} \log ^{2} n\right)$ bits. For a total of $O\left(k^{2} n^{3 / k} \log ^{3} n\right)$ bits.

Routing cost: If $v \in E(u, i)=B\left(u, 2^{a(u, i+1)} / 6\right)$, then by Lemma 5.3.12 the routing strategy will route from $u$ to $c(u, i)$ and then to $v$. By definition $c(u, i) \in A(u, i)$ so the path to $c(u, i)$ incurs a cost of at most $d(u, c(u, i)) \leq 2^{a(u, i)}$. Then by Lemma 5.3.6 the $b(u, i)$-bounded search will find $v$ at cost at most $(2 k-1) d(c(u, i), v) \leq(2 k-$ 1) $(d(u, v)+d(u, c(u, i))) \leq(2 k-1)\left(d(u, v)+2^{a(u, i)}\right)$. So the total cost is bounded by $2^{a(u, i)}+(2 k-1)\left(d(u, v)+2^{a(u, i)}\right)=O(k(d(u, v)+a(u, i)))$ as required. Otherwise if $v \notin E(u, i)=B\left(u, 2^{a(u, i+1)} / 6\right)$ then the round-trip cost of reaching $c(u, i)$ and returning
is at most $2^{a(u, i)+1}$. Then by Lemma 5.3.6 the cost of a $b(u, i)$-bounded search is bounded by $(2 k-2) 2^{a(u, i+1)} / 6$. This is true since $b(u, i)$ is defined so that all the $n^{b(u, i) / k}$ closest nodes in $T(c(u, i))$ all belong to $E(u, i)$. Hence the total cost for a negative answer is $2^{a(u, i)+1}+(2 k-2) 2^{a(u, i+1)}=O\left(k \cdot 2^{a(u, i+1)}\right)$.

We now prove the main theorem.
of Theorem 5.1.1. For storage, by combining Lemma 5.3.13 and Lemma 5.3.11 it follows that every node stores $O\left(k^{2} n^{3 / k} \log ^{3} n\right)$-bit routing tables. For stretch analysis, let $i \in K$ be the first iteration index in which $v$ is found. There are two cases to consider.

1. If level $i-1$ is sparse for $u$, then given that $v$ is not found in iteration $i-1$, by Lemma 5.3.13, $v$ is not inside $E(u, i-1)$, and hence, $d(u, v) \geq 2^{a(u, i)} / 6$.
2. Otherwise, level $i-1$ is dense for $u$, and again, $v$ is not found in iteration $i-1$. In this case, by Lemma 5.3.11, $v$ is not inside $F(u, i-1)=B\left(u, 2^{a(u, i-1)} / 2\right)$. By density, $a(u, i) \leq a(u, i-1)+3$. Putting these two facts together, we have $d(u, v) \geq 2^{a(u, i-1)} / 2 \geq$ $2^{a(u, i)-3} / 2$.

In either case, $2^{a(u, i)}=O(d(u, v))$. From Lemma 5.3.13 and Lemma 5.3.11, reaching $v$ on level $i$ will cost $O\left(k \cdot 2^{a(u, i)}\right)$ if $i$ is dense or $O\left(k\left(d(u, v)+2^{a(u, i)}\right)\right)$ if $i$ is sparse. Hence in both cases, level $i$ searches are bounded by $O(k \cdot d(u, v))$. For the cost of the negative responses, note that the highest level that fails is $i-1$. From Lemma 5.3.13 and Lemma 5.3.11 the cost of a negative response for level $j$ is either $O\left(k \cdot 2^{a(u, j)}\right)$ for a dense level, or $O\left(k \cdot 2^{a(u, j+1)}\right)$ for a sparse level. Hence, the total cost of negative response is at most $\sum_{j=0}^{i-1} O\left(k \cdot 2^{a(u, j+1)}\right)=$ $O\left(k \cdot 2^{a(u, i)}\right)=O(k \cdot d(u, v))$.

### 5.4 Conclusion

Our routing scheme can be adopted to work on strongly connected directed graphs, this extension will appear in the full paper. Our upper bounds have asymptotically optimal stretch with poly-logarithmic storage overhead. There are two natural open questions. First, what is the exact lowest stretch obtainable with a $\widetilde{O}\left(n^{1 / k}\right)$ memory? Even for the labeled case, the bound is not known to be tight. Second, what is memory requirement for schemes with $\Theta(\log n)$ stretch? Our upper bounds requires $O\left(\log ^{5} n\right)$ bits in such cases. We believe at least one logarithm can be removed by improving the hash function used by Lemma 3.3.4.

## Chapter 6

## LLS : Name-Independent Routing for Mobile Ad Hoc Networks

### 6.1 Introduction

In the widely used geometric ad hoc Unit Disk Graph model each node knows its location on the Euclidean plane and it can communicate with all other nodes whose distance is at most one unit. Consider the following natural question for mobile networks; A source node $s$ wants to initiate a communication session with a destination node $t$. The main problem is that node $s$ has no a priori knowledge of $t$ 's current location. Thus, the first step in establishing a connection is to locate t's whereabouts. Once the location of the destination is discovered the source can route messages and establish communication using well known geometric routing algorithms. A location service for ad hoc networks is a fundamental building block that allows any source $s$ to know the location of any destination $t$.

More generally, a geometric location service is useful in any Euclidean metric space: one needs to find the coordinates of targets in order to route toward them. Using geometric coordinates in general networks is made relevant not only by the ubiquity of GPS devices, but also by several recent techniques that embed internet nodes in a coordinate space. One of the pioneering mechanisms to predict network latency is based on the work of Ng and Zhang [NZ02]. They embed the Internet latencies into a virtual geometric space (e.g., 3D Euclidean) and characterize the position of any node with coordinates. The computed distances are used to predict the actual network distances. Following [NZ02] other schemes have been developed to improve the embedding of internet hosts into virtual geometric spaces, e.g., [GSG02], [WSPC03], [CDK ${ }^{+} 03$ ], and [ST03]. Although the principles of LLS are applicable for general Euclidean spaces, the remainder of this chapter focuses on describing LLS for ad hoc mobile networks.

In order to formally assess the utility of a geometric location service, we define formal measures of efficiency. Let the cost of a path be the sum of the costs of its edges. An important measure of a location service is its lookup cost: Given a source node $s$ and destination
node $t$, the cost of locating $t$ from $s$ is the cost of the path induced by the location service until the location of $t$ known. A locality aware lookup algorithm is an algorithm whose lookup cost is proportional to the cost of routing between $s$ and $t$ when the location of the destination is known.

For mobile networks, whenever a node changes its location it must update the location service. Therefore, another important measure of a location service is its publish cost: Given that a node moves from location $x$ to a new location $y$, the publish cost is the total cost of the paths induced by the publish algorithm. A locality aware publish algorithm is one whose cost is proportional to the distance between the old location $x$ and the new location $y$.

### 6.1.1 Our Results

We present a Locality aware Location Service named LLS. Our location service is the first location service which has both worst case guarantees and average case efficiency. For worst case networks our lookup incurs a lookup cost of $O\left(d^{2}\right)$ for a source and a destination whose minimal cost path has length $d$.

For networks in which the expected ad hoc routing costs $\Delta$ times the distance from source to destination, LLS achieves in addition an average case linear cost over the distance, $O(d)$. Thus, in average case networks of nodes randomly positioned in the plane, where the routing cost is proportional to the distance from source to destination, lookup in LLS costs only a constant factor more than the distance between the source and the destination.

Our scheme is also the first to provide guaranteed average case efficient publishing. That is, our service ensures that the expected cost of updating the data structures due to a node's movement is bounded as a function of the distance of the movement. Specifically, when a node moves distance $d$, the average cost of publishing its new location is $O(d \log d)$.

The inherent locality of our scheme makes it fault tolerant both to node failure and to network partitions. When the network partitions, nodes within a connected component can locate each other because the location service is also collocated with them within the component. As for node failures, when some node containing location information fails, there is sufficient redundancy at incrementally increasing distances in the network to transparently make up for it.

### 6.1.2 Related work

Geometric ad hoc routing. The first step in our approach, is a routing algorithm for known geometric locations. The first routing algorithm to guarantee delivery is [KSU99] (Kranakis et al.). Their face routing algorithm has no bound on the ratio between the cost of route and the cost of the minimal cost path. Both Bose et al. [BMSU01] (CGF) and Karp and Kung [KK00] (GPSR) propose an algorithm that combines greedy routing with face routing. These algorithms guarantee delivery and any source destination pair have expected cost $O(d)$, for average case networks, where $d$ is the distance between the source and the destination. The
first algorithm that gives worst case guarantees is by Kuhn et al. [KWZ02]. They present a scheme in which, if the minimal cost path has cost $d$, then delivery with cost $O\left(d^{2}\right)$ is guaranteed, which is asymptotically optimal. In a follow up paper [KWZ03], they combine their bounded face routing with greedy routing to achieve a scheme that is both worst case asymptotically optimal and average case efficient. In our construction, we make use of an underlying geometric routing protocol, and assume both linear average case behavior and quadratic worst case.

Location algorithms. Location algorithms are measured by their lookup and publish costs. The basic location services studied by Camp et al. [CBW02] either have an unbounded publish cost that may require to flood the whole network with updated location information (DLS, SLS) or have an unbounded lookup cost that may require to flood the whole network to find the destination (RLS). A standard technique for name services in wireless cellular networks (e.g., ISA-4 [ISA], GSM MAP [MP92]) employs a home location register (HLR) for each mobile host. A publish algorithm stores the whereabouts of a node at its home location. The lookup first routes to the home location, and from there to the current destination of the node. However, even this simple approach is challenging in a mobile ad hoc network, since there is no fixed infrastructure and the location servers themselves are dynamic.

One of the first approaches to address that in ad hoc networks, by Hubaux et al. [HLBTG01], is to define the home of a node as a geometric area, and have all nodes in that area store location information. A similar solution for finding the home location is suggested in the context of sensor networks in the Geographic Hash Table (GHT) of [RKL $\left.{ }^{+} 02\right]$. In their approach, a home location is defined as a virtual coordinate. They enhance the underlying routing to reach the closest node to the virtual point. A similar concept is employed in the GeoQuorums of [ $\mathrm{DGL}^{+}$], where geometric coordinates determine the location of home servers. In GeoQuorums, these focal point coordinates define geographic areas that must be inhibited by at least one server at any time. The drawback of all of the home-based approach is that the cost of the lookup and of the publish may be arbitrarily high compared to the optimal path between source and destination.

In order to provide for better scalability and alleviate the problem of reaching specific location servers, several works suggest to replicate home location servers using quorum systems for availability and load balancing. Among these, the works of [PS97, KMP99, HLV03, HL99] have no locality awareness. Other quorum based location services addressed locality in a partial way.

One of the early locality-aware location services that employs a hierarchy of partitions is provided for the general problem of object location in graphs by Awerbuch and Peleg [AP95]. Their solution does not make use of the geometric structure of ad hoc mobile networks, nor address their high dynamism. Consequently, their solution is not easily adaptable to dynamic mobile settings. In addition, their locality factors are somewhat large (polylogarithmic).

The approach taken by several works, e.g., in [Sto99, NN02, AS02, TV04], for quorum construction makes use of the planar structure of ad hoc networks. It defines a write quorum for updating location information of a node as a column of some choice trajectory, and
potential some choice thickness. Similarly, a read quorum for querying location information is a row (of a choice trajectory and thickness). Trajectories are determined such that in average density networks, read and write quorums are likely to intersect. This method has good average case locality for lookup, but its publish cost is always the full diameter of the network, thus not proportional to the size of the movement. In addition, there are extreme cases in which read and write quorums might not intersect.

The position based multi-zone routing method of Amouris et al. [APL99] stores location information about each node in geometrically increasing discs, each disc referencing the smaller disc that contains the node. When a node moves a distance $2^{i}$, it broadcasts an update about the change to an area of radius $2^{i+1}$. Thus, both lookup and publish have locality awareness. The drawback of the scheme is that within a $2^{i}$ zone, location update is flooded to all nodes. This implies that each node in the network needs to maintain information (albeit not accurate) about every other node.

One of the pioneering works on efficient and scalable location services is by Li et al. in [LJD ${ }^{+} 00$ ]. Similarly to the multi-zone method of [APL99], GLS utilizes a hierarchy of exponentially decreasing sets of regions (GLS uses squares rather than discs) that cover the plane. Every node belongs to only $\log M$ squares (were $M$ is the diameter of the network). Using ingenious techniques drawn from the consistent hashing approach [KLL+97], every node has a designated hashed location server within each square, thus distributing the load of location services across the network. The path taken by a GLS lookup operation is bounded inside the minimal square that contains both the source and the destination.

Yet GLS does not achieve either of our goals, and supports neither worst case locality aware lookup, nor locality aware publish. There are several reasons for that, none of which is trivial to fix. First, their scheme makes little effort to proactively handle updates and out of date information. This problem arises when, for instance, a node crosses a grid boundary line. This causes a change in the role the node plays as a location server for others, performing this change of roles may cause the publish cost to be arbitrarily high compared to the distance taken. The authors state that indeed a remaining open question is improving the handling of node mobility. Second, there may be a source $s$ and destination $t$ that are arbitrarily close to each other, but the smallest square that contains both of them is arbitrarily large. As a consequence, even in average case networks, the cost of lookup does not have worst case bounds. Third, within each square GLS routes to a location server in order to find the target. In extreme network conditions when the network is sparse, routing to the location server, even if close by, could require worst case cost, while routing directly to the destination could be efficient. Thus, the worst case lookup cost could be arbitrarily high and have no worst case locality guarantees. This degraded performance in sparse networks was also observed by Guba and Camp [GC02].

A totally different approach focusing on worst case analysis is discussed in the Conclusion section of [KWZ02]. The authors describe an algorithm that we name the Iterative Bounded Flooding (IBF) algorithm. This algorithm runs in phases beginning with phase 1 and incrementing the phase by one until the destination is found. At phase $i$, the algorithm
floods the network to all nodes whose minimal cost path from the source is at most $2^{i}$. IBF is asymptotically worst case optimal. Specifically, if the minimal cost of the path from source to destination is $d$ then IBF guarantees to reach the destination in cost $O\left(d^{2}\right)$. The main drawback of this approach is that its average cost is also $\Omega\left(d^{2}\right)$.

Recently, in the context of sensor networks and a slightly different model, Demirbas et al. [DANL04], achieve $O(d \log d)$ move time and $O(d)$ find time.

### 6.1.3 Technical approach

For each destination node $t$, we define a virtual hierarchical cover of the $M \times M$ plane consisting of exponentially decreasing squares, whose origin depends on the node's id. Our solution is built incrementally in three steps, Spiral, Spiral-Flood, and LLS. In our basic Spiral algorithm, we publish $t$ 's location on a spiral that spans increasingly large squares in the hierarchy, and likewise, search for $t$ in increasing spirals on the same virtual hierarchy. The lookup and publishing paths are guaranteed to cross at the first hierarchy level in which the squares containing the source and the destination intersect. This cover bears resemblance to the hierarchical grid of GLS [LJD $\left.{ }^{+} 00\right]$. However, we address mobility with techniques borrowed from GHT [RKL+ 02 ] by using virtual coordinates within the squares for storing information on $t$ rather than search for certain pre-designated nodes. This allows us to search in four grid squares around each point, and circumvent grid-boundary problems. Unlike GLS, our hierarchical cover forms a subsuming partition of the plane that is similar in spirit to the work on sparse partitions of Awerbuch and Peleg [AP90].

For most networks, this scheme suffices to have a lookup that is within an expected constant factor over the most optimal route. In order to further address worst case scenario, in our Spiral-Flood scheme we carefully interweave depth-bounded flooding stages with spiral lookup stages. This only increases the total cost by a constant factor, yet provides worst case quadratic location guarantee.

Finally, the full LLS scheme addresses publishing in the following way. First, we modify Spiral (or Spiral-Flood) so that within each lattice in the hierarchy, we publish a node's location not only in the square containing it, but also in the eight squares surrounding it. When a node moves within the nine square boundary, nothing happens. The stale information may eventually lead to a square that does not contain the node, but then one of the surrounding squares does. Location information in a lattice is updated only when the node leaves the nine-square boundary, at which time the distance traversed by the node (possibly over multiple steps) already exceeds the diameter of one square. As a consequence, we prove that the amortized cost of information updating due to a cumulative movement of distance $d$ is $O(d \log d)$.

In summary, our LLS scheme provides the first scheme which has both locality aware lookup and locality aware publish. Lookup is linear in average case networks, and is quadratic in the worst case, and publish is sub-quadratic.

### 6.2 Model and Notations

Consider a set of $n$ nodes, $V$, that exists in the Euclidean plane $\mathbb{R}^{2}$. Each node $v$ has a unique name denoted $v . i d$. Denote by $|u v|$ the $L_{2}$ distance between the location of the nodes $u$ and $v$. The underlying network is formed by a Unit Disk Graph $U D G=\langle V, E\rangle$ in which $u, v \in V$ have an edge $(u, v) \in E$ iff $|u v| \leq 1$.

We assume a nondecreasing cost function $c$, mapping edge lengths to real numbers. Formally, $c:[0,1] \mapsto \mathbb{R}^{+}$, and for all $0 \leq x \leq y \leq 1$ we have $c(x) \leq c(y)$. This cost function abstraction generalizes the three common cost measures: hop count $c(x)=1$, Euclidean distance $c(x)=x$, and energy $c(x)=x^{\alpha}$ for $\alpha \geq 2$. Given a path $p=u_{1}, u_{2}, \ldots, u_{k}$ such that $\left(u_{i}, u_{i+1}\right) \in E$ define the cost of the path to be $c(p)=\sum_{i=1}^{k-1} c\left(\left|u_{i} u_{i+1}\right|\right)$. Given two nodes $u, v$ let $d(u, v)$ denote the cost of the minimal cost path in $U D G$ from $u$ to $v$.

In order to be able to obtain worst case bounds on the cost of geometric routing we assume $\Omega(1)$ density. In this model there exists a minimum length $d_{0}$ such that for any network $\min _{u, v}|u v| \geq d_{0}$. Following the results in [KWZZ03] it is also possible to remove the $\Omega(1)$ density assumption if the cost function, $c$, is linearly bounded. Formally $c$ is linearly bounded if there exists a constant $m$ such that $\forall x \in[0,1]: c(x) \geq m x$. For linearly bounded cost functions it is possible to construct a connected dominating set backbone. Routing can be done on this backbone, which, by its nature, has bounded density. We note however that maintaining this backbone in a dynamic network incurs additional costs.

We assume all nodes are located inside a bounded square of size $M \times M$. Without loss of generality we normalize the coordinates so that all nodes, $V$, are inside the square whose diagonal corners are $(0,0),(M, M)$. We further assume that each node knows its own location in the plane and its neighbors' locations.

### 6.2.1 Virtual Coordinates

A recurring issue in our scheme is the use of virtual coordinates that map to real nodes. The points are called virtual, since there is no guarantee that there is a node exactly at these points.

The natural way to map between nodes and virtual points is to partition the plane using a Voronoi diagram (see [OBSC00] for a survey on Voronoi diagrams and their applications). This partition maps each point $p$ in the square $M \times M$ to the node closest to $p$. For a node $x$ let $A(x)$ be the Voronoi polygon of $x$ (the area of all the points to which $x$ is the closest node). For any point $p \in \mathbb{R}^{2}$ let $\ell(p)$ be the closest node to $p$, thus, $p \in A(x) \quad \Leftrightarrow \quad \ell(p)=x$.

Traditional geometric routing algorithms that combine greedy with perimeter routing [KK00, KWZ03] guarantee that given the location of a node, the algorithm can route to it. These algorithms can be augmented as in GHT $\left[\mathrm{RKL}^{+} 02\right]$ so that given a virtual point $p$, the routing algorithm can reach the node $\ell(p)$ that is responsible for that virtual point. Their technique also adapts to node mobility. That is, when a node moves, the lines between its Voronoi polygon and its neighbors' Voronoi polygons changes. The nodes communicate
and swap information about all the virtual points that cross boundaries due to these line changes.

In summary, there is a mapping between virtual points in the plane and the nodes responsible for them; and we can employ routing to virtual points that reaches the corresponding nodes. Hence, by a slight abuse of terminology, given a point $p$, we refer from here on to the node $\ell(p)$ simply as the node at $p$, or even the node $p$. And to the contrary, given a node $s$ we refer to the location of $s$ as the point $s$.

### 6.3 Problem Definition

We consider algorithms for the geometric location problem. In this problem there are two basic operations: Publish and Lookup. The Publish(t.id; $x, y$ ) operation is called every time a node $t$ changes its location from $x$ to a new location $y$. It is also used in the first time a node joins the system, by executing Publish(t.id; $\perp, y)$. The Lookup (t.id, s) operation is called by a source node $s$ in order to find location information on a destination node $t$ whose location is unknown.

We now define the complexity measure associated with locality aware location services. The first time a node joins, we would like to minimize the cost of its publish operation. For subsequent publish operations we would like the cost of publishing to be proportional to the distance taken. This is formally captured in the following definition.

Definition 6.3.1. For a function $f$, a publish algorithm is $f$-locality aware if for any node $t$ with location $x$ that moves to a new location $y$ the expected cost of $\operatorname{Publish}(t . i d ; x, y)$ is at most $f(|x y|)$.

If the destination node does not exist we would like to minimize the cost of lookup until a failure result is returned to the source. Otherwise, we would like to have a locality aware lookup whose cost is proportional to the minimal cost path as defined below.

Definition 6.3.2. For a function $g$, a lookup algorithm is $g$-locality aware if for any source $s$, and destination $t$, such that the minimal cost path costs $d=d(s, t)$, the cost of $\operatorname{Lookup}(t . i d, s)$ from source $s$ to destination $t$ is at most $g(d)$.

Note that Definition 6.3 .2 is a worst case bound that compares the lookup cost to the minimal cost path. Although it may not be possible for all networks, we would also like to get an average case bound on the cost of the lookup as a function of the distance between source and destination. The following definition captures this notion.

Definition 6.3.3. For a function $g$, a lookup algorithm is $g$-average case efficient if for any source $s$, and destination $t$, the expected cost of $\operatorname{Lookup}(t . i d, s)$ from source $s$ to destination $t$ is at most $g(|s t|)$.

Certainly, building a lookup service with minimal cost can be done simply by storing complete location information at each node about all other nodes. The cost of an update, such as a node joining or moving, would be very high in this case. The goal is therefore to build a location service that simultaneously has the following properties: (1) a locality aware publish algorithm; (2) a locality aware lookup algorithm; (3) an average case efficient lookup on a large class of networks.

It is known from the lower bounds of [KWZ02] that even if $t$ 's location is known, routing on $U D G$ s may cost $\Omega\left(d^{2}\right)$, where $d$ is the cost of the minimal cost path. Simulations in [KWZ03] show that the cost of routing from source $s$ to destination $t$ is expected to be $O(d(s, t))$, which is also $O(|s t|)$ for average case networks.

Our goal is to match these bounds for location services. Worst case lookup should cost $O\left(d^{2}\right)$, but for average case networks we aim to preform lookup with average cost that is only a constant factor more than the distance between the source and the destination, $O(d)=O(|s t|)$. In case a node moves from location $x$ to destination $y$ we strive that the expected cost of the publish algorithm be a function of $|x y|$.

### 6.4 LLS Architecture

We present our location service in a modular way. We decompose the scheme into three algorithms, each algorithm builds upon its predecessor's techniques and enhances it:

1. Spiral algorithm. This location service obtains a locality aware lookup algorithm for average case networks.
2. Spiral-Flood algorithm. This location service enhances the Spiral algorithm by obtaining locality awareness both for average case lookup, and for lookup in worst case networks.
3. LLS. This algorithm enhances the Spiral-Flood service with a locality aware publish algorithm.

### 6.4.1 Mapping to Hierarchical Lattices

In our construction, for each node identifier, we build a hierarchy of lattices associated with the node's identifier. The node's location is published on each lattice to the points closest to its location, and is looked up on lattice points closest to the location of the searching node.

Given a node $t$, we use a double index hash function $H(t . i d)=\left\langle h_{1}(t . i d), h_{2}(t . i d)\right\rangle$ that maps node identifiers to coordinates inside $M \times M$. We denote $H(t . i d)$ the primary virtual home of node $t$. Formally, $H: V \mapsto[0, M] \times[0, M]$.

For a node $t$, and a parameter $k \in\{0,1, \ldots \log M\}$ we define $L_{k}(t . i d)$ to be the lattice consisting of all lattice points $\left(h_{1}(t . i d)+2^{k} i, h_{2}(t . i d)+2^{k} j\right) \in M \times M$, for all $i, j \in \mathbb{Z}$. Alternatively, $L_{k}(t . i d)$ can be thought of as the set of corner points of the tiling with squares of size $2^{k} \times 2^{k}$ having $H($ t.id) as its origin.


Figure 6.1: Example of the lattice $L_{k}(t . i d)$ and of $W_{k}(t . i d, x)=\left\{w_{1}, w_{2}, w_{3}, w_{4}\right\}$

For any point $x$ and tiling of size $2^{k}$ originating at the virtual home of $t, H(t . i d)$, we define the level-k location points of from $x, W_{k}(t . i d, x)$, to be the set of the 4 corner points of the tile that covers $x$. Formally, for $k \geq 1$ we define $W_{k}(t . i d, x)=\left\{w_{1}, w_{2}, w_{3}, w_{4}\right\}$ for every point $x$ and lattice $L_{k}($ t.id $)$, to be the set of the 4 lattice points that are closest to $x$ in the $L_{\infty}$ norm (with ties broken lexicographically), see Figure 6.1 for an example. When clear from the context, we will abuse notation and use $W_{k}(t . i d, x)$ to denote the nodes that are responsible for the virtual points.
x

### 6.5 The Spiral Algorithm

We begin by presenting the basic spiral algorithm. It achieves a locality aware lookup algorithm that performs as well as the underlying geometric routing algorithm. Intuitively, a node publishes its location information in a set of virtual points that form a virtual spiral that exponentially increases in distance. When a node initiates a lookup operation, it too performs a spiral like search path. The lookup finds the destination's location when the two spirals intersect. These two spirals intersect because the points in both spirals are computed relative to the same hierarchical grid whose origin is the primary virtual home of the destination.

The first time a node $t$ joins the network at location $y$, it invokes Publish $(t . i d ; \perp, y)$ to register its location. Whenever it moves from $x$ to $y$ in updates its location using Publish $(t . i d ; x, y)$. When a node $s$ wants to establish communication with node $t$, it issues Lookup(t.id, s).

Publish: A node $t$ that moves from location $x$ to $y$ performs Publish (t.id; $x, y$ ). This operation deletes the old location information (if there was any) and registers the new location $y$ of the node by inserting location information in $O(\log M)$ different virtual points.

Registering location information is done by storing location pointers in the auxiliary memory of the nodes in $W_{i}(t . i d, y)$. Each location pointer contains two fields: the identifier of the destination and its location, in the form $\langle t, y\rangle$. Figure 6.2 depicts an example of the set of points to which information is published.


Figure 6.2: The corners of all the tiles that cover the node are the set of virtual points to which location pointers are published. The spiral depicts a path that the Publish algorithm executes in order to reach the virtual points.

Deleting the information of the old location $x$ is done by visiting the respective nodes responsible for the old virtual points and deleting the information in them.

Lookup: A node $s$ that executes Lookup (t.id, s) reaches the destination node $t$ by querying location information at the points associated with destination $t$, with increasingly larger distances from $s$. This process is very similar to the Publish operation. Once a location pointer is found, the information in the pointer is used to reach the destination.

### 6.5.1 Analysis

The lookup operation of the Spiral Algorithm is only as efficient as the underlying geometric routing that is used for routing to the nodes that are responsible for the virtual points. In this subsection we show that given a network with an efficient routing layer, the lookup operation costs only a constant factor more than the distance from the source to the destination.

In order to analyze the cost of the lookup operation in the Spiral Algorithm we first define the locality awareness of geometric ad hoc routing schemes in which the location of the destination is known.

Definition 6.5.1. A routing protocol is $\Delta$-locality aware if given a source $s$ and point $y \in$ $R^{2}$, the expected cost of routing from $s$ to the node at $y$ (more precisely, recall that this should actually reach $\ell(y)$, which is the node closest to $y$ ) is at most $\Delta \mid$ sy $\mid$. Formally, let $r(s, y)$ be the cost of routing from s to $y$ given that $s$ knows the approximate location $y$ then, $E_{s \in V, y \in R^{2}}\left[\frac{r(s, y)}{|s y|}\right] \leq \Delta$.

In Section 6.10 we present simulation results showing that Greedy Face Routing is 2locality aware for average case networks where nodes are uniformly distributed.

The following lemma shows that there is a location pointer at a distance that is proportional to the distance between source and target.

Lemma 6.5.2. Let $\hat{k}$ be the minimal index such that $|s t|=d \leq 2^{\hat{k}}$ then at least one of the nodes in $W_{\hat{k}}(t . i d, s)$ contains a location pointer to node $t$.

Proof. Denote $t$ 's location by $y$. Since destination node $t$ performed Publish(t.id;y) then the nodes in $W_{\hat{k}}(t . i d, y)$ contain location pointers towards $t$. Let $Q_{1}$ be the square of size $2^{\hat{k}} \times 2^{\hat{k}}$ that covers $t$ whose corners are $W_{\hat{k}}(t . i d, y)$. Let $Q_{2}, \ldots, Q_{9}$ be the set of 8 adjacent squares of same size that have a joint edge or joint corner with $Q_{1}$.

Recall that we chose $\hat{k}$ such that $|s t|=d \leq 2^{\hat{k}}$ therefore $s$ must be inside one of the squares $Q_{1}, \ldots, Q_{9}$. Thus when source $s$ performs the $\hat{k}$ th phase of its lookup algorithm it will find a location pointer towards $t$.

Note that a similar argument holds for the degenerate case in which $t$ lies exactly on a lattice line or intersection.

Hence for networks that have efficient routing, the cost of lookup is a linear function of the distance between source and destination.

Theorem 6.5.3. For networks in which routing is $\Delta$-locality aware, for any source s and destination $t$ the expected cost of locating $t$ is $O(|s t|)$

Proof. Due to Lemma 6.5.2, the lookup algorithm will find a location pointer at phase $\hat{k}$, where $\hat{k}$ is the minimal index such that $|s t|=d \leq 2^{\hat{k}}$. The expected cost of routing to all the points $W_{1}(t . i d, s), \ldots, W_{\hat{k}}(t . i d, s)$ can be bounded by the following expression: $\sum_{i \leq \hat{k}} 2 \cdot 4 \cdot 2^{i} \cdot \Delta=O\left(2^{\hat{k}}\right)=O(|s t|)$ where the factor 2 is due to going to each of the virtual points and returning to $s, 4$ is due to the fact that there are 4 virtual points, $2^{i}$ is due to the maximal distance of the virtual points from $s$, and $\Delta$ is the overhead due to the underlying routing layer. Once a location pointer of level $\hat{k}$ is found, the expected cost of following the location pointers until $t$ is found can be similarly bounded by $O(|s t|)$.

### 6.6 The Spiral-Flood Algorithm

The main drawback of the basic spiral algorithm is that it relies solely on the underlying routing algorithm for performance. In particular, there may exist extreme situations in which there is a low cost path from source to destination, but the cost of the minimal cost path from the source to the first virtual point is arbitrarily high.

The Spiral-Flood algorithm overcomes such cases. The algorithm combines the iterated bounded flooding (IBF) ideas from [KWZ02] for worst case bounding, with the average case efficiency of the Spiral algorithm.

In order to describe Spiral-Flood, we need to enumerate in a sequence the nodes visited in the Spiral algorithm. For a destination $t$ and a source $s$, the Spiral lookup operation $\operatorname{Lookup}(t . i d, s)$, coupled with the underlying geometric routing mechanism determine the sequence of nodes that are visited. We denote this sequence by Spiral(t.id,s). Define $\operatorname{Spiral}_{j}(t . i d, s)$ to be the prefix path of $\operatorname{Spiral}(t . i d, s)$ containing the first $j$ nodes.

The Spiral-Flood lookup consists of phases, $i=1 \ldots \log M$. When the accumulated cost of the Spiral lookup reaches $4^{i}$, we switch to flooding of depth $2^{i}$. This ensures that the

```
Lookup (t.id, s)
Initialize phase \(:=0\)
Until a location pointer for \(t\) is found:
```

1. Spiral stage: Route on the path $\operatorname{Spiral}(t . i d, s)$ for $j$ hops, as long as the cumulative cost $c\left(\right.$ Spiral $\left._{j}\right)$ is less than $4^{\text {phase }}$.
2. Return back to the source node $s$.
3. Flooding stage: Flood a search message to all nodes $r$ whose minimal cost path $d(s, r)$ is at most $2^{\text {phase }}$.
4. Converge the search results back to source node $s$.
5. Set phase $:=$ phase +1 .

Figure 6.3: The Spiral-Flood Lookup Algorithm. Node $s$ wants to establish a communication session with node $t$.
cost of the combined algorithm is not more than a constant factor over the basic Spiral algorithm, and at the same time the cost does not exceed the worse case cost of the flooding algorithm. The pseudo code for the Spiral-Flood algorithm appears in Figure 6.3. The Publish algorithm is the same as the in basic Spiral algorithm.

### 6.6.1 Analysis

In this subsection we prove that the Spiral Flood algorithm worst case quadratic cost.
Lemma 6.6.1. Spiral-Flood locates any destination $t$ from any source s with cost $O\left(d(s, t)^{2}\right)$.
Proof. Denote $d=d(s, t)$, let $j$ be the minimal index such that $d \leq 2^{j}$. Clearly before the end of phase $j$ of the Spiral-Flood algorithm the destination will be found. This is true since the $j$ th flooding phase would reach all nodes whose cost is a most $2^{j}$.

Given the $\Omega(1)$ assumption of a minimal distance between nodes (or any other bounded density assumption due to a CDS backbone), the sphere of nodes whose cost is at most $2^{j}$ has $O\left(2^{2 j}\right)$ nodes and hence also $O\left(2^{2 j}\right)$ edges. Each such edge is traversed at most 4 times. Therefore, the cost of a flooding during phase $j$ is $O\left(2^{2 j}\right)$.

By construction, the cost of the bounded phase- $j$ walk on $\operatorname{Spiral}(t . i d, s)$ is $O\left(4^{i}\right)$. Therefore, the total cost until the end of phase $j$ is $\sum_{0 \leq i \leq j} O\left(4^{i}\right)+\left(2^{2 i}\right)=O\left(4^{j}\right)=O\left(d^{2}\right)$.

Compared with the basic Spiral Algorithm, the Spiral Flood Algorithm incurs a constant factor overhead.


Figure 6.4: Example of the lattice $L_{k}(t . i d)$ and of $Z_{k}(t . i d, x)=\left\{w_{1}, \ldots, w_{16}\right\}$

Lemma 6.6.2. The cost of reaching the points $W_{1}(t . i d, s)$ through $W_{i}(t . i d, s)$ in the Spiral Flood Algorithm is at most a constant factor more than the cost of the basic Spiral Algorithm to reach the same set of points.

The proof follows by noting that in each stage of the algorithm, the cost of the flooding stage is at most a constat factor more than the cost of the spiral search stage for that phase.

### 6.7 The LLS Algorithm

In this section we describe our full scheme, LLS, in which proactive updating of location information due to node movements is proportional to the distance of the move. Formally we present a publish algorithm that is average case efficient. Achieving this aim is somewhat more involved than simply writing to all the virtual points in $\operatorname{Spiral}(t . i d, y)$ and deleting the points in $\operatorname{Spiral}(t . i d, x)$.

First, instead of publishing to only 4 virtual points at each level, our publish algorithm publishes to 16 virtual points. For any point $x$ and tiling of size $2^{k}$ originating at the virtual home of $t, H(t . i d)$, we define $Z_{k}(t . i d, x)$ to be the set of corner points of the 9 tiles of size $2^{k} \times 2^{k}$ that form a square $3 \cdot 2^{k} \times 3 \cdot 2^{k}$ whose center tile covers $x$. Formally we define $Z_{k}(t . i d, x)=\left\{w_{1}, \ldots, w_{16}\right\}$ for every point $x$ and lattice $L_{k}(t . i d)$, to be the set of the 16 lattice points that are closest to $x$ in the $L_{\infty}$ norm (with ties broken lexicographically). See Figure 6.4 for an example.

Secondly, in order to reduce costs, a node does not update its level $k$ location pointers as long as it does not move a total of a certain distance proportional to $2^{k-1}$. This lazy update process is carefully done in a manner that still allows the lookup algorithm to be efficient and locality aware. Accordingly, we modify the location information stored at the publish nodes $Z_{k}(t . i d, y)$ as follows. At the location nodes of $Z_{i}(t . i d, y)$, we store information on a set of virtual points that defines the next hop towards the destination, in the form $\left\langle t, W_{i-1}(t . i d, y)\right\rangle$. At $Z_{0}(t . i d, y)$, we store the location $y$ itself.

Publish: A node $t$ that moves from location $x$ to $y$ performs Publish (t.id; $x, y)$.

1. If $W_{0}(t . i d, x)=W_{0}(t . i d, y)$ then no update is required.

## Publish (t.id; $x, y$ )

1. If all nodes $W_{0}(t . i d, y)$ contain a location pointer for $t$ then RETURN. Otherwise initialize $i:=1$
2. STEP A: Read all nodes in $W_{i}(t . i d, y)$
3. If all nodes $W_{i}(t . i d, y)$ contain a location pointer for $t$ goto STEP B.
4. Write in all 16 nodes of $Z_{i}(t . i d, y)$ a location pointer $\left\langle t, W_{i-1}(t . i d, y)\right\rangle$.
5. Set $i:=i+1$ and goto STEP A.
6. STEP B: Update the content of the 16 existing level $i$ location pointers to point to $\left\langle t, W_{i-1}(t . i d, y)\right\rangle$.
7. For $j=i$ to 0 do

Read all level $j$ nodes. Using the location pointers in the level $j$ nodes, route to all the level $j-1$ nodes and delete their location pointers.

Figure 6.5: The LLS Publish Algorithm. Node $t$ updates location pointers once it arrived to a new location $y$.
2. Otherwise, do a spiral search, find the minimal index $i$ such that all four points of $W_{i}(t . i d, y)$, have location information regarding $t$.
(a) If $i=0$ then no update is required. Otherwise, when $i>0$ :
i. Using the location information stored in $W_{i}(t . i d, x)$ (which contains $\left.Z_{i-1}(t . i d, x)\right)$, recursively erase all the location information in the 16 points of each level $i-1, \ldots, 0$.
ii. For $j=1, \ldots, i-1$, store in $Z_{j}(t . i d, y)$ the location pointer $\left\langle t, W_{j-1}(t . i d, y)\right\rangle$.
iii. Set the location pointers of level $i$ to point to the new location $\left\langle t, W_{i-1}(t . i d, y)\right\rangle$.

Note that the minimality of the index $i$ implies that if $i>0$ then the node should have moved out of the 9 tiles of level $i-1$. Thus, the node has moved a distance of at least $2^{i-1}$ since the last time the related nodes were updated. See Figure 6.5 for the LLS Publish algorithm.

Lookup: Node s executing Lookup (t.id, s) starts the lookup algorithm as before (Spiral or Spiral Flood). However, the search ends when a recursive location pointer is found of the form $\langle t, W(t . i d, y)\rangle$, where $y$ is the location of $t$.

Once such a node is found, repetitively use location pointers in order to route from a point in $W_{j}(t . i d, y)$ to a point in $W_{j-1}(t . i d, y)$ and eventually for $j=1$, to destination $t$.

At the lowest level, if the destination is not found at the square of the lowest level (of size $1 \times 1$ ), then a search is conducted in the 8 unit squares surrounding that square.

### 6.7.1 Analysis

To address the complexity of the LLS publish algorithm we carefully study the movement of the node. Assume that the node performed $h$ publish operations, the location history of the node is the sequence $x_{0}, x_{1}, \ldots, x_{h}$ of locations. In order to bound the total cost of its $h$ publish operations we will keep track of the relative location of the intermediate nodes. We prove the bound on the cost in an amortized sense. The reason is that the node does not need to update its location pointers as long as it does not cross its 16 -point boundary, which happens only if it moves a total of a certain distance. Once the node publishes its location, the cost of publishing is offset by the total distance it has covered since its last update.

Our analysis focuses on average case networks, and in particular, assumes that the network has $\Delta$-locality aware routing, Let $d\left(X_{j}\right)$ denote the total distance moved by the node in its first $j \leq h$ hops, thus $d\left(X_{j}\right)=\sum_{i=1}^{j-1}\left|x_{i} x_{i+1}\right|$. For any level $k$, let $c_{k}\left(x_{j}, x_{j+1}\right)$ denote the cost associated with writing and deleting location pointers on level $k$ virtual points as a result of Publish $\left(t . i d ; x_{j}, x_{j+1}\right)$. Denote the cost of updating the level $k$ virtual points due to the first $j$ location changes as $c_{k}\left(X_{j}\right)=\sum_{i=1}^{j-1} c_{k}\left(x_{i}, x_{i+1}\right)$. Our goal is to bound the total cost $c\left(X_{j}\right)=\sum_{i=1}^{\log M} c_{i}\left(X_{j}\right)$ as a function of total distance $d\left(X_{j}\right)$.

Lemma 6.7.1. If Publish $\left(t . i d ; x_{j}, x_{j+1}\right)$ changes level $k$ location pointers then the expected cost of this change is bounded by $E\left[c_{k}\left(x_{j}, x_{j+1}\right)\right] \leq \Delta \cdot 2^{k+6}$.

Proof. When the Publish $\left(t . i d ; x_{j}, x_{j+1}\right)$ changes level $k$ location pointers, it deletes old level $k$ pointers and writes to its new ones. The expected cost of each of these two operations can be bounded by $\Delta \cdot 2 \cdot 16 \cdot 2^{k}$.

Where the factor $2 \cdot 16 \cdot 2^{k}$ is due to the total distance of a spiral path visiting all 16 points and returning and $\Delta$ is the overhead due to the underlying routing layer.

When level $k$ location pointers are not changed despite the move, there is a potential gain towards future updates. This is formally stated in the following Theorem.

Theorem 6.7.2. The total expected cost of publishing of location history $x_{1}, \ldots, x_{h}$, is bounded by $E\left[c\left(X_{h}\right)\right] \leq O(d \log d)$ where $d=d\left(X_{h}\right)$.

Proof. While moving, the node occasionally updates its location pointers. Consider a specific level $k$. A node moving from $x_{j-1}$ to $x_{j}$ updates its level $k$ pointers when the location of its level $k-1$ pointers at $x_{j-1}$ differ from its new location's $\left(x_{j}\right)$ level $k-1$ pointers. Formally, let $i_{1}<i_{2}<\cdots<i_{m}$ be the sequence of all indices such the level $k$ location pointers were updated when the node reached $x_{i_{\ell}}$ for $1 \leq \ell \leq m$. Due to our publish algorithm, the distance the node moves between any two updates of level $k$ pointers is at least $2^{k-1}$. That is, for any such index $i_{\ell}$ we have $\sum_{i_{\ell-1}<j \leq i_{\ell}}\left|x_{j-1} x_{j}\right|=d\left(X_{i_{\ell}}\right)-d\left(X_{i_{\ell-1}}\right) \geq 2^{k-1}$. Thus the
number of updates $m$ is bounded by $d\left(X_{h}\right) / 2^{k-1}$. From Lemma 6.7.1, the expected cost of the update of level $k$ pointers is $\Delta \cdot 2^{k+6}$. Therefore, by summing on the whole sequence, $E\left[c_{k}\left(X_{h}\right)\right] \leq \Delta \cdot 2^{k+6} m \leq \Delta \cdot 2^{7} \cdot d\left(X_{h}\right)$. The expected total cost of publishing the updates during the location history $x_{1}, \ldots, x_{h}$, is the sum of the costs over all levels that were updated during the total move. Thus, the cost is $E\left[c\left(X_{h}\right)\right] \leq \Delta 2^{7} \cdot d\left(X_{h}\right) \log d\left(X_{h}\right)$. If $d\left(X_{h}\right) \geq M$ then the expected cost may be bounded by $\Delta 2^{7} \cdot d\left(X_{h}\right) \log M$.

### 6.8 Fault Tolerance

Our location service is inherently fault tolerant both to network partitions and to node failures.

In case of a network partition, nodes within the vicinity of a detached node remain able to locate it and communicate with it. More precisely, let a set of nodes $S$ detach from $V \backslash S$. For a node $t \in S$, let $k$ be the maximal index such that $W_{k}(t . i d, t) \subseteq S$. Then all of the nodes within distance $2^{k}$ can locate $t$ and communicate with it. In fact, even in extreme cases where a partition forms weird shapes, for any $\ell>k$ such that we have $W_{\ell}(t . i d, t) \cap S \neq \emptyset$, far nodes in $S$ that have lookup spirals intersecting these location points are also able to locate $t$.

As for node failures, our scheme provides immediate fallback due to the multiplicity of location points that store information about any node. In particular, when a node $s$ searching for $t . i d$ encounters a faulty location point, it simply skips it and moves on to the next higher level. This guarantees location at the first non-faulty level that is greater than the distance from the source and the target. That this works follows from the following fact. If the minimal index at which intersection occurs between $W_{k}(t . i d, t)$ and $W_{k}(t . i d, s)$ is $k$, then higher level location points intersect as well.

As a final frontier for fault tolerance, the flooding stage will always locate the target (if it is connected) at a quadratic cost.

Additional fault tolerance is provided by employing the perimeter replication techniques of $\left[\mathrm{RKL}^{+} 02\right]$, by storing all of the information belonging to virtual point $x$ also on all the nodes surrounding its perimeter.

### 6.9 Improving Locality Awareness

Assume a network in which routing is $\Delta$-locality aware. A natural question to ask is whether on top of the locality-aware routing mechanism, our Spiral paradigm can provide location services with costs arbitrarily close to minimal. In addition to its theoretical value, this question has real-life motivation: For nodes that incur frequent lookups, we would like to drive the lookup cost down as much as possible.

In this section, we focus on optimizing the cost of the lookup operation. We obtain a
lookup scheme whose cost is $(1+\varepsilon) \Delta$ on top of the actual distance to target. The decreased lookup cost is obtained at the cost of increasing the publish cost by a constant factor. We could do the reverse in a similar manner, if the frequency of updates is expected to exceed that of lookups.

In order to reduce the cost of lookup, denote by $B(u, r)$ the ball around node $u$ with radius $r$. Let us define $W_{k, \ell}(t . i d, x)$ to be $L_{k}(t . i d) \cap B\left(x, 2^{\ell}\right)$; that is, the set of lattice points in $L_{k}(t . i d)$ within distance $2^{\ell}$ from $x$. The trick will be to slightly increase the range of publishing into $W_{k, k+\rho}$, for a parameter $\rho$ of the construction determined below; and to query only one node in $W_{k, k}$. More precisely, we now define publish and lookup as follows:

Publish: For any $i \in\{0,1,2, \ldots, \log M\}$, location pointers on $t$.id located at $y$ are stored in the auxiliary memory of the nodes in $W_{i, i+\rho}(t . i d, y)$, where the parameter $\rho$ is determined below. A node $t$ that moves from location $x$ to $y$ performs Publish $(t . i d ; x, y)$ by deleting old information and storing new information in the nodes described above.

Lookup: A node $s$ executes Lookup (t.id, s) by performing the following loop. Until $t$ is found, for $i=0,1,2, \ldots, \log M$, read from the closest node in $W_{i, i}(t . i d, s)$ until a node is found that has a location pointer $\langle t, W(t . i d, y)\rangle$, where $y$ is the location of $t$. Once such a node is found, repetitively use the location pointers in order to route from a point in $W_{j}(t . i d, y)$ to a point in $W_{j-1}(t . i d, y)$ and eventually for $j=1$, to destination $t$.

Locality awareness stems from the following lemma:
Lemma 6.9.1. Denote $|s t|=d$. Let $\hat{k}$ be the minimal index such that $2^{\hat{k}}+d \leq 2^{\hat{k}+\rho}$. Then the $\hat{k}$ 'th lookup step from $s$ finds a location pointer to node $t$.

Proof. The lemma follows from the fact that $B\left(s, 2^{\hat{k}}\right) \subseteq B\left(t, 2^{\hat{k}+\rho}\right)$. Hence, every node in $W_{\hat{k}, \hat{k}}(t . i d, s)$ is contained in $W_{\hat{k}, \hat{k}+\rho}(t . i d, t)$. Therefore, every node in $W_{\hat{k}, \hat{k}}(t . i d, s)$ holds a location pointer to node $t$.

As a consequence of this lemma, the cost of lookup from $s$ to $t$ is bounded by $\sum_{i \leq \hat{k}} 2^{i} \Delta \leq$ $2 \cdot 2^{\hat{k}} \Delta$. Bearing in mind that $\hat{k}$ was the first index for which $2^{\hat{k}}+d \leq 2^{\hat{k}+\rho}$, we now simply need to set $\rho=\rho(\varepsilon)$ to be $\rho \geq \log \left(1+\frac{8 \Delta}{\varepsilon}\right)=O\left(\log \left(\varepsilon^{-1}\right)\right)$, in order to obtain that the total lookup length is at most $(1+\varepsilon) \Delta d$.

We now get to the increased cost of publishing. We only sketch the difference here due to space limitations. In our original Spiral method, publishing a node's new location was done in the 4 corner points of the tile covering the node. We now change that to include all the lattice- $k$ points within distance $2^{k+\rho}$ from the node. Their count is at most $2^{2 \rho}$, and the total cost of reaching them is proportional to $2^{k+\rho} / 2^{k}$. Therefore, the increased cost is a constant factor over our original scheme, where the constant depends on $\rho=\rho(\varepsilon)$.

We also briefly comment on how to complete our scheme for locality-aware updates. This requires maintaining an invariant that all lattice- $k$ points within a ball of radius $2^{k+\rho}$ surrounding a node have up-to-date information about the interior ball containing it. In order to prevent frequent updates, we initially publish within a ball with double this radius,
i.e., a ball of radius $2^{k+1+\rho}$, and update only when the invariant is broken. This again incurs only a constant-factor increase over the original LLS publish costs.

In summary, at the cost of a constant factor increase in update costs, we obtain a location service whose cost is almost as low as the cost of the underlying routing infrastructure.

### 6.10 Simulations

In this section we present simulation results for the LLS scheme. Following the observations of [KWZ03] about the importance of the network density on routing performance, we tested our scheme in randomly generated graphs with varying densities. The density of a graph is defined relative to a unit disk as follows, a random graph on a $T \times T$ square with density $\delta$ has $\delta T^{2} / \pi$ nodes.

We tested the underlying Greedy Face Routing algorithm to virtual points, and the LLS Lookup algorithm. Our measurements were performed on Unit Disk Graphs that were generated by randomly placing nodes on a square with 15 units side length.

Routing. For the underlying greedy face routing algorithm, for each density $\delta$, we generated 1200 random graphs for $\delta \leq 8$ and 200 random graphs for $\delta>8$, for each graph, we randomly chose 50 sources nodes, for each source $s$ we chose a random point $p$ on the square and found the closest node $\ell(p)$ to the virtual point $p$. We measured the following parameters for each density:

1. Connectivity: The percentage of node pairs $s, \ell(p)$ that were connected on the Unit Disk Graph.
2. Cost/Distance: The average ratio between the cost of routing from a source $s$ to a destination $\ell(p)$ and the Euclidean distance between $s$ and $p$.


Figure 6.6: Connectivity percentage and Cost/Distance values for greedy face routing from a random source to the node closest to a random point.

Our results in Figure 6.6 show that the average cost of routing on a random graph to the node closest to a virtual point is only a small constant factor times the Euclidean distance
between the node and the virtual point.
Lookup. For each density value $\delta$, we generated 500 random graphs for $\delta \leq 10$ and 100 random graphs for $\delta>10$, for each graph, we randomly chose 10 sources nodes, for each source we randomly chose a destination node. We measured the following 4 parameters for each density:

1. Cost/Distance: The average ratio between lookup cost and Euclidean distance between source $s$ and target $t$.
2. Cost/Shortest path: The average ratio between lookup cost and the minimum cost path from $s$ to $t$ on the UDG.
3. Connectivity: The percentage of $s, t$ pairs that were connected.
4. Flood: the percentage of cases in which the lookup algorithm had to use flooding in order to find the destination.


Figure 6.7: Measurements for Lookup algorithm: Cost/Distance and Cost/Shotest path values, Connectivity and Flood percentages.

Our results in Figure 6.7 show that lookup is locality aware, the average cost of locating a mobile node is only a constant factor from the optimum. For low densities, the low stretch factor may be attributed to the fact that the connected components are relatively small. Both Cost/Distance, Cost/Shortest, and Flood ratio peak around density 5. In this critical density, the graph is mostly connected but finding short paths to route on is still hard.

Publish. We measured the cost updating the location pointers due to a random hop. The distance moved in each hop was a varied by a parameter $\ell$. For each hop length $\ell$, we generated 100 graphs, for each graph we chose 20 sources and for each source we performed a random hop, with a randomly chosen angle and a randomly chosen length in $[\ell, \ell+1 / 2)$. For every value of $\ell$, we measured the average cost of updating location pointers due to the random hop over all sources and graphs.

Our results in Figure 6.8 show that the cumulative cost of updating location pointers due to a random walk is proportional to the length of the average hop. This result agrees with our theoretical bounds of $O(d \log d)$.


Figure 6.8: Average cost of publish relative to the average length of the hop for graphs with densities 15 and 20 .

### 6.11 Conclusions

This chapter presents LLS, the first location service for mobile ad hoc networks to guarantee both worst case bounds and average case efficiency. Our scheme has inherent fault tolerance both for node failures and for network partitions. The generalization of our construction results in a geometric location service that is locality aware in any Euclidean metric space.

For any network the worst case cost of our lookup is quadratic $O\left(d^{2}\right)$. For average case networks LLS achieves linear $O(d)$ expected lookup cost. Mobility of nodes is handled in an efficient proactive manner. LLS ensures that the expected cost of publish is $O(d \log d)$. We provide simulation results for the LLS scheme that conform our theoretical bounds.

Our simulations show that routing in random ad hoc networks is 2-locality aware for various densities. It would be interesting to give a formal proof backing this result.

A potential area of improvement is reducing the asymptotic cost of the publish algorithm. The worst case cost of the publish algorithm can be easily bounded using similar techniques as in our lookup algorithm. An open question is whether an expected $O(d)$ is achievable for both publish and lookup.
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[^0]:    ${ }^{1}$ We use the notation $\widetilde{O}(f(n))=f(n)(\log n)^{O(1)}$ to hide poly-logarithmic factors.

[^1]:    ${ }^{1}$ Object location schemes are stronger than name-independent routing schemes. They alow targets to be replicated and grantee stretch relative to the closest copy from the source.

[^2]:    ${ }^{1}$ The notation $\widetilde{O}(\cdot)$ indicates complexity similar to $O(\cdot)$ up to poly-logarithmic factors.

