
Valuation of Ultra-Sale Computing SystemsLarry Rudolph1 and Paul Smith21 MIT Laboratory for Computer Siene545 Tehnology SquareCambridge, MA 02139rudolph�ls.mit.edu2 MRJ Tenology Solutions10560 Arrowhead DriveFairfax, Virginiaphsmith�mrj.omAbstrat. The goal of the Ultra-Sale Computing Valuation Projetis to understand utilization issues for both users and managers of thelargest sienti� omputing systems and to begin developing appropriatemetris and models for suh system. This paper desribes a few aspetsof the projet.1 IntrodutionUltra-sale omputers are general-purpose omputers in atual use, whose om-puting power (the ombination of aggregate proessor speed, memory size, andI/O speeds) is about an order of magnitude larger than the highest performanemahine available. These ultra-sale omputers, normally outside the area offous of the ommerial market fores, enable muh larger and more omplexomputations than an be performed presently on more onventionally availableplatforms. However, one is never fully outside of ommerial market fores noran one ompletely ignore pratial realities; it is important to measure the valueof ultra-sale omputers.To this end, the Ultra-Sale Computing Valuation Projet was undertakento see how to evaluate the eÆient use of these omputers (the full version of thereport is available at www.dp.doe.gov/valuation). The bottom line is that thevalue provided by an ultra-sale mahine an only truly be measured, in the longrun, by the sienti� output produed by using it. But, in the short run there ismuh that an be done to improve the utilization of these expensive resoures.The valuation projet inluded experts from universities, the federal govern-ment, national laboratories, and the omputing industry. Several meetings wereheld, operational data were analyzed, and many disussions took plae to ar-rive at the onlusions and reommendations. Partiipants were able to identifyseveral operational similarities at the Ultra-sale omputing enters while reog-nizing that there are very few general praties for measuring use and assessingvalue that will hold aross all sites. What is needed, therefore, is a suÆiently



41exible and graded approah that an be used by eah site to measure the ontri-butions of advaned omputing systems to sienti� thinking and meeting pro-grammati objetives. Suh an approah reognizes that the �rst-of-their-kindstatus of ultra-sale platforms diretly impats initial utilization.What annot be measured annot be managed, and what annot be managedannot be improved. Assessing the overall value of a highly sophistiated resouredediated to pushing the forefront of knowledge requires ompliated analysisand alulation. Ultimately, the value of the ultra-sale omputing platform mustbe de�ned and measured in terms of usefulness to the user and the return oninvestment (ROI) provided to the stakeholder. The original needs of the programmust be assessed. Why was the platform purhased in the �rst plae? Are theoriginal objetives being met? Are the numbers of projets and users servedmeeting expetations? To determine ROI, the value of returns must �rst beassessed and understood, and then it must be assigned an overall, aggregate,weighted value. ROI is not measured in dollars alone, but in value to the usersand the stakeholders. This means the dimensions of value, suh as the following,must initially be aknowledged, then measured:ASCI NERSC NCSA NPACIAvailability 5 5 4 4Capability 5 5 5 5Response 3 3 3 3Throughput 2 2 2 2Alloation 2 5 3 3Fig. 1. Value Dimensions for Ultra-Sale Computer Systems by Site. A sale of 1 to 5is used with 5 being the most important.{ Availability: Are enough system resoures available to support mission rit-ial appliations in some aeptable manner? Are users able to ahieve ob-jetives on priority jobs?{ Capability: Was enabling apability jobs a reason the platform was purhasedin the �rst plae? Can an important task be performed overnight? Can theresoures required to aomplish the neessary simulations be reasonablyaquired?{ Response time: Do the simulations enabled by the resoures exhibit a demon-strable derease in turnaround time, as expeted by users? For spei� lassesof appliations or users, is the response time appropriate?{ Throughput: Is the throughput (number of jobs) meeting expetations?{ Alloation: Is the system suÆiently agile to meet diverse user needs? Arethe numbers of projets and users served meeting expetations?To assess the dimensions of "value," fous should be plaed on these areas.Eah site performed a self-assessment on the dimension of "value," using a sale



42of 1-5 with 5 being the highest value (see Figure 1). As expeted, there werevariations in the assessment of the value of the seleted parameters.Aelerated development omputers are purhased to shorten the time todevelop ritial new software, reate new apabilities, perform key new alula-tions, inrease the produtivity of key sientists and engineers, and derease timeto market. For simulations performed on highly parallel platforms, this meansadvaning parallel simulation software, whih in turn requires experimentationfor a full range of problem sizes up to and inluding use of the largest systemsizes available.A very large, aelerated development omputer would be onsidered fullyutilized if adding more work to the queue of jobs awaiting exeution serves onlyto inrease the average delay for jobs in the waiting queue without inreasing thethroughput. Note that this de�nition makes no referene to the utilization ratefor any of a omputer's many sub-system omponents suh as memory, disks, orproessors. It does assume that when a job is assigned to a partiular node (set oftightly oupled proessors, memory, disks, et.) within a parallel omputer, all ofthose resoures are unavailable for use by other jobs, and therefore are onsideredutilized. The peak theoretial utilization would then be ahieved when jobs wereassigned to all nodes all of the time.2 Utilization as a MetriUtilizition is the most natural metri for a omputing faility. But what is meantby utilization? There are at least two ommonly aepted de�nitions: One is thefration of node hours used out of the total time the advaned omputing plat-form is available for use. Another is the fration of time the platform is in useregardless of its availability. The distintion between these two de�nitions is rel-evant mostly for new mahines where the mahine is unavailable for signi�antperiods of time and, as a mahine matures, there is less down time and the twode�nitions onverge. Aording to either de�nition, a omputer would be on-sidered fully utilized if adding more jobs to the queue of jobs awaiting exeutionserves only to inrease the average delay for jobs.Neither of these de�nitions refer to the utilization rate for any of a omputer'ssub-systems suh as memory, disks, or proessors. Rather, it assumes that whena job is assigned to a partiular node (set of tightly oupled proessors, memory,disks, et.) within a parallel omputer, all of those resoures are unavailablefor use by other jobs and therefore are onsidered utilized. Theoretially, peakutilization would be ahieved when jobs were assigned to all nodes all of thetime.A serious problem with utilization as a metri is that driving utilization to toohigh a level almost always results in an overall slowdown in system performane.When the slowdown is signi�ant, the e�et of ahieving very high utilizationis a ounter-produtive derease in the ability of the system to support theappliations for whih its aquisition was justi�ed. Another and more subtleweakness with utilization is that it does not measure the apability quality of



43the mahine. In fat, the replaement of many apaity jobs by any apability jobrequiring the same total amount of resoure an only derease the utilization.Utilization as a measure penalizes exatly those apability jobs that are thedriving rationale for the reation of large, integrated, ultra-sale mahines.Historially, managers of advaned omputing platforms have used a vari-ety of approahes to assess system utilization. The NASA Numerial AerospaeSimulation (NAS) Faility, for example, has operated parallel superomputersfor the past 11 years, inluding the Cray C-90, Intel iPSC/860, Intel Paragon,Thinking Mahines CM-5, IBM SP-2, and SGI Origin 2000. The variability ofthe Available Node Utilization of some of those mahines is shown in Figure 2.In last year's workshop (Job Sheduling Strategies for Parallel Proessing, D.G.Feitelson and L. Rudolph (Eds.), Leture Notes in Computer Siene, Vol 1659,Springer-Verlag, 1999), James Jones and Bill Nitzberg presented a historialperspetive of ahievable utilization. Reognizing the range of mahine arhi-tetures, a time span of more than six years, large numbers of di�erent users,and thousands of minor on�gurations and poliy hanges, they show that theutilization of these mahines reveal three general trends (see Figure 2):{ sheduling using a naive �rst-in, �rst-out, �rst-�t poliy results in 40-60%utilization{ swithing to the more sophistiated dynami bak�lling sheduling algorithmimproves utilization by about 15 perentage points (yielding up to about 70%utilization){ reduing the maximum allowable job size further inreases utilization Thislast poliy however defeats one of the purposes for buying ultra-sale ma-hines, namely to gain new apability. Most surprising is the onsisteny ofthese trends aross di�erent platforms and user ommunities.2.1 Experiene with a New SystemOne example of the proess a major faility must go through in plaing a newultrasale apability into servie is demonstrated in Figure 3. In 1997, NERSC atLawrene Berkeley National Laboratory (LBL) transitioned its primary produ-tion omputing apability to a massively parallel ultra-sale omputer by plainginto servie a large, early delivery Cray T3E. At the time of introdution, thissystem was the largest unlassi�ed superomputer in the US and represented a20-fold inrease in raw omputing power to the 2,500 sientists who use NERSC.NERSC, working losely with Cray Researh, was able to improve utilizationthrough the gradual introdution and exploitation of major system software fun-tionality suh as job migration and system initiated hekpoint/restart. Duringthe �rst 18 months in servie, the T3E utilization inreased from approximately55% to over 90% while still fousing most of the system resoures on large jobs.This represents almost a fator of two in prie performane inrease for the sys-tem or the equivalent (in 1999 osts) of $10.25M. At the same time the systemwas improving, T3E users were making improvements in appliations to betterutilize the system and improve its sienti� output.
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Fig. 2. NASA Overall Comparison of Parallel Superomputer Utilization
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Fig. 3. NERSC Evolution of T3-E Utilization



46 It is unfortunate that this senario must be repeated for every new arhite-ture delivered. But rapid hanges in the high performane omputing industrymake it virtually inevitable that eah new type system will experiene the samelearning urve. This is partly due to the faility's and its users' needs to learnhow best to implement, tune, and run the new system and appliations. But it isalso due to the fat that few of the basi system software apabilities are trans-portable to the general system or an be shared among vendors. High perfor-mane omputing vendors have little inentive to invest and maintain advanedsystem software apabilities sine, until reently, there has not been a rewardstruture for reating a system that is more e�etive rather than yielding fasterperformane.Generally, ultra-sale omputing platformmanagers assign preferene to largejobs to ensure there are suÆient resoures to run and there is a trade-o� betweenquik turnaround for development jobs and maximum eÆieny for produtionjobs. This trade-o� translates into deisions that must be made between asyn-hronous, interative user behavior and using a bath queue system to providesustained loading over longer time versus peak loading to maximize interativityover shorter time periods.2.2 Impats of Alloation of Resoure DeisionsThe ways that aess to an ultra-sale system is authorized also greatly inuenesutilization. If system resoures are either under or over alloated, usage and lientsatisfation an be greatly degraded. Consider the typial impat the followingalloation methods an have on utilization:1. Exat division of resoures (typially CPU time and storage) and strit en-forement of limits subdivide the resoures of the system on some prioritybasis. By exatly utting up the total resoures and limiting users to theirshare, a system an easily beome underutilized. There is a "feast or famine"mentality that auses users to hoard time early in the alloation period. Ifenough users hoard time, then utilization is low early in the period beausethere are not enough jobs to keep the system busy all the time. Later, wheneveryone tries to use their time, they may not be able to use it ompletely.The results are underutilized resoures AND degradation of quality of ser-vie.2. Some sites mitigate the previous impat by periodially taking time awayfrom users who have not used it and redistributing it to users who are shorton time. Sine time lost due to idle proessors annot be rereated, thistypially results in a sarity of work early in the period and a severe bakloglate in the period. It also is often umbersome to implement and manage. Ifthe reapture of time is done too frequently, it results in several mini feastsand famines throughout the alloation period.3. Another way to address the onern of underutilization is to oversubsribethe system by alloating more resoures than it an possibly deliver. This isdone in one of two ways. If there is too muh oversubsription, users expet



47to be able to do more work than the system an perform. If enough usersattempt this, the system will be logged with work and users. More resoureswill be needed to manage the overload and the system loses eÆieny as thequality of servie degrades even though it may appear to be using all theCPU time. The seond way to overalloate system resoures is to institutea priority system, so that a user an submit work at a lower priority, riskingexpanded run times, while being harged less. Alternatively, a user an askfor higher priority and "pay" more. While this typially yields higher uti-lization, it also extends the slowdown fators of the system sometimes to theextent that it takes so long to run a job the sientists do not even bother totry. Most sites use one or more of these methods, often in ombination, to tryto balane keeping the system utilized on the one hand but still responsiveon the other hand. No method is entirely suessful, so it takes dediatedsystem managers to be onstantly monitoring and tuning the methods.2.3 Utilization Trade-O�sManaging utilization of the ultra-sale omputing platforms requires systemsoperators to deide among a large number of omplex trade-o�s. Fators to beonsidered inlude:{ Job mix - This inludes the ategories and size of job desribed above (forexample, large prodution runs requiring thousands of proessors versussmaller development runs to test and validate ode). Job mix requires ade-quate management of memory, internal network bandwidth, and �le systemonurrently; the risk is that a large apability job may be starved if anysingle resoure is not managed well. This is ompliated by the fat thatdi�erent types of jobs will require memory and CPU resoures in di�eringproportions (for example, large jobs in hemistry versus omputational uiddynamis).{ People priorities - Some users and/or projets might be onsidered "moreequal" than others beause they are ompleting higher priority work. Thismeans that resoures must be available to meet the high priority needs {sometimes to the exlusion of other users and other jobs { foring managersto provide guaranteed aess to fewer, key users at the possible ost of lowerutilization.{ Learning urves - The optimal target for a platform is usually running on1/4 to 1/2 of the entire mahine. Use of suh large frations of systems,partiularly early in existene, is not likely as system operating softwareis still being developed and appliations programmers are still beomingfamiliar with the sheduling proesses and operational algorithms requiredto make e�etive use of the ultra-sale platform. One oneivable alternativeis to run only small jobs. However, in pratie, the only way to ensure that amahine is ready is to subjet it to real jobs and real workloads. Therefore,when users are kept o� the mahine with the goal of �xing all the problems,the net result is serious delays in the development and saling of appliations



48 to make use of the apabilities and features of the system. This in turn leadsto further utilization problems.{ Absene of Tools - Beause the ultra-sale platforms are �rst-of-their-kind,tools for measuring eÆieny, aounting for use, and for tuning systemparameters for higher levels of eÆieny are not yet in plae. There is animbalane between the size and diversity of the software needed and the sizeof the new systems. Initially, ausations of low utilization are often met withanedotal evidene and little systemati data; time and sponsored e�orts areneeded to evolve better tools for these platforms.All of these fators, and the trade-o�s that must be made among them, haveto be balaned when managing ultra-sale omputing platforms. Managers mustrespond to a highly omplex problem with a large number of degrees of freedom.Sheduling eÆient use of all of the resoures is like a "Tetris" problem; the rightjob at the right time is needed to onsume whatever resoures are available. Ifthere is onit or overlap, utilization eÆieny may derease.2.4 Utilization Should Not Be the Sole MetriAs these arguments are meant to demonstrate, utilization is not a universallyde�ned term and di�erent organizations use di�erent approahes to de�ne it.The Projet partiipants believe strongly that the true measure of the value ofultra-sale omputing systems in the long run should be the sienti� output ofthese systems. Are the systems doing what they were designed and funded todo? How is this measured? The answer is that the overall value of the ultra-saleplatform must be assessed to those that have purhased it and taken advantageof its apabilities. This is very e�etively ahieved by periodi peer review of thefaility, as is done with national failities. In the end, the failities that operateultra-sale omputing systems should be judged in the same way other nationalfailities suh as aelerators are judged. Typially, periodi peer review is used toassess whether they are meeting their missions and goals. Assessments evaluateand provide guidane in the areas suh as: ? Does the faility operate well? Arethe systems run well, are they reliable, is the faility meeting user expetations,et.? ? Is the faility doing the appropriate researh and development neessaryto keep it at the forefront of its disipline? ? Is the faility doing what it anto ensure, in the aggregate, that the best siene is being produed from itsresoures? Suh peer reviews have worked very well to ensure the e�etivenessand eÆieny of failities that serve the targeted sienti� ommunity. The valueof ultra-sale omputing failities and the sienti� output of the systems shouldbe evaluated in a similar manner.There is no single metri for utilization beause every platform manager,program, and omplex problem to be solved is working towards spei� (andsomewhat di�erent) objetives. The managers of the programs and the platformsmust �rst de�ne the overall value of the new tool in meeting objetives and thenassess how suessfully those objetives are being met with respet to the use ofthis sophistiated



493 A New Coneptual ApproahAlthough some onsideration of utilization is appropriate, a slowdown e�et inthe system an result when utilization is driven too hard (Figure 4). If the slow-down is signi�ant, the e�et of fousing on utilization an be ounterprodutiveon overall system performane and on the ability of the system to be used forthe type of appliations for whih its aquisition was justi�ed. It was found thata "smoothly" running system (for example, ultra-sale omputer systems) will�nd optimum utilization at the "knee" of the urve. One would want to inreaseutilization from small values until the slowdown beomes too large. Aeptableslowdown values may be di�erent for di�erent operations. For example, the exatslowdown-utilization urve depends on the type of mahine, software, and jobmix (e.g. Case 1 and Case 2 in the �gure). The urves all look the same but havedi�erent onstants, and hene the knee ours are di�erent plaes. Slowdownimpats user behavior whih, in turn, a�ets the amount of load on the system(redued utilization) and, more importantly, ultimately a�ets what the user isable to aomplish.

Fig. 4. Slowdown vs. UtilizationPreliminary examination of the sample data showed that this normally ex-peted "slowdown-utilization" urve does our although it is not immediatelyevident from raw trae data. The impliation of this hypothesis is that systemsoperating at the "knee" are operating at the best range for those systems, thatis, at the ideal point.



503.1 Trae Data AnalysisAs part of the Projet, trae data from several sites (see Figure 5) were olletedand examined. It should be noted that the data did not over the same timeperiod or even the same length of time at eah site. Furthermore, di�erent ma-hines olleted the data, used di�erent shedulers, and had di�erent workloads.Beause some of the trae data ontained partially omplete reords, some in-formation was lost as it was onverted to a standard format. Despite all thesedi�erenes aross the data sets, a standard pattern was deteted. Although a-eptable slowdown assoiated with utilization was found to be near 60%, thedata learly show that there is no absolute aeptable utilization number. Forthe purpose of this setion, instantaneous utilization is the perentage of totaltime that is used by running jobs { not perentage of available time or frationalloated to jobs.Before desribing the analysis, it is important to highlight a standard queuingtheory expetation. It is a well-established fat for servie systems that theaverage response time inreases as the "o�ered load" inreases. The responsetime is at until the load rosses a threshold, at whih point the response timeinreases exponentially.Org Mahine Max CPUs* Period #Jobs #QueuesLANL SGI Origin 2048 7/24/99 { 8/31/99 30,000 18LLNL SP-2 1344 Months 20,000 3NASA SGI Origin 256 Months 32,000 2NPACI SP-2 128 1/1/99 9/27/99 22,000 4NPACI T3E 272 5/1/99 9/27/99 5,000 40NPACI T90 14 1/1/99 9/27/99 25,000 45NCSA SGI Origin 512 6/30/99 7/30/99 10,000 36NERSC T3E 644 1/1/99 7/1/99 90,000 12Fig. 5. The data analysis was based on trae logs from these sites. The largest numberof CPUs for whih trae data were available, not the size of mahine are presented.Sine a high performane omputer is an example of a servie system, suha pattern should our. In many systems, it is possible to submit jobs to "losedqueues" that may not be "opened" for quite some time, for example, the week-end queue. For this and other reasons, the o�ered load was not used. Instead,the average system utilization during the lifetime of eah job was measured. Uti-lization was taken to be the fration of the total available CPU hours, duringthe lifetime of a job, that were being used to exeute jobs.Instead of response time, the related measure of slowdown was omputed.Slowdown is de�ned as the elapsed job time (from submission to ompletion)divided by the run time. For example, a slowdown of two indiates that a jobspent as muh time waiting to run as it did atually being run. Some sites havejob queues that are ative only during ertain time periods, suh as late night



51and weekends. A job submitted on Monday, for a weekend queue, would inurat least a �ve-day waiting time. In this analysis, the submit time was hangedto be just before the queue open time. Two other modi�ations were made tothe data: (1) jobs with run times of less than one minute were exluded, and(2) jobs with very high slowdown values (due either to queues that were turnedon/o� or due to an inability to determine exatly when a queue beomes ative)were exluded. Both these job lasses obsured the results. Finally, the averageinstantaneous utilization (onsidering all the inluded jobs) is noted on the plotsbelow.The plots that follow reveal that indeed, at higher utilization levels, theslowdown (for example, response time) does inrease. It appears that the failitymanagers do try to keep the response time reasonable. Two types of anomaloussituations were found. The �rst happens when the response time dereases athigher utilization levels. The other ours when response time inreases at lowerutilization levels. Further investigation revealed that one must �rst separate thejobs into di�erent lasses beause some systems have bath queues for large jobs,others for interative daytime jobs, and even queues for very long, highly paralleljobs. The slowdown versus utilization urves all �t the same pattern but eahhas a di�erent Desired Operation Range (DOR). When the analysis is fousedon the important queues, most of the jobs are found to reside in the DOR.Major onlusions to be drawn from the analysis of trae data are as follows:{ High-end and ultra-sale omputer workloads exhibit a pattern of aept-able response time up to a ertain instantaneous utilization level, whih onerefers to as the DOR. When instantaneous utilization is pushed higher thanthat level, average response time inreases preipitously and to levels thatnegatively impat human produtivity.{ For many of the systems studied and for the job lasses that matter most,the DOR ours around 60% instantaneous utilization.{ The loation of the DOR an hange through improvements in system soft-ware (for example, gang sheduling) and sheduler queues that are partiu-larly well mathed to the workload harateristis. Thus, more mature sys-tems with more apable system software and a well-haraterized workloadan ahieve desired operation ranges at higher instantaneous utilization lev-els in the later stages of the system life yle. The �gures that follow showaverage slowdown as a funtion of system instantaneous utilization for indi-vidual sites. This requires some explanation. For eah job, the average systeminstantaneous utilization was omputed for the lifetime of that job, and thejob was assigned to one of ten utilization bukets (from 10 to 100%). In ad-dition, the slowdown for that job was alulated as the ratio of job lifetimedivided by job runtime. Finally, the weight for eah instantaneous utilizationbuket was omputed, expressed as a fration of the whole weight, and dis-played as the size of the bubble. Bubbles with high slowdown values indiatepoor system response time. Bubbles with low utilization levels indiate poorsystem usage. Ideal performane has large bubbles.



52 A vertial line was drawn indiating the perentage of total node hours forall trae jobs divided by the total number of node hours in the time period. Thisline is not the average instantaneous utilization of the jobs in the urve, sinethere may be periods when the system was unusable.The Site A plot reveals the harateristi rise with most of the big bubblesat the DOR of the urve. At eighty perent, many jobs are seen to su�er from alarge slowdown value.

Fig. 6. Site AThe Site B urve looks very similar to the one before it, exept that everythinghappens at a lower utilization level. At 60% utilization, the response time rises,so the DOR ours at a lower utilization level.The Site C urves below show a slightly di�erent pattern. Slowdown valuesare very low and it is easy to see the inrease at higher levels. As one an see, thevertial line appears more to the left than would be evident from the distributionof the bubbles. This is beause either a long downtime or a short trae periodexists. Site C1 has smaller jobs than Site C2; thus the desired operation rangesare in di�erent plaes, although both seem to manage their systems very well.The plot for Site D does not show the typial pattern. Most of the jobs havea low response time (not just most of the jobs, but most of the job weight).But there are high slowdown values at low instantaneous utilization values. Thereason for this ounterintuitive pattern is that there are a number of job lassesthat are overlaid in this data.Finally, a yet di�erent phenomenon is observed for Site E. The bubbles ap-pear to have no real pattern. When the plots for the individual job lasses areexamined (the four plots), however, it is evident that most of the plots followthe usual pattern. The instantaneous utilization appears a bit on the high sidefor the response time.
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Fig. 7. Site B

Fig. 8. Site C - C1 is on the top; C2 is on the bottom
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Fig. 9. Site D

Fig. 10. Site E
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Fig. 11. Di�erent Queues of Site E



564 Reommendations And ConlusionsProjet partiipants reommend that hanges suh as the following be onsideredby the ultra-sale omputing ommunity to better measure system usefulness andassess the value of advaned platforms:{ Change the day-to-day operations of ultra-sale platforms so that the useof this sophistiated resoure lies lose to the left side of the "knee" of the"slowdown vs. utilization" urve. Exat hanges to be made, both near-term hanges in pratie and longer-term modi�ations to poliy, should beditated by the mission requirements of eah omputing platform and thepartiular needs of its key users.{ Undertake onerted e�orts to better haraterize the workloads for eahplatform. Managers must thoroughly understand the sizes and types of jobsthat are to run on their ultra-sale platforms in order to move utilizationtowards the optimal point on the urve for eah site.{ Design benhmark suites and performane models to predit the e�etive-ness of the systems instead of solely measuring utilization after the fat. Itis reommended that the results of the ESP e�ort mentioned in the previ-ous setion, for example, be brought to the attention of advaned platformmanagers in government, industry, and at eduational institutions.{ Adjust the on�guration of advaned omputing platforms. This may requirea re- balaning among proessor, memory, and interonnet bandwidth a-pabilities to better address the spei� job mix of the partiular omputingsystem. It is reognized that additional resoures may be required.{ Analyzing performane statistis aross a wider variety of system resoures.{ Establish performane requirements for olleting trae and other data aspart of future prourements and enourage the inlusion of better shedulersand other tools in the system.{ Require system vendors to provide aess to more system statistis as aperformane spei�ation.{ Develop prourement spei�ations for future purhases of advaned plat-forms so that the importane of valuation metris and related system soft-ware is evident to the vendors.{ Ensure open and ongoing dialogues with platform users and make hangesneeded to inrease the ability of the users to bene�t from new apabilitiesa�orded by massively parallel systems.{ Assess the potential impat of various system enhanements, suh as fasterjob launh, hekpoint-restart, gang sheduling, more sophistiated job shedul-ing, and bak�ll shemes. Whih is likely the most ost-e�etive? Enouragesoftware developments in these areas. Establish ways to share the testingand validation needed aross sites to develop full prodution tools.{ Change sienti� appliations odes to take advantage of new ultra-saleomputing resoure apabilities.{ Establish a balaned investment strategy for obtaining and managing ultra-sale omputing platforms that seeks to both improve sheduling and in-rease the eÆieny of individual jobs.



57It is important to undertake researh in many key areas to aomplish, amongother things, at least the following:{ Designing more eÆient sheduling algorithms. Determine how to inorpo-rate other job parameters (memory usage, interruptible jobs, and dynaminode size exibility) into the sheduling software.{ Tehniques for inreasing the eÆieny of appliations by employing mold-able and malleable jobs. What perentage of user jobs ould be on�gured,with reasonable e�ort, as interruptible, as adjustable CPUs at job launhtime, or as adjustable CPUs during exeution? What improvement in sys-tem eÆieny ould be ahieved by means of suh hanges?The following researh questions were identi�ed during the Projet:{ Whih system software enhanements and operating strategies have thegreatest potential for improving system e�etiveness?{ How do the job size/run time distributions vary between various HPC en-ters? How do these distributions vary between di�erent disiplines?{ What perentage of jobs has power-of-two CPU sizes?{ What impat does job size distribution have on system-level eÆieny?The purpose of the Ultra-Sale Computing Valuation Projet has been ahieved;aeptable ways to evaluate "ultra-sale" omputing systems are being de�nedand a onsensus on these approahes is emerging within the ultra-sale omput-ing ommunity. Reahing agreement on understandable and defensible measuresis important to the large-sale omputing researh and appliations programs ingovernment and aademia, suh as the ASCI program at DOE and the PACIprogram at NSF, as well as others. Presently, generally aepted metris do notexist for this evaluation. It is evident, however, that the answer is not found bymerely assessing node utilization.The Projet Co-Chair's ontention given all the system limitations and on-straints is that "things are in good shape as far as the running of the advanedomputing platforms is onerned," is based on sound peer review of the ap-proahes urrently used to manage utilization of advaned omputing platforms.Partiipants agree that a balane of researh, development, and implementationonsiderations is neessary, but argue that the suess of high-end omputinge�orts aimed at enabling new lasses of appliations should be measured pri-marily by whether the use does, in fat, result in new knowledge. If so, then theadvaned omputing tools used were worth the investment.Partiipants agreed that the ultra-sale omputing ommunity should fouson reating the right-size tools for every sienti� and programmati mission.There is reognition of the responsibility of omputing systems managers andthe overseeing agenies to determine how best to measure the overall value ofeah system to its users. In addition, ways must be de�ned to make neededmeasurements and ompare against reognized benhmarks and to establish op-erational praties that are optimal for eah site and the sienti� goals that siteis designed to ahieve.


